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Abstract

This paper presents a meticulous and well-
structured approach to annotating a corpus of
Hindi spoken data. We deployed 4 anno-
tators to augment the spoken section of the
EMILLE Hindi corpus by marking the vari-
ous linguistic phenomena observed in spoken
data. Then we analyzed various phonological
(sound deletion), morphological (code-mixing
and reduplication) and syntactic phenomena
(case markers and ambiguity), not attested in
written data. Code mixing and switching con-
stitute the majority of the phenomena we anno-
tated, followed by orthographic errors related
to symbols in the Devanagiri script. In terms
of divergences from written form of Hindi,
case marker usage, missing auxiliary verbs and
agreement patterns are markedly distinct for
spoken Hindi. The annotators also assigned
a quality rating to each sentence in the cor-
pus. Our analysis of the quality ratings re-
vealed that most of the sentences in the spo-
ken data corpus are of moderate to high qual-
ity. Female speakers produced a greater per-
centage of high quality sentences compared to
their male counterparts. While previous efforts
in corpus annotation have been largely focused
on creating resources for engineering applica-
tions, we illustrate the utility of our dataset
for scientific hypothesis testing. Inspired from
the Surprisal Theory of language comprehen-
sion (Hale, 2001; Levy, 2008), we validate the
hypothesis that sentences with high values of
lexical surprisal are rated low in terms of qual-
ity by native speakers, even when controlling
for sentence length and word frequencies in a
sentence.

1 Introduction

The availability of high-quality linguistic re-
sources plays a pivotal role in the field of com-
putational linguistics from both theoretical and
application-oriented perspectives. Hindi (Indo-
Aryan language, Indo-European language family)

is considered a medium-resource language primar-
ily spoken in the Indian subcontinent. In the con-
text of spoken language resources, the following
datasets (inter-alia) can be considered as pioneer-
ing efforts in corpus creation: Simulated emotion
Hindi speech corpus (Koolagudi et al., 2011), In-
dic speech database (Prahallad et al., 2012), LDC-
IL Hindi raw speech corpus (Choudhary and Rao,
2020), and Hindi-Urdu Treebank corpus (Bhatt
et al., 2009, HUTB), consisting of both written and
spoken data. However, except for HUTB, the ma-
jority of dataset developments in the Indian con-
text have predominantly focused on engineering
applications with relatively less emphasis placed
on scientific hypothesis testing and language pro-
cessing research. In this work, we present our
preliminary efforts to annotate the Hindi spoken
section within the publicly available EMILLE cor-
pus (McEnery et al., 2000), with information per-
taining to various linguistic phenomena. The key
objectives of our corpus annotation project are
summarized below:

1. Resource creation: We deployed 4 an-
notators to augment the spoken section of
the EMILLE Hindi corpus by marking var-
ious linguistic phenomena, viz., phonologi-
cal (sound deletion), morphological (code-
mixing and reduplication) and syntactic phe-
nomena (case markers and ambiguity). Then
we analyzed those phenomena which are not
attested frequently in written data.

2. Hypothesis testing: We test the hypothe-
sis that sentences with high values of lexi-
cal surprisal are rated low in terms of qual-
ity by native speakers, even when control-
ling for sentence length and word frequen-
cies. Our hypothesis is motivated by the Sur-
prisal Theory (Hale, 2001; Levy, 2008), an
information-theoretic characterization of lan-
guage comprehension.



Figure 1: Spoken Hindi sentence taken from the EMILLE corpus

To achieve these objectives, we extensively
cleaned the Hindi spoken section of the EMILLE
corpus, removing inconsistencies and errors not
representative of the language. Subsequently, we
deployed 4 annotators to augment the corpus with
annotations encoding various linguistic phenom-
ena commonly found in speech, as illustrated in
Figure 1. Code mixing and switching constitute
the majority of the phenomena we annotated, fol-
lowed by orthographic errors related to symbols
in the Devanagiri script. In terms of divergences
from written form of Hindi, case marker usage,
missing auxilliary verbs and agreement patterns
are markedly distinct for spoken Hindi. Our anno-
tators also assigned a quality rating to original sen-
tences based on their grammaticality, coherence,
clarity, and overall effectiveness in communica-
tion. Our analysis of the quality ratings revealed
that the most of the sentences in the spoken data
corpus are of moderate to high quality. Female
speakers produced a greater percentage of high
quality sentences compared to their male counter-
parts, due to the tendency to adhere to the pre-
scriptive norms of the language. While previous
efforts in corpus annotation have been largely fo-
cused on creating resources for engineering appli-
cations, we illustrate the utility of our dataset for
scientific hypothesis testing.

Behavioural experiments and corpus analyses
are two most prominent methods in psycholinguis-
tics (Traxler and Gernsbacher, 2011). The corpus
data contains naturally occurring sentences and
thus offers an ecologically valid paradigm to test
cognitively motivated hypothesis (Gries, 2005;
Rajkumar et al., 2016; Ranjan et al., 2022b). It can
also complement outcomes from behavioral meth-
ods that use carefully controlled stimuli designed
by experimenters (Demberg and Keller, 2008;
Ranjan et al., 2022a). In this work, leveraging our
spoken Hindi dataset, we validate the aforemen-

tioned hypothesis (motivated by Surprisal Theory)
using a Linear Mixed Model (LMM, Pinheiro and
Bates, 2000) to predict the sentence quality rating
of the sentences in the dataset we created (anno-
tators and gender of the speakers serving as the
GLM intercept terms). Surprisal Theory defines
the surprisal of the (k + 1)th word, wk+1, as the
negative logarithm of conditional probability of
word, wk+1 given the preceding context, which
can be either sequence of words or a syntactic tree.
Both these kinds of surprisal have been shown to
predict eye movement durations in language pro-
cessing (Demberg and Keller, 2008; Smith and
Levy, 2013). Frequency-based controls are based
on long-standing findings from the literature at-
testing that high frequency words are processed
faster than their low frequency counterparts on ac-
count of higher activation resulting from increased
exposure (Morton, 1969; Forster and Chambers,
1973). We showed that high values of lexical sur-
prisal predict lower quality ratings, corroborating
prior findings in the Hindi corpus-based sentence
processing literature (Ranjan et al., 2022c; Ranjan
and van Schijndel, 2024).

Our primary contribution is the development of
a Hindi linguistic resource, created by augmenting
the EMILLE corpus of spoken Hindi with linguis-
tically motivated annotations and quality ratings.
We believe this work will facilitate both engineer-
ing applications and scientific research aimed at
validating and advancing theories of language pro-
duction and comprehension.

The paper is structured as follows: Section 2 de-
scribes our methods, Section 3 presents our exper-
iments and Section 4 summarizes the implications
of our main findings and outlines a plan for future
research. The Appendix provides the corpus an-
notation manual used by our annotators to create
the dataset described in our work.



2 Methodology

This section describes the methodology of corpus
annotation adopted in this work. Corpus anno-
tation involves enriching a corpus with linguis-
tic and other information through manual or au-
tomatic methods, serving theoretical or practical
purposes (Gries and Wulff, 2009). The follow-
ing subsections describe the actual procedure we
adopted to identify linguistic phenomena of in-
terest and assign quality ratings to each sentence
in the spoken Hindi section of the EMILLE cor-
pus (McEnery et al., 2000). Additionally, each
file contains a comprehensive header detailing
the text’s provenance (for example hin-w-ranchi-
news-01-03-22.txt). The dataset comprises of
19793 sentences transcriptions from spoken con-
versations on BBC Radio, featuring 168 speakers
(48 females, 120 males) from the following do-
mains:

1. Read-aloud speech: News bulletins as well
as messages from radio listeners which were
read and acknowledged.

2. Conversational speech: Conversation be-
tween an anchor and invited guests regarding
current affairs and entertainment.

In contrast, the EMILLE corpus of written data
draws from newspapers like India Info, Ranchi
Express, and Web Duniya. A broad-brush com-
parison between EMILLE spoken and written data
revealed that EMILLE written data consists of
longer sentences (average sentence length of 44.24
words) compared to the spoken sentences (average
sentence length: 33.39 words). Written data ex-
hibits a higher token-type ratio (0.4402) than spo-
ken data (0.2345), indicating richer vocabulary in
written language. More systematic comparisons
of spoken and written data need to be undertaken
to provide a comprehensive picture of the similar-
ities and differences between these modalities.

2.1 Corpus Annotation

Initially, we went through random samples of sen-
tences from the spoken corpus under study and
prepared an annotation manual (see Appendix)
documenting various linguistic phenomena that
are potentially interesting from language produc-
tion research. Subsequently, 4 different native
speakers of the Hindi language were trained to
examine sentences and identify various linguistic

phenomena mentioned in the annotation manual
and provide a quality rating for each of the 19,793
sentences.1 Table 1 illustrates the annotation pro-
cess with linguistic examples. The final dataset
consisted of the following 5 attributes:

1. Sentence ID: To each sentence in the
EMILLE corpus, we assigned a unique iden-
tifier (ID) in the format (File_S_Y_Z) en-
coding the document number (File), speaker
tag (S), paragraph number (Y) and sen-
tence number (Z). For example, the sen-
tence ID: File1_HF001_1_1 corresponds to
the first sentence in paragraph 1 articulated
by speaker HF001, and electronically tran-
scribed in text form in the document File1.

2. Quality rating: Annotators were asked to
rate sentences based on their own understand-
ing or intuitive sense as native speakers. They
provided a quality rating (1-ungrammatical;
2-poor; 3-fair; 4-good; 5-excellent) for each
sentence along with various linguistic an-
notations. This subjective assessment helps
gauge the linguistic fluency, correctness, co-
herence, clarity, and overall effectiveness in
communication.

3. Remarks: Annotators are required to pro-
vide detailed explanations regarding what
specifically is wrong with the sentence or
how it deviates from the established gram-
matical norms of written Hindi. This qualita-
tive feedback offers valuable insights into the
nuances of sentence construction, aiding in
pinpointing areas that require improvement.

4. Raw Sentence: This denotes the original
EMILLE corpus sentence exactly as it ap-
pears, without any alterations or corrections.
This untouched rendition preserves the au-
thenticity of the original data, enabling accu-
rate analysis and comparison.

5. Annotated Sentence: Annotators were
asked to correct grammatical errors present
in the sentence while ensuring that the mean-
ing and essence of the sentence remain intact.
This delicate task of rectifying linguistic in-
accuracies while preserving semantic coher-

1A sample file containing 100 sentences from our corpus
is available via: https://github.com/Aadya38/IIITH_
Hindi_Spoken_Corpus

https://github.com/Aadya38/IIITH_Hindi_Spoken_Corpus
https://github.com/Aadya38/IIITH_Hindi_Spoken_Corpus


Sentence ID Quality Remarks Sentence
File1_HF001_1_1 4 Code mixing do baj kar chaar minut hue hai
File1_HF001_1_2 3 Missing aux verb jab humare pension ki baari (missing hai) toh ...
File1_HF001_1_3 2 Ambiguous agla nagma surekha ji apke nazar karna chahte hai
File1_HM073_18_1 5 Reduplication bahut-bahut shukriya

Table 1: Corpus annotation examples

Phenomenon #Occurrences Phenomenon #Occurrences
Code mixing 6980 Missing auxiliary verb 526
Symbol error 1703 Agreement error 482
Reduplication 1651 Code switching 452

Word repetition 1123 Case marking error 389
Abrupt ending 543 Ambiguity 333

Table 2: Frequency of linguistic phenomena annotated

ence requires a deep understanding of the lan-
guage’s intricacies.

From a psycholinguistic perspective, sentence
ratings reflect the coherence, clarity and compre-
hensibility of a sentence. The process of assign-
ing sentence quality relies on the intuitions of na-
tive speakers. So analyzing these ratings offer a
window into the cognitive factors influencing lan-
guage processing. Acceptability judgments are
widely used to validate syntactic theories (Sprouse
and Almeida, 2017). We now elaborate on various
linguistic annotations employed in this work and
elaborate on them further with the help of a quan-
titative analysis, described in the next section.

3 Experiments

This section provides an analysis of the quality
ratings and a summary of various linguistic phe-
nomena pertaining to phonology, morphology, and
syntax that were observed and annotated by four
native Hindi speakers following our annotation
manual. Each linguistic annotation, along with
their frequency, is presented in Table 2. Code mix-
ing constitutes the most frequent class of annota-
tions assigned by the raters, followed by ortho-
graphic errors and reduplication. Enriching cor-
pora with linguistic information serves a crucial
function in developing and testing linguistic theo-
ries, in addition to the training machine learning
algorithms for engineering applications. So we
considered linguistic phenomena pertaining to all
aspects of language, viz., phonology, morphology,
syntax, semantics, and pragmatics.
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Figure 2: Distribution of quality ratings in the anno-
tated corpus of transcribed speech
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Figure 3: Gender-wise distribution of quality ratings

3.1 Analysis of Quality Ratings
Quality ratings are essential for distinguishing be-
tween written and spoken language modes. De-
spite spoken sentences being perceived as correct
by speakers, annotations from native speakers on
written sentences often reveal differences. Our
corpus stands out from other Hindi written corpora
and includes a range of sentence quality from poor
to excellent (1-ungrammatical; 2-poor; 3-fair; 4-
good; 5-excellent), maintaining authenticity as a
true spoken corpus. The mean quality rating (1-
5) across entire sentences in the corpus was found
to be 3.568. Thus, the sentences in the corpus are
moderately good in terms of quality.
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Figure 4: Annotator-wise means of quality ratings

Figure 2 illustrates the distribution of quality
ratings in the EMILLE corpus after annotation.
Around 60% of the sentences received a rating of
3 (fair) or 4 (good), followed by around 25% sen-
tences rated 5 (excellent). A small percentage of
the sentences turned out to be of poor quality. Sub-
sequently, we examined the annotator-wise means
of the ratings data. Figure 4 shows the results,
indicating that the sentences assigned to Annota-
tor_4 were given a higher mean rating compared
to all the other three annotators. There are 2 com-
peting explanations for this finding. The first pos-
sibility that one annotator had a more liberal view
of sentence quality compared to the others and
hence ended up giving a higher score to most sen-
tences. Alternatively, the sentences were really of
high quality in that set. Deploying more annota-
tor and computing inter-annotator agreement is the
solution to this conundrum, that we plan to explore
as a part of future work.

We then explored the role played by the gender
of speakers and the perception of sentence qual-
ity. This tangent was motivated by the variation in-
duced by gender in terms of speech styles, adher-
ence to prescriptive norms and lexical choice (use
of pronouns and honorifics for example). Figure 3
illustrates the gender-specific patterns in the qual-
ity ratings. The figure clearly indicates a notable
difference in quality ratings between female and
male speakers. Female speakers exhibit a higher
quality level, with 23% of sentences receiving a 5
quality rating, while male speakers have a slightly
lower percentage at 18%. We attribute this find-
ing to the greater adherence of women towards the

prescriptive norms of the language. Future work
along these lines would reveal more interesting as-
pects about gender norms and stereotypes in com-
munication.

3.2 Phonological Analysis

Our corpus annotation efforts revealed the follow-
ing types of phonological phenomena:

Palatal Fronting: In this phonetic shift, the
fricative consonants ‘/sh/’ and ‘/z/’ are replaced
by sounds produced further forward on the palate,
closer to the front teeth (Francisco and Wertzner,
2017). ‘/sh/’ is substituted with ‘/s/’, and ‘/z/’ is
replaced by /j/ (Keating, 1993), as indicated by
example: dheere dheere saam bhi ho jayegi (it
will slowly become evening)

S-Retraction: This articulatory change in-
volves producing the /sh/ sound with the tongue
positioned slightly farther back in the mouth
compared to the /s/ sound (Keating, 1993) in
examples like sharhad vs sarhad (border)

Consonant and Vowel Deletion: Consonant
deletion occurs when a consonant is omitted at
the beginning or end of a syllable (Elbert and
Mcreynolds, 1985). Vowel deletion refers to
the elimination of an unstressed vowel or the
transformation of a diphthong into a monothong
by the removal of one of the vowels, can also
be known as Schwa deletion (Magdum et al.,
2019). The natural pace of speech, faster than that
of writing, leads to more frequent omissions of
sounds during spoken communication (Dell and
Reich, 1981), examples like khairiyat vs kheriyat.

Symbol error: This refers to incorrect or-
thography in transcribed words. Hindi follows the
Devanagari alphasyllabary-based writing system.
However, a common issue we observed was an
incorrect placement of the chandrabindu (U +
0981 chandrabindu bengali sign) among others
(see Figure 1). Annotators corrected these to
conform to the standard conventions of the De-
vanagiri script (Templin, 2013). These corrections
serve crucial purposes in training NLP tools such
as taggers and parsers, as consistent training and
testing data are essential for machine learning
algorithms.



3.3 Morphological Analysis

A summary of the morphological phenomena an-
notated in our corpus is provided below, along
with the help of the following examples (sentence
IDs in parentheses):

(1) a. Reduplication (HU900_100_1)
bahut bahut bahut
very very very

dhanyavad
thanks

Thank you very much.
b. Code mixing (HM003_4_4)

skatish
Scottish

sekreteri
secretary

Helen
Helen

Lid. l=ne
Liddell=ERG

gavarnmen. t.
government

chor.
leave

dı̄
give=PFV.F.SG

hai
be=PRS

Scottish Secretary, Helen Liddell, has resigned
from the government.

c. Word repetition (HM003_40_1)
andaz=se
guess

kah
from

rahe
saying

hain
be=PRS.PL

Navindar
Navindar

jı̄
honorific

andaz=se
guess from

Navindar is saying that it based on a guess

Reduplication: Refers to the repetition of the root,
stem, or entire word, either exactly or with slight
variations in form (Singh, 2005). Repetition often
serves to emphasize the significance of a word in
speech as in example 1(a).

Code mixing: Refers to the embedding of
linguistic units such as words and morphemes of
one language into an utterance of another lan-
guage. We noticed the widespread use of English
words like government and secretary rather than
their vernacular equivalents. Disfluencies caused
by code-switching and mixing are common in
speech and indicate processing constraints (Kim,
2006), example 1(b).

Word repetition: Refers to instances where
a word is repeated multiple times within a
sentence, potentially indicating a speech error.
Repetition may occur due to ongoing cognitive
processes, such as a momentary pause to gather
thoughts before continuing with another sentence
or to emphasize a particular information, example
1(c).

3.4 Syntactic Analysis
A summary of syntactic phenomena annotated in
our corpus is discussed below with the help of the
following examples (sentence IDs in parentheses):

(2) a. Wrong Agreement (UF003_45_37)

is=ki
this=GEN

alava
besides

mausam=mein
weather=LOC

khasi
intense

sardi
cold

bhi
also

pai
found

jaegi
go=FUT.F.SG

Besides this, intense cold will also be found in
the weather.

b. Addition of case (HF001_16_1)
accha=ki
good

bat
GEN

kar=te
thing

hain
do-PRS.PTCP.PL

to
be=AUX

vah
so

kiya
that

hai
done be=PRS

When we talk about good things, what has
been done?

c. Wrong case (HF001_1_4)
ummeed
hope

hai
be-PRS

vikend=ke
weekend

bad
GEN

meri
after

awaz=mein
my

aap=ko
voice=LOC

khairiyat=mein
you=DAT

paya
well-being=LOC

hoga
found be=FUT

I hope after the weekend, you found me in
good health through my voice.

d. Missing case (HF017_26_1)
jaise
as

mai=ne
I=ERG

aap=se
you=DAT

kaha
said

aap
you

aaksfar.d.=ke
Oxford

nambar
GEN

to
number

aap=ko
then

de
you=DAT

sakti
give

hun
can=F.SG am

As I said, I can give you the number for Ox-
ford.

e. Missing aux (HM002_349_2)
is=ke
this=GEN

alava
besides

bhi
also

kya
what

aap=ne
you=ERG

kisi=se
someone=ABL

sikhi
learned

mousiki
music

Besides this, did you also learn music from
someone?

f. Abrupt ending: HM003_67_2
saudi
Saudi

rajdhani
capital

Riyad.=mein
Riyadh=LOC

ek
one

brit.ish
British

admi
man

goli=se
bullet=INST

halaaq...
killed

A British man was killed by a bullet in the
Saudi capital, Riyadh...

g. Speech Error - HM124_57_4
yani
meaning

kai
many

bar
times

aap=ke
you=GEN

par
on

nahin
not

lage
attached

hote
be=PST.PTCP

hain
be=PRS.PL

Many times, it is not that things are on your
side.

Agreement errors: The subject or object of a
sentence must align in number and gender with
the verb in a sentence. The inaccuracies associ-
ated with agreements are fairly evident in spoken
Hindi (Comrie, 1984), as shown in Example 2(a).

Ambiguity: Terms are frequently used to
convey multiple meanings, creating confusion



for machine comprehension. Certain ambiguous
statements exhibit varied syntactic structures
due to violations of the binding theory, posing
complexities for artificial intelligence in sentence
understanding.

Case marking: The case of a word determines
its grammatical role as a subject (nominative),
direct object (accusative), indirect object, object
of a preposition, or possessive form (geni-
tive) (Spencer, 2005). Errors such as adding, or
omitting cases are prevalent in spoken language,
leading to varied interpretations as exemplified in
sentences 2(b), 2(c) and 2(d) below.

Missing auxiliary verb: Modal verbs are vital for
indicating verb tenses and expressing likelihood,
ability, permission, and obligation. They are
occasionally omitted or added unintentionally in
the corpus. Auxiliary verb omission is a frequency
phenomenon in Hindi (as shown in Table 2 and
Example 2(e)).

Abrupt ending: Effective communication
requires clarity and coherence. However, in
spoken data, speakers frequently leave sentences
unfinished, quite distinct from formal written
communication, see example 2(f).

Speech Error: Different types of speech er-
rors offer insights into the functioning of different
components of the production system. For in-
stance, semantic substitution errors likely reflect
the conceptual preparation or lexical selection
component of the speech production process (Dell
and Reich, 1981), see example 2(g).

Written data showed a higher percentage
(16.15%) of case markers compared to spoken
data (11.95%), revealing grammatical differences
between the two modalities. Additionally, per-
centage of conjunction and contrastive clauses
were found higher in written data compared to the
spoken data, aligning with the findings reported
for English (Redeker, 1984).

3.5 Hypothesis Testing

In this section, we test the hypothesis that an
increase in sentence-level lexical surprisal leads
to lower values of quality rating in sentences
when controlling for sentence length and sum

Predictors Estimate Std. Error t-value
(Intercept) 3.752 0.339 11.069
Log Frequency 0.130 0.008 -2.896
Sentence length 0.334 0.046 7.258
Lexical surprisal -0.383 0.046 -8.366

Table 3: Fixed effects of an LMM predicting sentence
quality rating (19793 data points; all predictors are sig-
nificant at |t|=2 threshold)

total of frequencies of words in a sentence. To
this end, we trained the following Linear Mixed
Model (Pinheiro and Bates, 2000, LMM) to
predict the sentence quality rating of the sentences
in our dataset:

Rating ∼ Logfrequency + Lexical surprisal +

Word length + (1|Annotator) + (1|Gender)

The lme4 package in R was used to perform our
regression experiments using a very basic model,
given below in R GLM format (independent vari-
able ∼ dependent variables + 1| random intercept
terms to model random effects pertaining to speak-
ers and items). All the independent variables de-
scribed below were normalized to z-scores:

• SENTENCE LENGTH: Total number of words
in a sentence.

• FREQUENCY: Sum total of frequencies of
individual words in a sentence. Word fre-
quency, the count of each target word, was
obtained from the written section of the
EMILLE Hindi corpus.

• LEXICAL SURPRISAL: Trigram surprisal is
defined as the negative log of the probabil-
ity of target word wk+1 given two preceding
words: Sk+1 = − logP (wk+1|wk−1, wk).
For each word in a sentence, we computed
this measure using a trigram language model
trained on the EMILLE corpus of written
text with mixed genre using the SRILM
toolkit (Stolcke, 2002) with Good-Turing
smoothing.

Subsequently, sentence-level lexical surprisal
and frequency were computed by summing the re-
spective per-word values of these measures. We
plugged in the logarithm of the frequency sum
into the GLM to make it compatible with the sur-
prisal term (in the log-scale by definition). Our
results are depicted in Table 3. Our regression



results successfully validate our hypothesis. We
found that lexical surprisal is a significant predic-
tor of sentence quality ratings. The negative re-
gression coefficient associated with surprisal indi-
cates that sentences with higher lexical surprisal
are associated with lower values of quality rat-
ings compared to their lower surprisal counter-
parts. Sentences with longer lengths and more fre-
quent words tend to reflect higher quality, as in-
ferred from the positive coefficients of these fea-
tures. Our experiments involving mean sentence
frequency and mean lexical surprisal by dividing
their raw values by sentence length also resulted
in similar trends.

4 Discussion and Conclusions

We present a Hindi speech corpus created by aug-
menting the EMILLE spoken Hindi corpus us-
ing linguistically motivated annotations and sen-
tence quality ratings obtained by deploying 4 an-
notators. Code mixing and switching constitute
the majority of the phenomena we annotated, fol-
lowed by orthographic errors related to symbols
in the Devanagiri script. In terms of divergences
from written form of Hindi, case marker usage,
missing auxiliary verbs and agreement patterns are
markedly distinct for spoken Hindi. Our analy-
sis of the quality ratings assigned by the anno-
tators revealed that most of the sentences in the
spoken data corpus are of moderate to high qual-
ity. Female speakers produced a higher percentage
of high-quality sentences compared to their male
counterparts. Our conjectures is that this is possi-
bly due to their tendency to adhere to the prescrip-
tive norms of the language very closely.

Our augmented Hindi spoken corpus can be
used for both engineering applications as well
as for scientific hypothesis testing, in contrast
to existing corpora which are exclusively ori-
ented towards engineering applications. Using
this dataset, we validated our hypothesis that lex-
ical surprisal is a significant predictor of quality
ratings by humans. Sentences with higher lexi-
cal surprisal are associated with lower values of
quality ratings compared to their lower surprisal
counterparts. Sentences with longer lengths and
more frequent words tend to reflect higher quality.
Our findings directly align with prior corpus-based
sentence literature, which attests to the correlation
between lexical surprisal estimates and human
preference judgments in word order choices (Ran-

jan et al., 2022c; Ranjan and van Schijndel, 2024).
Lexical predictability effects in silent reading are
known to occur at the initial stages of word pro-
cessing, where readers activate a set of plausible
upcoming words in the given context. Predictabil-
ity effects are also associated with the early pre-
lexical stage in the lexical access process, pertain-
ing to the visual properties of the script (Staub,
2015).

A key limitation of our work is that we work on
transcribed speech, and thus miss out on the acous-
tic features associated with spoken data. In future
work, we plan to overcome this lacuna by creating
a Hindi corpus of transcribed speech data using the
pipeline developed by Mirishkar et al. (2023). We
intend to create 500 hours of speech with anno-
tations of linguistic phenomena discussed in this
work as well as disfluency annotation for two lev-
els of annotation for each recording: 1. Transcript
level: Marking disfluencies in the transcript ob-
tained from automatic speech recognition for au-
dio recording 2. Signal level: The start and end
times of each disfluency annotated at the transcript
level will be noted. Annotators will be employed
to manually annotate all the audio files for 5 types
of disfluencies such as filled pauses, prolongation,
part-word repetition, word repetition and phrase
repetition and assign a confidence score to the an-
notation.

In future research, we plan to explore the im-
pact of each type of linguistic phenomenon (viz.,
phonological, morphological, and syntactic dis-
cussed in the paper) on human preference ratings.
We also plan to employ more annotators, com-
pute the inter-annotator agreement, and develop
a platinum-standard resource for both engineering
applications and scientific inquiries. We also en-
visage a systematic comparison of text and speech
modalities of language use in terms of their cogni-
tive properties.
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Appendix

Rating Description
1 Bad or ungrammatical sentence
2 Poor Sentence
3 Fair Sentence
4 Good Sentence
5 Excellent Sentence

Table 4: Descriptions of quality ratings

Annotation Manual

This section describes our annotation manual,
which serves as a comprehensive reference man-
ual for annotators, while identifying errors, re-
fining the corpus and assigning quality ratings to
sentences. Each annotator was asked to encode
the following 5 attributes as columns in an excel
spreadsheet:

1. Sentence ID: Copy and paste the existing
Sentence IDs from the Corpus.

2. Quality rating: Rate the sentences based
on your understanding or speaker’s intuition.
Use a scale of 1 to 5 (see Table 4 for descrip-
tions of each quality rating value)

3. Remarks: Provide details about what is
wrong with the sentence.

4. Raw sentence: Paste the sentence as it is,
without any modifications.

5. Annotated sentence: Correct the grammati-
cal errors in the sentence while ensuring that
the meaning and essence remain unchanged.

For the Remarks column, our annotators were
asked to refer to the descriptions of various lin-
guistic phenomena given below:

• CODE MIXING: The embedding of linguistic
units such as phrases, words, and morphemes
of one language into an utterance of another
language.

• CODE SWITCHING: The term code-
switching refers to a person changing
languages or dialects throughout a single
conversation and sometimes even over the
course of a single sentence.

• MISSING/ADDITION OF AUXILIARY

VERBS: Identify if auxiliary verbs are
missing or need to be added.

• ADDITION OF WORD: If you believe there is
an extra word that is not necessary.

• WORD REPETITION: Note instances when a
sentence contains frequently repeated words.

• REDUPLICATION: Identify words formed
through repetition of sounds or words.

• MISSING/ADDITION OF CASE MARKERS:
Note any missing or incorrectly added cases.

• SENTENCE FRAGMENT: If the sentence is
incomplete and constitutes only a part of a
complete sentence.

• SENTENCE LENGTH: Indicate when a sen-
tence is excessively long.

• AMBIGUOUS WORDS: Highlight words that
have multiple meanings, leading to ambigu-
ity.

• ABRUPT ENDING: Note if the sentence ends
abruptly.

• WRONG SYMBOL: Identify spelling mistakes
related to symbols in the transcribed speech
text.

• ADDITION OF ELEMENTS: Note whether
any additional pronouns, or adjectives, are re-
quired to complete the sentence.

• WRONG AGREEMENT: Highlight cases
where there is incorrect agreement in terms
of case or verb forms.


