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Abstract

Automatic detection and classification of
dysarthria severity from speech provides a non-
invasive and efficient diagnostic tool, offering
clinicians valuable insights to guide treatment
and therapy decisions. Our study evaluated two
pre-trained models—wav2vec2-BASE and dis-
tilALHuBERT, for feature extraction to build
speech detection and severity-level classifica-
tion systems for dysarthric speech. We con-
ducted experiments on the TDSC dataset us-
ing two approaches: a machine learning model
(support vector machine, SVM) and a deep
learning model (convolutional neural network,
CNN). Our findings showed that features de-
rived from distilALHuBERT significantly out-
performed those from wav2vec2-BASE in both
dysarthric speech detection and severity classifi-
cation tasks. Notably, the distilALHuBERT fea-
tures achieved 99% accuracy in automatic de-
tection and 95% accuracy in severity classifica-
tion, surpassing the performance of wav2vec2
features.

1 Introduction

Dysarthria is a motor speech disorder caused by
neurological damage that affects the mechanisms
responsible for speech production. (Doyle et al.,
1997) . This condition is the result of damage to
the nervous system, which can occur due to either
an acquired or congenital neurological illness.
Common causes of dysarthria include cerebral
palsy, brain tumors, traumatic brain injuries, and
strokes. Additionally, it can develop as a result of
neurodegenerative diseases such as Parkinson’s
disease, amyotrophic lateral sclerosis (ALS), or
Huntington’s disease, which progressively impair
the body’s motor functions.

A range of abnormalities in different elements of
speech production typically marks speech affected
by dysarthria. These can include difficulties with
phonation (the ability to produce vocal sound),

resonance (the quality of the voice), articulation
(the clarity of speech sounds), and prosody
(the rhythm and intonation patterns of speech).
These combined deficits often reduce speech
intelligibility, making it difficult for listeners to
understand individuals with dysarthria (Duffy
et al., 2012). Speech intelligibility is traditionally
evaluated by speech-language pathologists in voice
clinics using standardized intelligibility tests (Kent
et al., 1989). Augmentative and alternative speech
aids, like those in (Mariya Celin et al., 2019), show
promise in enhancing dysarthric communication
using confusion transducers to correct errors.
However, these subjective tests are often expensive,
time-consuming, and can be influenced by the
pathologist’s familiarity with the patient and their
speech disorder, leading to potential bias (De Bodt
et al., 2002). Consequently, there is a growing
need for an objective method to assess dysarthric
speech. The evaluation process typically involves
two key steps: (1) classifying the dysarthric speech
from the acoustic speech signal,(2) determining
the severity of the condition. This research aims to
automate the detection of dysarthria and classify
its severity level based on speech signals.

In recent years, there has been significant
interest in the automatic detection and severity
classification of dysarthria from speech, driven
by advancements in signal processing, machine
learning (ML), and deep learning (DL). Dysarthria
detection methods typically involve a two-stage
pipeline system, which includes feature extraction
followed by classification. These systems are
trained in a supervised fashion using labeled
speech data, where the labels (e.g., healthy vs.
dysarthric) are derived from evaluations performed
by speech-language pathologists.  Numerous
studies have explored various feature extraction
techniques aimed at capturing the key characteris-
tics of dysarthric speech production.



(Kim et al., 2015) investigated sentence-level
features to examine abnormal variations in
pronunciation, prosody, and voice quality. In the
studies by Gurugubelli and Vuppala (2019) and
Gurugubelli and Vuppala (2020), single frequency
filtering-based features were examined for the
detection of dysarthric speech and its classification
into four intelligibility levels (very low, low,
medium, and high). In studies by Rong et al.
(2016) and De Bodt et al. (2002), linear weighted
combinations of articulation, phonation, and
prosody features were investigated for assessing
the intelligibility of dysarthric speech. Glottal
source features, together with openSMILE features
(Eyben et al., 2010), were effectively used by
Narendra and Alku (2019, 2020) to improve
classification performance in both dysarthric
speech detection and intelligibility classification,
utilizing support vector machines (SVM) as the
classifier. Xue et al. (2019) explored the usability
of the extended Geneva minimalistic acoustic
parameter set (eGeMAPS) (Eyben et al., 2015)
in predicting phoneme intelligibility in dysarthric
speech. Recently, numerous studies have inves-
tigated various spectro-temporal representations,
such as spectrograms, mel-spectrograms, and
MFCCs, combined with different deep learning
(DL) classifiers like squeeze-and-excitation
(SE) networks, convolutional neural networks
(CNNs), residual neural networks (ResNets),
gated recurrent units (GRUs), and long short-term
memory networks (LSTMs), for estimating the
intelligibility of dysarthric speech studied the
effectiveness of a multi-head attention mechanism
to identify severity-emphasizing periods in
spectrograms, alongside a multi-task learning
approach for classifying dysarthria severity levels.
A comprehensive systematic review of current
studies on automatic classification of dysarthria
severity levels was given by Al-Ali et al. (2023).

Self-supervised representation learning has
gained significant interest in the field of par-
alinguistics, primarily due to the smaller size of
datasets in this area compared to those used for
tasks like automatic speech recognition (ASR).
This involves training a model in an unsupervised
manner on large speech datasets, enabling it to
learn speech representations directly from raw
audio, which can then be applied to various
tasks. Notable examples of pre-trained models

include wav2vec2 (Baevski et al., 2020) and
distil ALHuBERT Hsu et al. (2021), which have
demonstrated strong performance across several
speech-related tasks, such as ASR, emotion
recognition, speaker and language identification,
and voice pathology detection. In this study, we
investigate the effectiveness of two pre-trained
models—wav2vec2 and distilALHuBERT—for
the detection of dysarthria and the classification
of its severity levels. Our preliminary research on
dysarthria detection and severity classification us-
ing the wav2vec2 model, applied to the UA-Speech
database (Javanmardi et al., 2023), produced
promising results. This initial success has inspired
the current extended study. The pre-trained
wav2vec? and distilALHuBERT models utilized in
this research are available on HuggingFace (Wolf
et al., 2020). The key contributions of this study
are:

A comprehensive comparison of wav2vec2
and distilALHuBERT embeddings, using them as
features for two primary tasks:

* Dysarthria detection (healthy vs. dysarthric
speech)

* Classification of dysarthria severity into three
levels (Mild vs. Moderate vs. Severe )

* Presenting novel findings on speech-based
biomarkers for dysarthria, showing that dis-
tilALHuBERT features outperformed others
in both dysarthria detection and severity level
classification.

2 The detection and severity level
classification systems

This study investigates two classification tasks: bi-
nary and multi-class classification. The existing
systems employ a two-stage pipeline approach that
includes a feature extraction phase followed by a
classification phase, as illustrated in Fig. 1. Fig.
1(a) depicts the system designed to differentiate
dysarthric speech from healthy speech (i.e., the
detection task), while Fig. 1(b) presents the sys-
tem used to classify dysarthria severity into three
categories: Mild, Moderate, and Severe. In both
tasks, the feature extraction component leverages
two widely-used pre-trained models—wav2vec2-
BASE (Baevski et al., 2020) and HuBERT (Wang
et al., 2023)—to derive feature vectors from raw
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Figure 1: A schematic block diagram of the systems for (a) detection of dysarthric speech and (b) severity level

classification of dysarthric speech

speech signals. The classification phase utilizes
both SVM and CNN to predict the output labels.

2.1 Feature extraction using pre-trained
models

Three pre-trained models are employed as feature
extractors to develop the detection and classifica-
tion systems: wav2vec2-BASE, and distilALHu-
BERT. These models were initially pre-trained on
unlabeled speech data and later fine-tuned on a
smaller labeled dataset for automatic speech recog-
nition (ASR). As a result, the final layers of these
models primarily capture speech representations
focused on phoneme-related information (Baevski
et al., 2020; Fan et al., 2020). However, the lower
layers of the network retain information related to
phones. These lower-level features can be effec-
tively utilized in various downstream speech tasks,
including the classification tasks examined in this
study. In this work, the pre-trained models have
been fine-tuned on a small labeled ASR dataset.

2.1.1 Wav2vec2

In this study, we investigated the wav2vec2-BASE
model as shown in Figure.2 .The wav2vec2
architecture consists of a multi-layer CNN encoder,
a context network, and a quantization module.
During pre-training, the CNN encoder processes
20 ms speech segments into latent speech represen-
tations (denoted as Z). These representations are
then passed through a projection layer to obtain the
features to align with the inner dimension (768)
of the context network. Before being fed into the

context network (which consists of 12 transformer
blocks in wav2vec2-BASE), a proportion p of
the time steps in Z are randomly sampled. The
selected time steps serve as starting points for
masking, with the subsequent M time steps
being masked. Relative positional embeddings
are computed using grouped one-dimensional
(1-D) convolution and are added to the masked
representations, which are then passed through
the context network and transformed into context
representations (denoted as C).

The quantization module converts the latent speech
representations Z into quantized representations
@, known as quantized targets. The model is
optimized using a contrastive loss function L,,,
which encourages the model to correctly identify
the true quantized speech representation ¢; from a
set of candidate quantized representations ¢ € (),
including ¢; and 100 distractor representations.
The distractors are uniformly sampled from other
masked time steps within the same utterance. Fig.
2 illustrates the wav2vec2-BASE model, featuring
12 transformer blocks.

In this study, the outputs from the transformer
layers of the context network are used as features
for both detection and classification tasks. For
wav2vec2-BASE, the temporal average of the in-
puts to the first transformer layer is computed and
the outputs of all 12 transformer layers for each
speech signal, resulting in a total of 13 feature ma-
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Figure 2: Block diagram of a wav2vec?2 architecture with 12 transformer layers

trices. These features are averaged across frames
to yield 13 768-dimensional feature vectors per
speech signal. Throughout this article, these fea-
tures are referred to as wav2vec2-BASE features.
When specifying features from a specific layer, they
are referred to as wav2vec2-BASE-N, where N in-
dicates the transformer layer.

2.1.2 DistilALhuBERT

In this study, we focus on the HUuBERT model,
which is designed for audio representation learning
through self-supervision shown in Figure .3 .
The HuBERT model consists of a CNN-based
feature extractor followed by a transformer-based
encoder network. During pre-training, the speech
data is subjected to K-means clustering to get the
distinct classes, which then serve as the hidden
units (Hu) of the speech signals. The model is
trained to predict these hidden units, allowing it
to learn high-level speech representations. This
pre-training approach has been a key innovation in
HuBERT, making it well-suited for a wide range
of downstream speech tasks.

The HuBERT architecture comprises a stack of
transformer layers, each consisting of a multi-head
attention block and a feed-forward block. For each
transformer layer ¢, let f; represent the function of
the i transformer layer. The output h; is com-
puted as:

hi = fi(hi-1)

Here, h;_1 represents the output from the previous
layer, or the CNN feature extractor when 7 = 1.
This hierarchical approach allows HuBERT to
create contextual representations that capture
speech signal characteristics at various levels.

In the current study, the output of the transformer
layers is used as features for downstream tasks, in-
cluding detection and classification. Similar to
wav2vec2, the temporal average of the inputs to
the first transformer layer and the outputs of each
transformer layer are computed for each speech
signal, providing multiple feature matrices. These
features are averaged across frames, yielding a set
of fixed-length feature vectors for each speech sig-
nal. This process allows us to utilize HuBERT’s
learned representations for various classification
problems, as detailed in the following sections.

2.1.3 Classifiers

In this study, both an ML classifier (SVM) and a
DL classifier (CNN) are employed for two tasks:
detecting dysarthric speech and classifying its
severity level (multi-class classification). The
SVM utilizes a radial basis function (RBF)
kernel with a regularization parameter of 1.
Additionally, the gamma parameter is defined as
v=1/(D-Var(X)), where Var(X) represents
the variance of the training data and D is the
dimensionality of the feature vectors. The RBF
kernel was selected to achieve optimal accuracy.
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Figure 3: Block diagram of a distil ALHuBERT archi-
tecture with 12 transformer layers

For the CNN classifier, the architecture consists
of two sequential convolutional layers, each
followed by the ReLLU activation function. The
output is then flattened and fed into two fully
connected (dense) layers. In the final layer, binary
classification (healthy vs. dysarthric speech)
is used for sigmoid activation function. The
CNN hyperparameters include a batch size of
64, 100 epochs 20 epochs as the early stopping,
the cross-entropy loss function, and the Adam
optimizer with a learning rate of 0.001.

It is worth emphasising that the same CNN ar-
chitecture is used for both detection and multi-class
classification. For severity level classification, the
softmax activation function is used in the final
dense layer to predict the severity label. The SVM
and CNN classifiers were implemented using the
Scikit-learn and PyTorch libraries.

3 Experimental Setup

3.1 Tamil Dysarthric Speech Corpus

The SSNCE Tamil Dysarthric Speech Corpus
(TDSC) (Celin et al., 2016, 2020), developed by
one of the authors is used for all the analysis. The
TDSC dataset contains recordings of 20 dysarthric
speakers (13 males and 7 females) diagnosed with
cerebral palsy (spastic quadriplegia or bilateral
paraplegia). The corpus contains recordings of
10 normal speakers (5 males and 5 females) speech
data as well. Each speaker has spoken 365 words,
including 103 isolated words and 262 sentences
(ranging from 2 to 6 words). The dataset was de-
signed to include sufficient examples of all Tamil

phonemes. The speech dataset were collected in
collaboration with the National Institute for the Em-
powerment of Persons with Multiple Disabilities
(NIEPMD). The recording was performed using a
head-mounted microphone in a laboratory environ-
ment at a sampling rate of 16kHz.

3.2 Training and Testing

The training and testing were performed by split-
ting the dataset into an 80-20 ratio. This split
was maintained across all classes for the severity
level classification experiments using the TDSC
database. In both the detection and multi-class
classification experiments with the CNN classifier,
10% of each speaker’s training samples were ran-
domly selected as validation data during each it-
eration. The training and testing process was re-
peated across all iterations, and the evaluation met-
rics were averaged over all iterations to obtain the
final results.

3.3 Evaluation Metrics

The performance of the dysarthria detection sys-
tems was assessed using five common metrics: ac-
curacy (ACC), sensitivity (SE), specificity (SP),
Fl-score (F1), and equal error rate (EER). For
evaluating the severity level classification systems,
mean accuracy and individual class accuracies were
calculated. Additionally, confusion matrices were
provided for both detection and multi-class classifi-
cation tasks.

4 Results

This section outlines the results obtained from the
features extracted using two pre-trained models
(wav2vec2-BASE and distil ALHuBERT) in combi-
nation with SVM and CNN classifiers. The detec-
tion experiment results are presented first in Section
4.1, followed by the severity classification experi-
ment results in Section 4.2.

4.1 Results for detection of dysarthric speech

The performance of the classification experiments
is summarized in Table.l for both the SVM
and CNN models, with results reported across
five metrics: accuracy (ACC), sensitivity (SE),
specificity (SP), F1-score (F1), and equal error rate
(EER).

DistilALHuBERT
with

For the SVM classifier,
achieved a significant improvement,
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Figure 4: Confusion matrices of a) Dysarthria detection b) Severity level classification given by the SVM and CNN
classifiers for wav2vec-2-Base and DistilHuBERT Features.

Classifier Feature ACC[%] SE SP F1 EER
SVM Wav2vec2-Base 97 97 98 99 0.03
DistilALHuBERT 99 99 99 99 0.01
CNN Wav2vec2-Base 98.3 95 95 97 0.02
DistilALHuBERT 99 99 98 99 0.01

Table 1: Dysarthria detection results with wav2vec2-Base, and HuBERT features for the SVM and CNN classifiers.
Here ACC refers to accuracy, SE refers to sensitivity, SP refers to specificity, and F1 refers to F1-score.

an accuracy of 99% compared to 97% from
wav2vec2-BASE.  Furthermore, sensitivity,
specificity, and Fl-score for DistilALHuBERT
reached 99%, while wav2vec2-BASE performed
slightly lower with 98% sensitivity and 99%
specificity. The EER for DistilALHuBERT was
also notably lower at 0.01 compared to 0.03 for
wav2vec2-BASE.

In the CNN classifier, a similar trend was
observed, with DistilALHuBERT outperforming
wav2vec2-BASE across most metrics. DistilAL-
HuBERT achieved a perfect 99% accuracy, while
wav2vec2-BASE attained 98.3%. Additionally,
sensitivity and specificity for DistilALHuBERT
were 98% and 99%, respectively, compared to
95% sensitivity and 97% specificity for wav2vec?2-
BASE. The EER for DistilALHuBERT was also
lower at 0.01 compared to 0.02 for wav2vec2-
BASE.From the results, it can be observed that the
Distil ALHuBERT feature consistently outperforms
the wav2vec2-BASE feature across all metrics in

both classifiers.

The confusion matrices in Fig.4a show clas-
sifiers tend to misclassify dysarthric speech as
healthy more often than vice versa. Wav2vec2-
Base (SVM) correctly classified 1,430 of 1,490
dysarthric samples, misclassifying 23 as healthy.
DistilALHuBERT (SVM) performed better,
misclassifying only 13. CNN configurations
showed similar patterns, with Wav2vec2-Base and
Distil ALHuBERT accurately classifying 1,450 and
1,455 dysarthric samples, respectively.

DistilALHuBERT’s exceptional performance
stems from its advanced feature extraction, identify-
ing complex acoustic patterns in dysarthric speech
across severity levels. Fine-tuning on domain-
specific data enhanced its ability to distinguish
between healthy and dysarthric speech, reducing
misclassification rates.



Classifier Feature ACC [%] ACC [%]
Overall Cmild Cmoderate Csevere
SVM Wav2vec2-Base 68.4 55 85 47
DistilALHuBERT 95.28 95.8 96.4 89.8
CNN Wav2vec2-Base 94.9 97 93 93
DistilALHuBERT 96 97 95 96.34

Table 2: Classification results for dysarthria detection using Wav2vec2-Base and DistilALHuBERT features for the
SVM and CNN classifiers. Here ACC refers to accuracy for the full dataset, and Cpyiiq, Crnoderates ad Cgevere refer to

accuracy for each severity level of dysarthria.

4.2 Results for severity level classification of
dysarthric speech

The classification results for the speech data across
different classifiers and features are presented in
Table. 2 The performance is measured in terms of
overall accuracy (ACC) and class-wise accuracy
for mild, moderate, and severe classifications.

For the SVM classifier, the Wav2vec2-BASE
feature yielded an overall accuracy of 68.4%.
However, the classification accuracy for mild,
moderate, and severe levels was significantly lower,
with scores of 55%, 85%, and 47%, respectively.
In contrast, the DistilALHuBERT feature substan-
tially improved performance, achieving an overall
accuracy of 95.28%. The class-wise accuracies
for DistilALHuBERT were notably high, with
95.8% for mild, 96.4% for moderate, and 89.8%
for severe classifications.

The CNN classifier exhibited similar results.
The Wav2vec2-BASE feature provided an overall
accuracy of 94.9%, with class-wise accuracies
of 97% for mild, 93% for moderate, and 93%
for severe classifications.  DistilALHuBERT
outperformed Wav2vec2-BASE, achieving an
overall accuracy of 96%. The class-wise accuracy
for Distil ALHuBERT was 97% for mild, 95% for
moderate, and an exceptional 96.34% for severe
classifications.

DistilALHuBERT outperforms Wav2vec2 in
classifying dysarthric speech, thanks to its ad-
vanced feature extraction and fine-tuning on
domain-specific data. Both models use self-
supervised learning, but DistilALHuBERTs dis-
tilled architecture preserves HuBERT’s key knowl-
edge, enabling it to capture subtle acoustic patterns
more effectively. This enhanced capability allows
DistilALHuBERT to better distinguish between

various severity levels of dysarthric speech, leading
to fewer misclassifications and improved overall
performance.

Limitations

This study focused on fine-tuning two self-
supervised speech models, wav2vec 2.0 and Dis-
tilHUBERT, on a Tamil speech dataset to address
the language’s unique characteristics. As Tamil,
a Dravidian language, differs significantly from
English, fine-tuning was crucial to capture its spe-
cific nuances in phonetics, prosody, and syntax.
While both models performed well particularly Dis-
tilHuBERT in severity classification and dysarthric
speech prediction, the study also revealed limita-
tions. DistilHUBERT’s high accuracy can be at-
tributed to its top layers’ embeddings being rich
in Tamil-specific features. However, this limits
the model’s generalizability across languages. The
study also highlights the constraints of current self-
supervised models pre-trained primarily on English
or similar languages. Although fine-tuning adapts
the model to Tamil, it underscores these models’ in-
herent limitations when working with linguistically
diverse datasets. They are not inherently multilin-
gual and require substantial adaptation to perform
well across various languages and dialects.
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