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Abstract

We propose a vector embedding approach for
recommendation systems aimed at identifying
product affinities and suggesting complemen-
tary items. By capturing relationships between
products, the model delivers highly relevant rec-
ommendations based on the context. A neural
network is trained on purchase data to generate
word embeddings, represented as a weight ma-
trix. The resulting model predicts complemen-
tary products with top-20 and top-50 precision
scores of 0.59251 and 0.29556, respectively.
These embeddings effectively identify products
likely to be co-purchased, enhancing the rele-
vance and accuracy of the recommendations.

1 Introduction

Words can be represented as real-valued vectors in
lower dimensional space, that encodes its meaning
based on the context. The words that appear closer
in the vector space are considered to have similar
meaning. Word2Vec [8] and Glove [5] are two
most important word embeddings that captures the
semantic similarity of words.

The idea of word embeddings can be applied to
commercial products as well, where the products
are encoded in vector space. This aids the product
recommendation system to identify and predict re-
lated products based on the purchase trends by cus-
tomers. Product embeddings, which captures the
affinities between products, is very useful when ap-
plied to to information retrieval and recommender
systems, as it enable customers to find and discover
highly relevant products based on context, as the
embeddings capture the semantic relation between
the products, by learning their co-purchase pattern.
Given a list of products bought together in a single
session, the products would best complement the
products being considered, can be easily deduced
when embedding is applied.

2 Related Works

[2] uses the bidirectional transformer architecture,
BERT, to create contextual embeddings for prod-
ucts, called Prod2BERT, by capturing the online
shopping behaviour of the customer. It uses the
technique of masked session modelling, where each

shopping session is considered as a "sentence" and
the products which belong to each session as words
of that sentence. The Prod2BERT model, thus de-
veloped can be used to predict related products
and also provides context-specific embeddings for
products.

The idea of dual embedding is implemented in
[3] for representing products which can be created
from co-purchased data. This helps in recommend-
ing complementary products that can used in rec-
ommendations systems. The recommended model
uses both input and output weight matrices for com-
puting the similarity, which results in identifying
the related words. The model also uses synthetic
samples to augment the model so that it can handle
the sparsity of purchase data.

Alternatives to a given product can be identified
by extracting relationship between products based
on their frequency of occurrence and co-purchase
history. [1] applies Word2Vec and FastText models
to obtain embeddings to help product recommen-
dation. [7] uses Word2Vec model to identify sim-
ilarity between items purchased in a session and
analyse the number of common recommendations
of selected items, to obtain the products that can be
purchased together.

A model to recommend products to the customer
on an e-commerce platform, based on the customer
profile is implemented in [6]. It uses the purchase
history and product reviews, along with the co-
purchase patterns to create profiles for users and
products. The interaction between products and
users are identified using word embedding tech-
niques.

[1] and [7] uses context-independent traditional
embedding techniques such as Word2Vec and Fast-
Text and [1] uses the tedious process of analysing
product reviews and creating user and product pro-
files. [3] uses the idea of dual embedding, but with
lower precision values. Our model proposes multi-
ple embedding representations when compared to
the models discussed above, providing flexibility,
with greater precision values when compared to an
existing model using the same dataset. The model
was able to achieve comparable results with min-
imal dataset, smaller embedding dimensions and



within the computational limitations.

3 Methodology

3.1 Dataset

The dataset used to implement this approach is In-
stacart dataset [4], a relational set of files describing
customers’ orders over time. Instacart is an Ameri-
can company that operates a grocery delivery and
pick-up service in the United States and Canada.
The dataset is anonymized and contains a sample
of over 3 million grocery orders from more than
200,000 Instacart users. For each user, the dataset
includes between 4 and 100 of their orders, with
the sequence of products purchased in each order.

There are 6 correlated csv files which can be
easily merged using the primary keys - aisles.csv,
departments.csv, order_products__prior.csv, or-
ders.csv, products.csv and sample_submission.csv.
Among these, orders.csv, products.csv and or-
der_products__prior.csv are used to perform
the market-basket analysis in this work. or-
der_products__prior.csv specify which products
were purchased in each order. It contains previ-
ous order contents for all customers. orders.csv
contains the details of each order. products.csv con-
tains the details of products. The dataset contains
3421083 orders and 49688 products.

3.2 Methodology

From the dataset 1500 order details are used to
create the word embeddings. It constitutes 155
orders and 1148 unique products. Each product
is represented as a one-hot vector of dimension
1148, which is the size of vocabulary. Instead of
deciding a fixed size context window to identify the
contextual affinity between two products, a product
within an order is assumed to be related to all the
other products in the same order. These word pairs
are used to create the training data. There are 19124
product pairs that constitutes the training data. In
the training data, the first product in each pair is
added to the input matrix X and the second product
in the pair is added to the target Y. This training
data is used to build and train the word embedding
network.

The input to the network is a sparse vector con-
taining one-hot encoded vectors corresponding to
the products, applying the weight matrix of the first
layer of the feed forward network to these vectors
transforms these one-hot encoded vectors to dense
vectors in lower dimension. These dense vectors

when multiplied with the weight matrix of second
layer gives another set of dense vectors. Hence
each row of the weight matrix belonging to the first
layer encode meaningful semantic information of
the products from the training data, making it a
product embedding. Similarly, each column of the
weight matrix belonging to the second layer can be
considered as another embedding. The last layer of
the network is a softmax layer, where the output of
the second layer is passed as input and is converted
into probability vectors whose elements sum up to
one. This final output can be considered as recom-
mendations, i.e. the products that are likely to be
bought along with the given product.

The weights are initialized randomly by draw-
ing samples from a uniform distribution, over the
half-open interval [-1, 1). Each product will be
represented as vectors in ten-dimensional space,
i.e., the model creates a ten-dimensional embed-
ding. Batch gradient descent algorithm is used for
back-propagation and iterated for 50 epochs.

The cross entropy error is defined as follows:

H(Y,Z) = −
∑

x∈X Y (x)logZ(x)

where each Y (x) is the one-hot encoded target vec-
tor corresponding to the sample x and Z(x) is the
predicted probability corresponding to the sample
x. The closer the value of the prediction is to 1, the
smaller the cross entropy, and vice versa. The er-
ror is calculated while training and the weights are
updated accordingly. At times, due to the random
initialization of weights for both input and output
weight matrices, the gradient value might explode,
resulting in stopping the further gradient updates.
To prevent the gradient from exploding, gradient
clipping can applied on both weights, with a thresh-
old value of 70. After completing the iterations, the
weight matrices thus obtained can be considered as
the embeddings corresponding to the products.

Given the input matrix X , with dimension
19124×1148, the one-hot encoded representations
of products, the output of the first layer can be
calculated as:

A1 = X ·W1

where W1 is the weight matrix in the first layer,
with dimension 1148×10. The resultant matrix A1

has a dimension of 19124× 10. The output from
the first layer is given as input to the second layer,
and using the weight matrix W2 of this layer, with
dimension 10× 1148, the output is calculated as:

A2 = A1 ·W2



Figure 1: Network Diagram

Figure 2: Model Recommendation

The softmax function is applied to each row of
the output of the second layer to obtain the predic-
tion probability corresponding to each row of input
matrix X.

Z = Softmax(A2)

The diagram of the network is shown in Figure 1.

3.3 Results

The model created recommends complementary
products for a given product. For all the unique
products in the purchase list, average precision is
calculated by predicting top 5, top 10, top 20 and
top 50 products. The values are listed in Table 1.
The results obtained are compared to the precision
values at top 20 and top 50 for the dual embed-
ding method implemented in [3] and shows that the
model implemented in this paper outperforms the
dual embedding method.

Figure 3: Similarity using input embedding

Figure 4: Similarity using output embedding

Figure 5: Sample Representation of Input Embedding

Cosine similarity is used to find out the prod-
ucts that are co-purchased more often with a prod-
uct. Both the input weight embedding and output
weight embedding acts as the vector representa-
tions of the products to calculate the similarity.
Comparing the top 5 predictions from the feed for-
ward neural network and the products found closer
in the vector space using similarity measures, it was
found the results overlapped. This indicates the vec-
tor embeddings created for the products learn the
co-purchase pattern in the order data. Figure 2, 3
and 4 shows sample recommendation by the model,
similarity using the input and output embedding
respectively. The products are listed along with
their product ids given in the dataset.

The embeddings from both weight matrices
are used to visualize the vectors that are similar,
by plotting these vectors in a vector space. T-
distributed stochastic neighbor embedding (t-SNE)
is used to visualize these high-dimensional vectors.
Figure 5 and 6 shows the sample representations
of input and output embeddings. Complementary
products are identified using cosine similarity. It is
observed that the products identified as similar to
the given products are same when both embeddings
are used.

Another set of embedding is created by multi-
plying the embeddings obtained from the weight



Table 1: Precision@K Values of the Model

Model Precision@5 Precision@10 Precision@20 Precision@50
Without Gradient Clipping 0.83624 0.78798 0.60675 0.29758

With Gradient Clipping 0.77073 0.74085 0.59251 0.29556
Dual Embedding Model [3] 0.0437 0.0322

Figure 6: Sample Representation of Output Embedding

Figure 7: Similarity using combined embedding

Figure 8: Sample Representation of Combined Embed-
ding

matrices of first and second layers of the network.
The resultant embedding equally captures the con-
textual similarity as the other two embeddings. The
results of similarity check using this embedding
overlapped with the results obtained previously.
Figure 7 shows the similarity using combined em-
bedding and 8 shows the sample representation of
combined embedding.

4 Conclusion

This paper addressed the challenge of representing
the commercial products as vectors in a low dimen-
sional space, with the primary objective of improv-
ing the recommendations in an e-commerce plat-
form. The feed forward network designed gives a
top 20 and top 50 precision of 0.59251 and 0.29556
when compared to the existing dual embedding
model [3] with precision values 0.0437 and 0.0322
respectively. The reason behind smaller value of
precision for dual embedding may be due to the
size of the training data and also because of the
synthetic data generated using augmentation. The
findings of this paper provide a practical solution
for identifying the complementary products which
aids the recommendation system. The product em-
beddings contributes to the understanding of prod-
uct semantics, relationships, and user interactions
by converting the information about products from
each purchase session into a vector space. This
enables more effective search, recommendation,
analysis, and enrichment of product-related infor-
mation.
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Responses to the Questions by Reviewer 1

1. Could you elaborate on why you chose to use only 1,500 orders out of the 3.4M available in the Instacart

dataset? How might this smaller sample size have influenced your results?

Due to computational constraints, including limited processing power and memory, we were only able to

use a subset of the dataset for training and model development. However, despite the smaller size, the

model’s performance on the subset was consistent when compared to another model that used the same

dataset, and it was able to recognize the complementary products. We were able to identify the clusters

using visualizations. While a larger dataset would provide more comprehensive insights, the results from this

subset seem reliable given the constraints, and future work with more computational resources could expand

the model’s evaluation

2. Could you explain the process you followed to select the key model parameters, such as 10-dimensional

embeddings, 50 training epochs, and the gradient clipping threshold of 70?

The size of the embedding was selected at random without exhaustive tuning, the model still performed

well, likely due to the fact that the embedding was able to capture the product information and it was

able to recognize the complementary products. We were able to identify the clusters using visualizations,

suggesting that the choice was reasonable. The number of epochs was initially set to 50 based on typical

training practices for similar models and tasks. The choice of 50 epochs also balanced training time and

resource constraints, allowing for good performance without overfitting. We will experiment with different

epoch counts to further optimize the training. The model was trained with different gradients clipping values

in range 50 to 150. When gradient clipping value was set to values larger than 70, the gradients were not be

clipped sufficiently and still caused instability in training, such as the weights becoming NaN, making training

ineffective. With gradient clipping values smaller than 70, the performance of the model was very low due

to loss of information as gradients are overly scaled down, resulting in underfitting. We will conduct more

targeted hyperparameter optimization to ensure the best possible settings.

3. How does your model address new products that were not present in the training data?

The cold-start problem will be considered as a research problem, and will be addressed in future works

4. Could you provide an analysis of the failure cases encountered during your study?

A very few failure cases were found, with No Sugar Added Variety Fruit Bars being predicted along with

1



Classic Scent Liquid Dish Soap as an example. The intuition behind this failure cases of embedding being

that since the products in the same order are considered as related, there may be rare samples in the dataset

where unrelated items are purchased in the same order. This can happen when the order size is too large.

Such failure cases can be considered as a research problem which will be addressed in future works.

5. Would you mind sharing a comparison of your model’s performance with other commonly used baseline

recommendation approaches?

The model currently uses Instacart dataset, and limited work is available using the same. We will perform

the comparison of the model’s performance with commonly used approaches, considering different datasets

while extending this work, in future, so as to improve the generalization of the model.

Responses to the Questions by Reviewer 2

1. In the related works section, please mention the research gaps and how your proposed system differ from the

systems found in the literature

The research gaps and the advantages of the proposed system over the models reviewed in literature has

been mentioned in the paper in page 1, last paragraph.

2. Please provide citation for the Instacart dataset

Citation added for Instacart dataset in the paper in page 2, paragraph 1 and added as 4th reference in the

Reference section

3. How representative was the 1500 order details to create word embeddings?

For the purpose of model development, we selected a portion of the dataset consisting of the first 1500 rows,

without considering potential biases. Moving forward, we plan to evaluate the model on a broader, more

random sample of the data to ensure the model generalizes well across the full dataset.

4. How the weight matrix of the first layer of the feed forward network defined?

Random initialization was performed for the weight matrix of the first layer of the feed forward network. The

number of rows of the weight matrix corresponds to the unique products under consideration and columns

correspond to the size of the embedding (10 in our case). After completing the model training, each row of

the weight matrix will give the word embedding corresponding to each product

5. How you identified the threshold value for gradient clipping?

The model was trained with different gradients clipping values in range 50 to 150. When gradient clipping

value was set to values larger than 70, the gradients were not be clipped sufficiently and still caused instability

in training, such as the weights becoming NaN, making training ineffective. With gradient clipping values

smaller than 70, the performance of the model was very low due to loss of information as gradients are overly

scaled down, resulting in underfitting
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