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Abstract

This paper presents a novel approach to humor
generation in natural language processing by
automating the creation of jokes through tem-
plate extraction and infilling. Traditional meth-
ods have relied on predefined templates or neu-
ral network models, which either lack complex-
ity or fail to produce genuinely humorous con-
tent. Our method introduces a technique to ex-
tract templates from existing jokes based on se-
mantic salience and BERT’s attention weights.
We then infill these templates using advanced
techniques, through BERT and large language
models (LLMs) like GPT-4, to generate new
jokes. Our results indicate that the generated
jokes are novel and human-like, with BERT
showing promise in generating funny content
and GPT-4 excelling in creating clever jokes.
The study contributes to a deeper understand-
ing of humor generation and the potential of AI
in creative domains.

1 Introduction

Humor Generation in NLP is the task of generating
jokes through a computer system. It is particularly
challenging, and can be seen as a short creativity
task. Critical to solving this task is understanding
humor theory, which attempts to explain the struc-
ture and mechanism of jokes. Ideas from (Raskin,
1985) and then (ATTARDO and RASKIN, 1991),
building up from various theories from antiquity,
have talked about how humor is based on the incon-
gruity mechanism - the punchline is funny because
it deviates from the expectations after the setup.

The task of humor generation is important be-
cause of how culturally significant Humor is, and
how ingrained it is in our society, and yet we don’t
have any clear mechanism to produce a joke. Ap-
plying computational methods on this task can lead
us closer to understanding Humor, as well as to
Language itself, since humor can be seen as a short
creative task that is currently not understood well.

Most attempts at humor generation in the past
have used template-based methods. The primary
limitation in template-based methods is that they
are restricted in the template they are infilling, and
for neural methods is that they don’t generate hu-
morous content. Chaudhary et al (Chaudhary et al.,
2021) attempted to bridge this gap by generating
templates from existing jokes and then infilling
them, thus aiming to combine the creativity of neu-
ral outputs with the structured humor of template-
based methods. For extraction, they used a score
that took two heuristics into account:

1. Using the role of a word in the dependency
tree, with manually assigned weights to each
role

2. Using the frequency of the word in common
usage, with lesser frequent words having a
higher score.

However, this approach is contingent upon the uni-
versal applicability of the assigned weights and the
accuracy of the dataset used for frequency analysis.

In our paper, we propose enhancements to this
model, introducing more robust and scalable meth-
ods that aim to generalize beyond the limitations
of manual weight assignments and dataset valid-
ity. These methods use contextual embeddings to
understand the semantic role of a word.

2 Methodology

2.1 Overview

The process of generating a new joke computation-
ally involves dissecting an existing joke into two
distinct parts: style and content. ’Content’ encom-
passes the specific elements that give the joke its
meaning and humor, while ’style’ refers to the syn-
tax and structure that make the joke coherent and
understandable. Our approach seeks to isolate these
two aspects by extracting a template that captures



the style of the joke. We then fill in this template
with new content. This technique is designed to re-
tain the original structural humor of the joke while
introducing new thematic material, thus creating a
new joke that resonates with the familiarity of the
original’s format.

2.2 Template Extraction

For template extraction, the model should ideally
extract an ideal set of words such that the result-
ing template has both - scope for creativity and
generation of a new joke, while being sufficiently
restrictive so that the generation is based on the
"funny" structure of the original joke. Given a tem-
plate, the infilling model should create a new joke
by filling in the blanks. The task of separating
style and content in a joke is not straightforward.
Consider this classic joke:

"Why did the chicken cross the road? To get to
the other side"

An ideal template to generate would be:
"Why did the [MASK] cross the [MASK]? To

get to [MASK]"
This template has enough of the original joke to

maintain the core syntactic style, yet leaves scope
for new words to be creatively filled in.

To achieve this, our model identifies content
words to be masked while preserving style words.
We filter potential words for masking based on their
part-of-speech tags, selecting nouns, adjectives,
and adverbs as likely candidates. Verbs, while se-
mantically significant, tend to contribute more to
the joke’s style; hence, we retain them to preserve
the structural integrity of the humor.

The extraction algorithm processes a given sen-
tence and evaluates each word based on two met-
rics: its semantic importance to the overall sentence
and the attention weights as determined by BERT
(Devlin et al., 2019). Each word is assigned a score
by combining the two metrics above, and half the
words in each of the setup and the punchline are
masked.

2.2.1 Attention-based Importance Scoring

In order to understand which words in a joke are
most pivotal to its meaning, we use the power of
the attention mechanism found in transformer mod-
els, specifically the BERT model. The attention
mechanism offers a granular understanding of con-
textual interdependencies between words, making
it a robust method for word importance estimation.

Given a sentence and a set of target words, the
function procures the attention weights for each
token from the model’s outputs. Recognizing the
significance of the latter layers in a transformer
model, which often capture higher-level semantics,
we opted to focus on the attention weights from the
last four layers. These are weighted progressively
with values [0.1, 0.2, 0.3, 0.4] to give more empha-
sis to the final layer, assuming that the later layers
encode more semantically relevant information.

As the BERT tokenizer breaks words into sub-
words or tokens, we sum the attention weights of
subwords corresponding to a single word. Once
we obtain an attention matrix, each word’s impor-
tance score is computed as the sum of its attention
weights across all tokens.

The major justification for using attention-based
importance scoring is its inherent capability to
capture complex relationships and dependencies
between words. Unlike traditional methods that
might solely rely on static word properties, atten-
tion scores derive their strength from understanding
the contextual interplay of words within a sentence.
This ensures that words are not evaluated in iso-
lation but in terms of their role and contribution
to the overall meaning of the sentence, making
this approach particularly suited for discerning the
nuanced humor elements in jokes.

2.2.2 Semantic Weight Scoring
The methodology hinges on the premise that the
removal of a semantically significant chunk from
a sentence would induce a considerable shift in its
overall meaning. By measuring this shift, we can
quantify the importance of the chunk in relation to
the sentence.

To operationalize this idea, we use sentence
transformers to encode a sentence, which calcu-
lates a sentence embedding by mean pooling the
word embeddings. For each word in the candidates
list initially identified, we generate two sets of em-
beddings:

1. Original Embedding: The embedding for
the entire sentence, capturing the collective
semantic essence with the chunk in context.

2. Reduced Embedding: The embedding for
the sentence sans the chunk in question,
presenting a semantic landscape where the
chunk’s contribution is absent.

The divergence between these embeddings,
quantified using cosine similarity, serves as a proxy



for the chunk’s importance. A substantial diver-
gence implies that the removed chunk was seman-
tically pivotal, thus commanding a higher impor-
tance score. By systematically evaluating all iden-
tified chunks in the sentence, we can rank them
based on their computed importance scores.

2.2.3 Template Generation
We use a dataset of short jokes (Gulrajani, 2024)
as the base set of jokes, which consists of 230k
jokes. We finetune BERT on the train split of our
dataset (80% of the dataset) to make it suited for
the domain, and use the test split as candidates
for template extraction. We combine the scores
derived from semantic weights and BERT’s atten-
tion metrics to assign a composite score to each
word within a sentence. For jokes structured as
a question and answer—or a setup followed by a
punchline—we apply a masking strategy that alters
half of the words in both the setup and the punch-
line, rounding up if necessary. This ensures that
both components of the joke undergo modification.

The decision to mask half of the words is a delib-
erate one, informed by qualitative assessments that
suggest this proportion adeptly balances the need
for novelty with the retention of the original joke’s
framework. Masking too few words might leave
the joke overly intact and familiar, while mask-
ing too many could strip away the essential humor
structure.

2.3 Joke Generation

2.3.1 BERT Infilling
The [MASK] tokens require contextually suitable
words to complete the humor inherent in the joke.
The mask-filling task is in line with how BERT
has been originally trained — to predict and fill in
missing words in a sentence. For each ’[MASK]’
token, the function prompts a pipeline that proposes
potential fill-ins. These candidates are evaluated by
inserting them into the sentence and measuring the
semantic shift from our initial benchmark through
cosine similarity. The goal is to find the candidate
whose inclusion results in the least deviation from
the original sentence’s semantic embedding.

This chosen candidate is likely the most appro-
priate filler, as it maintains the semantic coherence
of the original sentence most closely. The can-
didate then replaces the ’[MASK]’, and the func-
tion moves on to the next placeholder. Employ-
ing BERT for this context-driven infilling lever-
ages its strength in understanding language context

and structure, as it was extensively trained on vast
amounts of text data, including being finetuned on
a dataset of jokes.

2.3.2 LLM Infilling
To get a comprehensive view of current LLM ca-
pabilities, we use two models - Zephyr-7B-Beta
(Tunstall et al., 2023) and GPT-4 (OpenAI, 2023).
Zephyr-7B-Beta is a LLM finetuned on the Mistral-
7B (Jiang et al., 2023) model on a mix of datasets,
and the authors "found that removing the in-built
alignment of these datasets boosted performance
on MT Bench and made the model more helpful"
(Tunstall et al., 2023). The authors claim that the
model outperforms Llama2-Chat-70B. On the other
hand, GPT-4 has been recognized as the highest-
performing LLM across multiple evaluative leader-
boards (llm, 2024). Our intent was to compare
LLMs of different capabilities to get a clearer idea
of the suitability of infilling to generate jokes. We
prompted the LLMs to generate a joke by filling in
the blanks.

3 Evaluation

3.1 Experiment Setup

Bisten and Ritchie (Binsted and Ritchie, 1994) sug-
gest the Turing Test to evaluate jokes: asking the
evaluators whether the joke is human-generated,
regardless of how funny it is. We use this as our
evaluation task, with the hypothesis being that if
humans perform badly on this task, it means the
model is able to generate human-like jokes. We
evaluate our BERT model and GPT-4 model, leav-
ing Zephyr aside as GPT-4 is a better performing
LLM, and BERT’s performance is indicative of
how good the template generation process is, as
GPT-4 is significantly more powerful as a genera-
tive model.

We crowd-source the evaluation, sending the
evaluators a script to run. At each instance, the
model shows either a human or a computer gener-
ated joke, with one of BERT or GPT-4 chosen ran-
domly. We get about 500 human annotations from
15 annotators, who were instructed to annotate as
many jokes as they like. We removed some users
with signifantly bad scores (possibly caused due to
misunderstanding the instructions). They are asked
to score a joke on 1-5, with 1 being likely human-
generated, and 5 as likely computer-generated. For
our evaluation, we consider a score of 1,2 as human
and 3,4,5 as computer - since 3 implies they are not



convinced it’s a human generated joke.

3.2 Quality and Novelty of Generated Jokes
The generated jokes were novel across all three
models and were also able to generate coherent
output, even if not necessarily jokes. This is a
direct result of the template extraction and infilling
process. The metrics are shown in Table 1.

Due to the finetuning process, BERT is able to
generate funny jokes, simply by filling relevant
funny content words in a suitable template. Zephyr
arguably performs worse than BERT, as the loss
in using relevant humorous content is not compen-
sated enough by the gain in linguistic capability.
GPT-4, however, is able to generate clever jokes
based on the template. Selected examples are there
in Appendix A.

3.3 Results

Table 1: Performance Metrics Comparison

Metric GPT-4 BERT
Accuracy 0.633 0.713
Precision 0.437 0.596
Recall 0.544 0.776
F1 Score 0.484 0.674

The results (shown in Table 1) match well with
our initial hypotheses, based on around 200 annota-
tions for each model. Annotators were provided a
random joke and told to predict whether it is human-
generated or computer-generated. Precision shows
how many jokes were computer-generated, among
all jokes that were labeled as computer-generated.
The precision for both the models is somewhat low,
which is indicative that the evaluators were assum-
ing low quality jokes are computer made. Recall
is a more interesting metric, as it shows how many
model-generated jokes managed to convince the
evaluator as being human-generated, where GPT-
4 performs very well, but BERT shows promise,
specially given how the model is not suitable for
generation. These results show that our models are
able to make convincing and novel jokes, based on
simple heuristics that we applied before, and is able
to create suitable templates for joke generation.

4 Discussion

4.1 Limitations and Future Work
Through this paper, we attempt to show that jokes
have a distinct style that can be build upon to create

novel jokes. Future studies could include a more
rigorous evaluation involving control templates to
validate the effectiveness of the proposed template
extraction and infilling method.

This paper shows insight into the nature of re-
lated content words, which are used to infill on
templates - but it will require further study through
which we can understand the mechanism of jokes
more directly. Combining such analysis with exist-
ing theories of humor can be useful for understand-
ing humor.

4.2 Conclusion

Our research demonstrates the feasibility of gener-
ating novel and convincing jokes through a com-
bination of template extraction and advanced in-
filling techniques. The use of BERT and GPT-4
models has shown that it is possible to automate
humor while maintaining the structural integrity of
jokes. This approach opens new avenues for humor
generation in AI, highlighting the intricate balance
between creativity and the preservation of comedic
structure.
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