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Abstract

Extracting information from genomic reports
of cancer patients is crucial for both healthcare
professionals and cancer research. While Large
Language Models (LLMs) have shown promise
in extracting information, their potential for
handling genomic reports remains unexplored.
These reports are complex, multi-page docu-
ments that feature a variety of visually rich,
structured layouts and contain many domain-
specific terms. Two primary challenges compli-
cate the process: (i) extracting data from PDFs
with intricate layouts and domain-specific ter-
minology and (ii) dealing with variations in re-
port layouts from different laboratories, making
extraction layout-dependent and posing chal-
lenges for subsequent data processing.

To tackle these issues, we propose (a) GR-
PROMPT, a prompt-based technique that uses
a multimodal LLM to extract information from
a genomic report, and (b) GR-FORMAT, a stan-
dardized format specifically designed to encap-
sulate all critical information within a genomic
report in a structured manner. Together, these
two convert a genomic report PDF of any lay-
out into GR-FORMAT as a JSON file. This is
the first approach to convert a genomic report
PDF into a machine-readable, standardized for-
mat. To address the lack of available datasets
for this task, we introduce GR-DATASET, a
synthetic collection of 100 cancer genomic re-
ports in PDF format. Each report PDF is ac-
companied by key-value information presented
in a layout-specific format and structured key-
value information in GR-FORMAT. This is the
first dataset in this domain to promote further
research for the task. We performed our experi-
ment on this dataset. We publicly release' the
code, the format, and data for further research.

1 Introduction

Genomic reports provide detailed insights into on-
cology patients’ biomarkers, including specific ge-
netic mutations and associated therapies. These
reports primarily assist healthcare professionals in
devising treatment strategies for cancer patients.
The increasing workload on healthcare profession-
als heightens the risk of human error, further driv-
ing the demand for Al-driven assistance to help
them make faster and more accurate treatment deci-
sions. Additionally, the information gathered from
these reports can contribute to future cancer re-
search. This underscores the need for efficient and
accurate systems to extract and interpret data from
genomic reports.

The problem addressed in this study is the devel-
opment of an automated system capable of extract-
ing and interpreting key information from genomic
reports.

Input: The PDF file of the Genomic Report for
oncology patients.

Output: The JSON file containing information of
the report in GR-FORMAT.

One of the primary challenges in processing
genomic reports lies in their inherent complexity.
While these reports contain structured data, com-
plexity often arises from the distribution of informa-
tion across multiple pages, where key data points
may be interrupted by page breaks or dispersed
throughout non-adjacent sections. This design is
presumably intentional, as the layouts of genomic
reports in certain laboratories prioritize critical in-
formation for human healthcare professionals. By
placing the most pertinent data on the first page,
the reports aim to facilitate quick access and re-
duce the time spent searching for essential infor-
mation. However, this emphasis on accessibility
leads to a more intricate PDF layout, complicating
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the data extraction process. However, for machine
understanding, all pages hold equal visibility, and
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machines prefer data to be organized consistently
for effective processing. Additionally, using vi-
sual elements and domain-specific entities (highly
specialized contents that need a better contextual
understanding of the domain) adds to this complex-
ity. Another challenge is the diversity of report
layouts used by different laboratories, as there is no
standardized format for these reports. This variabil-
ity complicates automated information extraction,
as subsequent steps should not be biased toward
specific laboratory formats.

To address these challenges, we propose GR-
FORMAT, a standardized JSON format that can
be used to convert any genomic report, making it
layout-agnostic, regardless of the original layout.
We developed this format by analyzing genomic
reports with varying layouts. Additionally, we pro-
pose GR-PROMPT, a prompt-based technique to
extract information from genomic report PDFs in
GR-FORMAT. GR-PROMPT has a set of prompt
which utilizes the GPT-4 (Achiam et al., 2023), a
multi-modal closed-source LLM to do the task.

There is no publicly available dataset for this
task, as publishing genomic reports contains pri-
vacy and consent issues. In response, we introduce
the GR-DATASET, a synthetic dataset consisting of
100 cancer genomic reports, key-value information
presented in a layout-specific format, as well as
structured key-value information in GR-FORMAT.

This research presents three key contributions:

1. GR-FORMAT: A standardized JSON format
specifically designed to encapsulate all critical
information within a genomic report in a struc-
tured manner. This is the first such standard-
ized format in this domain, ensuring consis-
tency and eliminating layout variability across
reports from different laboratories. By con-
verting genomic reports into GR-FORMAT,
subsequent processes like clinical trial match-
ing or treatment recommendation modules can
easily retrieve and process key data without
concern for differing report layouts.

2. GR-PROMPT: A prompt-based approach
leveraging multimodal LLM to extract and
convert genomic reports, typically in PDF for-
mat, into a standardised JSON format. This is
the first approach to convert a genomic report
PDF into a machine-readable, standardized
format. We achieved an overall accuracy of
73.19% using this technique.

3. GR-DATASET: First publicly available
dataset of synthetic genomic reports, com-
prising 100 synthetic cancer genomic reports
in PDF format. Each report is accompa-
nied by key-value information presented in
a layout-specific format, as well as structured
key-value information in GR-FORMAT. This
dataset is designed as a test set for evaluating
information extraction methods from genomic
reports, with the goal of advancing research
and development in the field.

2 Related Work

A related work that processes genomic reports’ data
is GENETEX (Miller and Shalhout, 2021). It is
a tool that converts semi-structured data to struc-
tured data using text-mining and regular expres-
sions. However, to the best of our knowledge no
work extracts key information from a genomic re-
port and outputs it in a predefined format. However,
they did not release the dataset publicly to further
facilitate research in research on Genomic report
information extraction.

Some works have been done to extract struc-
tured information from text using LLM (Dagdelen
et al., 2024; Wu et al., 2024). (Dagdelen et al.,
2024) highlights the ability of fine-tuned LLMs,
like GPT-3 and Llama-2, to extract intricate rela-
tionships from scientific literature, enabling flex-
ible output formats for database creation. (Wu
et al., 2024) introduces a novel entity-centric ap-
proach called Structured Entity Extraction (SEE),
which utilizes the Approximate Entity Set Over-
laP (AESOP) metric for performance evaluation
and demonstrates enhanced extraction efficiency
through a multi-stage model, MuSEE.

Another direction of work that closely resembles
our work is extracting information from PDFs that
have complex layouts. Donut (Kim et al., 2022) is
a model designed for document image understand-
ing that leverages a unified architecture to process
both text and layout information effectively, en-
abling it to handle diverse document types without
the need for explicit layout annotations. DocOwl
1.5 (Ye et al., 2023) is a versatile tool that com-
bines advanced parsing capabilities with intelligent
chunking strategies, ensuring that hierarchical re-
lationships within documents are preserved during
extraction, thus enhancing the accuracy and usabil-
ity of the extracted data. LayoutLMv3 (Huang
et al., 2022) enhances document layout comprehen-



sion by integrating unified text and image masking
techniques, allowing it to excel in tasks like form
understanding and visual question answering. Lay-
outLLMs (Luo et al., 2024; Fujitake, 2024) build
their systems by focusing on leveraging large lan-
guage models for improved contextual understand-
ing of document structures, making them adept at
extracting relevant information from intricate lay-
outs.

A recent work (Tam et al., 2024) emphasizes that
while LLMs are powerful tools, their performance
can be significantly affected by the constraints im-
posed on their output formats, necessitating careful
consideration in practical applications.

3 Methodology

In this section, we describe GR-FORMAT (the stan-
dardised format), GR-PROMPT (the prompt-based
approach), and GR-DATASET (the dataset) in de-
tail.

3.1 The Specified Format: GR-FORMAT

The extracted output from the genomic report must
utilize a layout-agnostic JSON format to facilitate
downstream processing. For example, one layout
presents associated therapies alongside biomark-
ers at the beginning of the report, while another
layout separates biomarkers from their correspond-
ing therapies and includes a mapping to illustrate
their relationships. These variations likely aim to
prioritize critical information for healthcare profes-
sionals, ensuring that the most important data is
easily accessible on the first page, thereby reduc-
ing time spent searching. However, for machine
understanding, all pages hold equal visibility, and
machines prefer data to be organized consistently
for effective processing. This approach ensures
that biomarkers, mutations, and associated data are
consistently organized, thereby preventing com-
plications and minimizing the risk of overlooking
critical information.

To address the variability in genomic report lay-
outs, we developed a standardized format that ef-
fectively captures all relevant key information, ir-
respective of the original layout. For example,
this format accommodates diverse layouts while
maintaining a coherent structure for data extrac-
tion. This format was created by analyzing reports
with diverse layouts and defining a common set
of keys. It can be represented as either a JSON
object or a hierarchical list. Our experiment uses

the format as a hierarchical list for easy conversion,
avoiding strict format like JSON as suggested by
(Tam et al., 2024). However, we ultimately convert
it to JSON to ensure the final output is machine-
readable. On the other hand, the GR-DATASET
stores corresponding key-value pairs of genomic
reports in GR-FORMAT as JSON. Therefore, we
evaluate the accuracy of the final JSON output by
comparing it with the JSON of the dataset. The
standardized structure consists of eight sections,
each of which is designed to serve a specific pur-
pose.

1. Patient Information: It captures essential de-
tails about the patient, including identifiers
and contact information, which are crucial for
linking the genomic data to the individual.

2. Diagnosis Information: It provides informa-
tion related to the diagnosis process, including
the diagnosing center, doctor, and laboratory
methods used, ensuring transparency in how
the diagnosis was reached.

3. Cancer Information: It lists the details such as
the type, stage, and grade of cancer, facilitat-
ing an understanding of the cancer’s charac-
teristics and biological context.

4. Biomarkers: Biomarkers can be of different
types, including gene mutations.

(a) General Biomarkers: Includes metrics
like Microsatellite Instability (MSI) and
Tumor Mutational Burden (TMB), which
are critical for assessing the tumor’s bi-
ology and potential treatment responses.

(b) Gene Mutations: For each mutation, rele-
vant details such as gene name, mutation
type, and pathogenicity are provided, of-
fering insight into the genetic alterations
present in the tumor.

(¢) Immunochemistry Biomarkers: Focuses
on specific biomarkers relevant to im-
munotherapy, detailing expression levels
and interpretations.

5. Therapeutic Information: It lists therapies that
are approved by FDA (Food and Drug Admin-
istration) associated with the cancer type and
related biomarkers.

(a) FDA-Approved Therapies for Current
Diagnosis: It lists therapies specifically
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Figure 1: Our prompt-based approach: GR-PROMPT. Thick arrows indicate conversation flow and the ‘+’ sign

represents concatenation.

approved for the diagnosed cancer, in-
cluding associated biomarkers that may
guide treatment decisions.
FDA-Approved Therapies for Other Indi-
cations: It identifies therapies that might
apply to other conditions, along with rel-
evant biomarkers.

(b)

6. Clinical Trials: It shows ongoing clinical trials
relevant to the patient, including trial titles,
phases, and associated mutations, which can
provide opportunities for advanced treatment
options.

7. Variants of Unknown Significance: It catalogs
variants that lack established significance, de-
tailing their characteristics to help guide fur-
ther investigation and clinical decisions.

8. Additional Indicators: It includes prognos-
tic markers, other molecular indicators, and
special notes regarding cancer progression or
drug resistance, providing a comprehensive
view of the patient’s condition and potential
treatment challenges.

3.2 The prompt-based approach:
GR-PROMPT

Genomic reports are complex not only for their
highly domain-specific contents but also for the
use of visually-rich elements with color informa-
tion. To include visual information with textual
information, our approach uses a multimodal LLM
to extract key-value pairs from genomic reports.
Figure 1 shows our prompt-based approach for ex-
tracting information from a genomic report PDF
into a standardised JSON format. In general, the ap-
proach includes the following steps with prompts.

1. Extraction of key-value pairs from the PDF:
First, we extract relevant data points from the
PDF report as key-value pairs.

(a) Task Definition: This step defines the
task for the LLLM, which involves extract-
ing key-value pairs from sequentially
provided images of a genomic report
PDF.

(b) Sequential Input Processing: For each
page, the LLM extracts key-value pairs
while maintaining context across multi-
ple pages as conversation history. The
extracted data is then compiled into a
unified summary.

2. Conversion to listed standardized format: In
this step, we convert the extracted key-value
pairs in our proposed format GR-FORMAT as
a structured, hierarchical list. The inputs for
this step include the unified key-value pairs
from the entire PDF and the standardized for-
mat represented as a hierarchical list. Please
note, we do not use JSON format here to avoid
strict format like JSON as suggested by (Tam
et al., 2024).

3. Conversion to JSON: Lastly, we convert the
hierarchical list data into JSON for easy ma-
chine readability. The input for this step is the
output from the previous stage, which consists
of information formatted as a hierarchical list
in GR-FORMAT.

We use multiple prompts to do the task instead
of using a single prompt to convert it directly. It
improves the output quality at the expense of cost
and runtime.



3.3 The Synthetic Dataset: GR-DATASET

Medical datasets, especially cancer genomic re-
ports data, are very scarce in number due to privacy
issues and the sensitive information they contain.
In this project, we address the unavailability of
genomic reports by generating synthetic cancer ge-
nomic reports. The key challenges in creating syn-
thetic data for the domain of genomic reports are
the document formats’ complexity and the docu-
ment layouts’ diversity. To overcome these chal-
lenges, we leverage publicly available data, specif-
ically a comprehensive list of terminologies and
options for each report element provided by the
National Cancer Institute Thesaurus (NCIT) (nci).
Each entry of the dataset consists of 3 parts. These
are (i) genomic report in pdf format, (ii) key-value
information presented in a layout-specific format
as JSON file, and (iii) key-value information in
GR-FORMAT as a JSON file. Synthetic generation
of cancer genomic reports includes the following
steps.

* Create one JSON file format for each layout

* Generate a JSON file with synthetic report
data

* Create a visually rich layout

* Generate the final report by inserting the data
from JSON file into the generated layout

We apply a rule-based method to map the ge-
nomic report information into GR-FORMAT and
generate a corresponding JSON file, which gener-
ates the JSON file with synthetic data using dictio-
naries of the keywords (see section 4.2). The final
document is created by populating the visually rich
layout using the synthetically generated JSON file.

4 Experimental Setup

In this section, we provide the experimental details
for applying GR-PROMPT to extract information
from genomic reports in GR-FORMAT on the GR-
DATASET. Additionally, we describe the process
of generating synthetic cancer genomic reports and
outline the evaluation strategy used to assess the
quality of the output when applying GR-PROMPT
to extract information from genomic reports in GR-
FORMAT on the GR-DATASET.

4.1 Information Extraction from Genomic
Reports

In our experiment, we utilized the GPT-40 model as
our multimodal LLM, chosen for its advanced ca-

pabilities in understanding and processing diverse
textual inputs.

To optimize the performance of GR-PROMPT,
we configured two parameters. We set the maxi-
mum token limit to 4,000 to ensure that the model
can process the entirety of each genomic report
without exceeding the token constraints. This con-
figuration allows the model to retain relevant con-
text from the input data, which is critical for accu-
rate key-value pair extraction.

Additionally, we adjusted the temperature setting
to 0.5. This lower temperature value was selected
to promote a more focused and deterministic re-
sponse from the model, reducing variability and
enhancing the precision of the outputs. By fine-
tuning these parameters, we aimed to create a con-
trolled environment that maximizes the reliability
and relevance of the extracted information.

4.2 Synthetic Dataset Creation as Test-data

We tried three methods for generating visually rich
report layouts and thus the final document: Mi-
crosoft Word, docx-mailmerge 2, Python Docx 3,
and Python Reportlab 4. For a detailed comparison
of different methods, refer to Table 1. Comparative
analysis showed that Python Reportlab outperforms
the other methods in terms of customization, visual
quality, and ease of use, making it the preferred ap-
proach for synthetic data generation in this project.

Medical dictionaries for genes, protein variants,
cancer types, and therapies were also created to
ensure accurate synthetic data generation (nci; fda).
For number of entries in these dictionaries refer
Table 2. We also use a list of therapies containing
1523 entries. We have created genomic reports of
2 different layouts. We have created 50 reports
for each layout making a total of 100 visually rich
genomic reports. Reports with Layout-1 contain
3 pages per document and reports with Layout-2
contain 5 pages per document. The first pages of
both layouts are shown in Figure 2 and Figure 3,
respectively.

4.3 Evaluation Strategy

To assess the effectiveness of our approach in ex-
tracting structured information from genomic re-
ports, we developed a comprehensive evaluation
framework. This framework compares the output

2https://pypi.org/project/docx—mailmerge2/

3https://python—docx.readthedocs.io/en/
latest/

4https://docs.reportlab.com/
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Method Description
Microsoft ~ Word, | Automates data insertion but lacks flexibility for dynamic fields.
docx-mailmerge
Python Docx Allows programmable layout creation but struggles with complex
layouts.
Python Reportlab Dynamically generates highly customizable and visually rich re-
ports, including complex elements like graphs and tables.
Table 1: Methods for Generating Visually Rich Report Layouts
Dictionary #of entries
Gene : Protien variant 650 Final Report
Gene : Gene mutation 604
Cancer type : Diagnosis 39 e eyt
Cancer type : Specimen type | 37

Table 2: Medical terminologies dictionary statistics

Diagnosis Accession No.
Pancreatic neuroendocrine tumors 7682

Pancreatic Sample
Daniel Flores

Date of Birth
1978-12-04

GENOMIC VARIANTS

‘Somatic - Potentially Actionable
Sex
Male @D c798G>A pW256* Stopgain-LOF

@TD <394 _395deiinsTC p.R132H Nonsense-GOF

variant allele fraction
®9% —
Physician 3259% ——
Dr. Philip Marquez

.3113A5G p.A15158 Stopgain-LOF 258% —

Institution
Bishop-Thompson Somatic - Biologically Relevant

FGFR3 ) c.1111A>T p.A1515S Spliceregionvariant-LOF
IDH1 ©.394_395delinsTC p.R132C Nonsense-LOF 20%

15.97% —

Tumor specimen:
source Pancreatic Germline - Pathogenic
CollectedDate 2023-05-09
ReceivedDate 2023-05-09

TumorPercentage 5%

No Germiine - Pathogenic variants were found in the limited set of genes on which we report

Pertinent Negatives
Normal specimen:
source Blood (pxr) (eReAt )
CollectedDate 2023-05-11 E—

ReceivedDate 2023-05-11

IMMUNOTHERAPY MARKERS

Tumor Mutational Burden

FDA-APPROVED THERAPIES, Current Diagnosis

Microsatellite Instability Status.

Exivoci) BTN,

KRAS G12C
Inhibitors.

Sotorasib NCCN, Consensus, Non-Small Cell Lung Cancer
MSK OncoKB, Level 1

KRASp.G12C G12C-GOF

FDA-APPROVED THERAPIES, Other

KRAS G12C
Inhibitors

Sotorasib NCCN, Consensus, Non-Small Cell Lung Cancer
MSK OncoKB, Level 1

KRASp.G12C G12C-GOF

1402114007

Date SignadA
20230513

Figure 2: Sample first page of a report with Layout-1

against the ground truth dataset using the com-
parison strategy mentioned in section 4.3.1. The
ground truth, in this case, is the synthetic data we
generated during the creation of our dataset de-
scribed in section 4.2, which represents the ideal
extraction of information from the genomic reports.

Diagnosis: Lobular carcinomain situ (LCIS) ~ Test Initiated: 2024-03-31

I O e N il

‘abemaciciib, pabocicib, ibocicib,

trastuzumab, ado-rastuzumab.
emtansine, pertuzumab,

Negative |0 fam-trastuzumab deruxtecan-nxki level 1
Iapatinib, neratini, tucatin

PATIENT: Alison Jones CASE NUMBER: 4751 PHYSICIAN: Dr. Wanda Nguyen

Figure 3: Sample first page of a report with Layout-2

4.3.1 Comparison Strategy

Our comparison strategy involves a detailed, hierar-
chical analysis of the JSON structures representing
both the ground truth and the Al-generated output.
The core of this strategy is implemented such that
it performs a recursive comparison of these JSON
objects. Here is an overview of the key components
of our comparison strategy:

* Recursive Comparison: We traverse both
JSON structures simultaneously, comparing
each key-value pair at every level of the hier-
archy.

* Case-Insensitive Key Matching: To account
for minor variations in key naming, we per-
form case-insensitive comparisons of dictio-
nary keys.



* Value Normalization: Before comparing val-
ues, we normalize them to account for differ-
ent representations of the same data. This in-
cludes handling variations in data types (e.g.,
integers vs. strings), formatting (e.g., lists vs.
comma-separated strings), synonymous key
names and abbreviations.

¢ Flexible List Comparison: For certain fields
like “Gene Mutations”, we compare lists
based on their content rather than their order,
allowing for flexibility in the output structure.

5 Results

Table 3 presents the accuracy of the GR-PROMPT
output in extracting information from genomic re-
ports formatted in GR-FORMAT using the GR-
DATASET. We display the accuracies for the two
layouts separately.

H Layout-1 ‘ Layout-2
Accuracy | 77.62% | 68.76%

Table 3: Accuracy of GR-PROMPT approach on
Layout-1 and Layout-2

5.1 Analysis
5.1.1 Quantitative Analysis

The overall accuracy of 73.19% indicates that the
model successfully extracted and correctly struc-
tured nearly three-fourth of the information from
the genomic report. While this demonstrates the
model’s ability to capture a significant portion of
the report’s content, it also highlights areas for im-
provement.

5.1.2 Error Analysis

Examining the incorrect pairs reveals patterns in
the types of errors the model makes:

* Structural Mismatches: Some fields ex-
pected to be lists were extracted as strings,
or vice versa. For example, “Method of Anal-
ysis” was extracted as a string instead of a
list.

* Formatting Inconsistencies: Minor differ-
ences in formatting, such as the presence or
absence of percentage signs in ‘“Variant Allele
Fraction”, led to mismatches.

e Content Errors: In some cases, the model
extracted incorrect information. For example,
in the “Gene Mutations” section, certain gene
names and their associated data were either
mismatched or missing. In Layout-2, where
gene mutation data is spread across multiple
tables, the model occasionally fails to accu-
rately identify and consolidate the information
from all the relevant tables.

* Granularity Issues: Some fields, like “Can-
cer Grade”, were partially correct but lacked
the full detail present in the ground truth.

5.1.3 Field-Specific Performance

Analyzing the performance across different sec-
tions of the report reveals varying levels of accu-
racy:

* Patient and Diagnosis Information: The
model performed well in extracting basic pa-
tient details and diagnosis information, with
only minor discrepancies (e.g., a one-year dif-
ference in patient age).

Cancer Information: While the model cap-
tured the main cancer type correctly, it strug-
gled with the granularity of information in
fields like “Cancer Grade” and “Tumor Speci-
men Source”.

Biomarkers: The extraction of biomarker
information showed mixed results. Gen-
eral biomarkers were mostly correct, but the
“Gene Mutations” section had significant dis-
crepancies.

Therapeutic Information: The model gener-
ally captured the types of therapies correctly
but sometimes missed associated biomarkers.

Clinical Trials: Information about clinical
trials was largely correct, with some minor
formatting differences in medication lists.

6 Summary, Conclusion, and Future
work

In this work, we introduced GR-PROMPT, a novel
technique for extracting information from complex
cancer genomic reports, and GR-FORMAT, a stan-
dardized data format, using a multimodal LLM to
handle intricate layouts and domain-specific ter-
minology. We also introduced GR-DATASET, the



first synthetic dataset for this task, facilitating fu-
ture research.

While our approach demonstrates a promising
trajectory, future work will focus on expanding
the dataset to improve the model’s performance
and adaptability across diverse healthcare scenarios.
Experiments with open-source LLMs, such as Mis-
tral (Jiang et al., 2023) and LLaMA (Touvron et al.,
2023), will be conducted to assess their suitability
for on-premise deployment, ensuring compliance
with privacy and regulatory requirements. Collabo-
ration with healthcare professionals will be priori-
tized to enhance system credibility, refine domain-
specific applicability, and improve dataset quality.
Additionally, a comprehensive evaluation strategy
will be developed to assess fact-correctness and
format alignment more effectively.

Limitations

1. It relies on API-based access to GPT-4, which
can be expensive and may introduce latency,
limiting scalability in real-time clinical use.

2. We consider only two layouts to create the
dataset. Datasets with more layouts need
to be considered to create future benchmark
datasets.

Additionally, our evaluation is based on a synthetic
dataset, which may not fully reflect the diversity of
real-world genomic reports, potentially affecting
generalizability. The system also assumes that all
relevant information is within the report images
and may struggle with highly specialized content.
Finally, relying on Al for critical medical decisions
raises ethical concerns, as errors could impact pa-
tient care.

Ethics Statement

The GR-DATASET was created synthetically to ad-
dress the lack of publicly available genomic reports,
ensuring no real patient data was used. The dataset
simulates key-value structures commonly found in
cancer genomic reports. All synthetic data was
generated to promote research and development in
the medical Al domain, particularly for extracting
data from complex documents.

GR-PROMPT and GR-FORMAT techniques are
designed to assist researchers, healthcare profes-
sionals, and developers in automating the extrac-
tion of structured information from genomic re-
ports. However, potential risks include inaccura-

cies in data extraction due to variability in report
formats or domain-specific language that current
models may not fully capture. Additionally, biases
inherent in the LLM used could affect the extrac-
tion accuracy, especially when applied to various
genomic reports in the real world. We recommend
using these methods cautiously, particularly in clin-
ical settings, and we encourage further validation
to ensure their accuracy and reliability in different
use cases.
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