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Abstract 1 

In order to advance a firm, it is crucial to 2 

understand user opinions on social media. India has 3 

a diversity with Kannada being one of the widely 4 

spoken languages. Sentiment analysis, in Kannada 5 

offers a tool to assess opinion gather customer 6 

feedback and identify social media trends among 7 

the Kannada speaking community. This kind of 8 

analysis assists businesses, in comprehending the 9 

sentiments expressed in Kannada language 10 

customer reviews, social media posts and online 11 

conversations. It empowers them to make choices 12 

based on data and customize their offerings to 13 

better suit the needs of their customers. This work 14 

proposes a model to perform sentiment analysis in 15 

Kannada language with four emotions namely 16 

anger, fear, joy, and sadness using machine learning 17 

algorithms like Linear Support Vector Classifier, 18 

Logistic Regression, Stochastic Gradient Descent, 19 

K-Nearest Neighbors, Multinomial Naive Bayes, 20 

and Random Forest Classifier. The model achieved 21 

the accuracy of 87.25% with Linear Support Vector 22 

Classifier. 23 

Introduction 24 

The use of technology has been increasing 25 

rapidly during the previous few years. Because of 26 

the quicker communication methods made possible 27 

by social media platforms like Twitter, Facebook, 28 

and WhatsApp, among others, digital technology 29 

has revolutionized how people live. Over 3.2 30 

billion people use the internet regularly at this time. 31 

All industries, including e- commerce, movie 32 

ticketing, education, and others, have gone online 33 

as technology has developed. To advance a firm to 34 

new heights, it is crucial to understand user 35 

opinions on social media. Sentiment Analysis can 36 

be used to examine the opinions of these users. 37 

India is one of the most linguistically diverse 38 

country in the world with 22 national languages. 39 

Only five percentage of Indian population can 40 

communicate effectively in English, while rest of 41 

the people are comfortable with their regional 42 

languages. Due to lack of resource availability, 43 

Sentiment analysis in Kannada language has not 44 

been explored extensively. The field of natural 45 

language processing encompasses various 46 

techniques, methods, and tactics that provide 47 

insights into how language influences our thought 48 

processes and impacts the results we obtain. One 49 

area of interest within this domain is sentiment 50 

analysis - a method that involves using natural 51 

language processing (Roy ,2023), text analysis, 52 

computational 53 

linguistics, and biometrics to identify, extract, 54 

measure, and study emotions and subjective 55 

information. 56 

Sentiment analysis (Chundi et.al, 2023), a task 57 

in natural language processing and information 58 

extraction, aims to identify the emotions expressed 59 

by writers in reviews, inquiries, and requests, 60 

regardless of any emotions. Its objective is to 61 

determine the overall attitude of a speaker or writer 62 

towards a subject or the polarity of a document. 63 

This analysis considers various factors such as 64 

judgement, affective state, and purposeful 65 

emotional communication. Sentiment analysis has 66 

become increasingly vital due to the widespread 67 
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use of the internet and the extensive exchange of 68 

public opinion. In the present study, we focus on 69 

developing a system that classifies emotions (such 70 

as Anger, Fear, Joy, and Sadness) for textual 71 

sentiment analysis specifically in the Kannada 72 

language. The model accepts input in the form of 73 

Kannada text of any length and is tested using six 74 

algorithms: Linear Support Vector Classifier, 75 

Logistic Regression (Hasan et.al,2023), Stochastic 76 

Gradient Descent, K-Nearest Neighbors (Hasan 77 

et.al,2023), Multinomial Naive Bayes (Hasan 78 

et.al,2023), and Random Forest Classifier (Hegde 79 

et.al, 2022). 80 

Several classification methods have been 81 

employed in this work, including Linear Support 82 

Vector Classifier with an accuracy of 87.25%, 83 

Stochastic Gradient Descent with 85.25%, Logistic 84 

Regression with 84.25%, Random Forest Classifier 85 

with 85.75%, Multinomial Naive Bayes with 86 

85.50% and K-Nearest Neighbors with an 74.50%. 87 

The Linear Support Vector Classifier, which has an 88 

overall accuracy of 87.25%, outperforms all other 89 

algorithms, while K-Nearest Neighbors, which has 90 

an accuracy of 74.50%, has got the least 91 

performance among all. 92 

1 Related Work 93 

(Pushpa Patil et. al, 2024) proposed the comparison 94 

of various machine learning algorithms for 95 

sentiment analysis on Kannada language. The 96 

system considered positive and negative emotions 97 

and achieved highest accuracy of 75% with 98 

Multinomial Naïve Bayes Classifier. 99 

 (Nag et. al, 2023) a model for sentiment analysis 100 

was put forth. in ten Indian languages including 101 

Kannada one among them. This approach is carried 102 

out in three phases in which the first phase 103 

identifies the Unicode of the first letter of a 104 

sentence to identify the language and converts it 105 

into the English language. The second phase 106 

involves the training of a dataset and the third phase 107 

is used to categorize the text into different domains 108 

and predict the sentiment to positive or negative. 109 

(Sanghvi et.al ,2023) proposed an approach for 110 

sentiment analysis in Kannada-English code-111 

mixed language using Cross-lingual Language 112 

Model. This model considers the input of length 113 

256 characters and predicts the sentiment into 114 

positive, negative or mixed. The positive sentence 115 

predictions are more accurate than other two 116 

classes. The model achieved the accuracy of 73%. 117 

(Chundi et.al, 2023) proposed a model for emotion 118 

detection in Kannada-English code-mixed 119 

language using lexicon-based approach. This 120 

approach uses the list of words based on different 121 

emotions namely anger, joy and trust to train the 122 

model. The model is trained with 1882 comments 123 

from YouTube. The model achieved the accuracy 124 

of 87%. 125 

(Roy ,2023) proposed an approach for sentiment 126 

analysis in Kannada code mixed language using 127 

BERT, RoBERTa and DistilBERT. This approach 128 

predicts the class for positive, negative and neutral 129 

emotions. The input text is transliterated into 130 

English language. The model achieved the best 131 

results for non-Kannada category. It achieved the 132 

F1-score of 0.66 for Kannada code-mixed 133 

language. 134 

(Hasan et.al,2023) proposed a model for sentiment 135 

analysis in Bangla language on Russia Ukraine 136 

comments from social media using mBERT, XLM-137 

RoBERT and BanglaBERT. The model analyzed 138 

10,860 comments and classified them as neutral, 139 

favoring Ukraine (positive), or favoring Russia 140 

(negative). The model had an accuracy rate of 86%. 141 

The input text is limited to token lengths of 128 and 142 

200, respectively, for which padding and truncation 143 

are used.The training dataset consists of imbalance 144 

samples for different categories. 145 

(Saumya et.al, 2022) proposed a model for 146 

sentiment analysis in Kannada language and 147 

Homophobia detection in Tamil, English, 148 
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Malayalam languages. This approach used 149 

positive, negative and mixed emotions for 150 

sentiment classification. The sentiment analysis is 151 

experimented using stacking ensemble based on 152 

logistic Regression, K nearest neighbor classifier, 153 

Decision tree classifier, support vector machine 154 

and naïve Bayes classifier. The gradient ensemble 155 

and model ensemble are based on logistic 156 

regression, random forest classifier and support 157 

vector machine. The model achieved accuracy of 158 

51.5%. 159 

 160 

(Hegde et.al, 2022) proposed an approach for 161 

sentiment analysis and homophobic content 162 

detection in Kannada, Malayalam and Tamil 163 

languages using Deep Learning based Short Term 164 

Memory model. This approach considers positive, 165 

negative and neutral emotions for sentiment 166 

analysis. The model achieved F1 score of 0.16, 167 

0.61 and 0.44 for Tamil, Malayalam and Kannada 168 

languages respectively. 169 

 170 

(Sumana ,2022) developed a model for sentiment 171 

analysis in Hindi and Kannada languages for 172 

Twitter data. The model is experimented with 173 

Naïve Bayes Classifier, KNeighbors Classifier, 174 

Decision Tree classifier and Random Forest 175 

classifier. Two emotions namely positive and 176 

negative are considered for sentiment analysis. 177 

This approach achieved the accuracy of 99.7% in 178 

Hindi language and 99.5% in Kannada language 179 

using Random Forest algorithm. 180 

 181 

(Shetty et.al ,2022) proposed an approach for 182 

sentiment analysis in English, Kannada and Hindi 183 

languages. This approach predicts the text into 184 

positive negative classes and is experimented with 185 

2000 sentences of Kannada dataset. The model is 186 

trained using Convolutional Neural Network 187 

(CNN) and achieved the accuracy of 99%. The 188 

length of the text is restricted to 70 words per 189 

sentence, in case of lesser length padding is used 190 

whereas for larger length the truncation is applied. 191 

 192 

(Chakravarthi et.al ,2022) proposed a model for 193 

offensive language identification in Tamil, 194 

Malayalam and Kannada languages with code-195 

mixed text using the fusion of MPNet and 196 

Convolutional Neural Network (CNN) algorithms. 197 

The dataset of Kannada language consists 8 words 198 

per sentence. The dataset consists of 4695 199 

sentences for training and 592 for testing. The 200 

model classifies the result as offensive sentence or 201 

not offensive sentence. This approach achieved 202 

accuracy of 76%. 203 

 204 

(Fadil et.al ,2022) developed a model for sentiment 205 

analysis in Tamil, Malayalam and Kannada 206 

languages using Deep Neural Network. The 207 

sentiment analysis categorizes the text into 208 

positive, negative, neutral and mixed. The dataset 209 

consists of 6212 sentences. The model achieved the 210 

accuracy of 57%. 211 

1.1 Drawbacks of Existing Work: 212 

• In most of the work, only positive and 213 

negative classes are considered for sentiment 214 

analysis. 215 

• The existing system performs sentiment 216 

analysis by limiting the number of words per 217 

sentence for which the model ignores the 218 

remaining words after the maximum limit. 219 

This may lead to lose the complete meaning 220 

of an input text and prediction of a sentence 221 

may be incorrect. 222 

• In most of the systems the Kannada code-223 

mixed language is considered, due to which 224 

there is no clarity of actual Kannada 225 

Language used for sentiment analysis. 226 

• In some system the input text is either 227 

translated to English language or English 228 

transliterated form is considered for sentiment 229 

analysis, due to which analysis performance 230 

is not measured directly on Kannada 231 

language. 232 
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2 Methodology  233 

The steps involved in Kannada language sentiment 234 

analysis are shown in Figure 1 The sentences are 235 

considered from manually prepared dataset. A 236 

custom input sentence is considered as input text 237 

for testing which is initially tokenized. Data 238 

cleaning is taking out unnecessary information 239 

from reviews that doesn't provide any value, like 240 

punctuation, commas, and other elements. Stop 241 

words in sentences include the terms that have no 242 

semantic value. The technique of stemming 243 

involves tracing a word back to its origin. The 244 

practice of classifying groupings of texts into 245 

distinct categories is known as classification or text 246 

tagging. 247 

Kannada is a Dravidian language which is 248 

highly rich in morphological and lexical feature. Its 249 

agglutinative allows the language to add variations 250 

of suffixes which results in complexity of language 251 

such as   252 

ಓದಿಸಿಬಿಟ್ಟೆ (ōdisibiṭṭe - I made [someone] read). 253 

ಓದು (ōdu - read) + ಇಸಿ (isi - causative) + ಬಿಟ್ಟೆ 254 

(biṭṭe - completed action). 255 

2.1 Dataset Creation 256 

In the domain of machine learning, a dataset 257 

refers to a compiled collection of data that serves 258 

as the training material for the model. By utilizing 259 

the dataset as a reference, the machine learning 260 

algorithm acquires the ability to make 261 

predictions. In order for the algorithm to 262 

comprehend what the desired output is, the data 263 

is typically first labelled or annotated. Data set 264 

consists of 3000 sentences with average of 18 265 

words in each sentence. Out of entire dataset 30% 266 

are joy sentences, 20% are anger, 20% are sad and 267 

30% are fear sentences, these sentences are 268 

collected from one of the popular Kannada news 269 

websites “kannada.webdunia.com”. 80% of 270 

dataset is used for training and remaining for 271 

testing.  272 

2.2 Tokenization 273 

Tokenization is the process of breaking up 274 

raw text into manageable chunks. The original 275 

text is divided into tokens, which may be single 276 

words or full sentences. The understanding of the 277 

context or the creation of natural language 278 

processing (NLP) models both heavily rely on 279 

these tokens. Tokenization aids in comprehension 280 

by examining the word order within the text. 281 

Tokenization can be done with a variety of 282 

programs and frameworks. NLTK, Gensim, and 283 

Keras are a few well-liked libraries for this task. 284 

2.3 Data Cleaning 285 

Data cleaning is a critical phase in NLP. Without 286 

data cleansing, the dataset is similar to a list of 287 

words that the computer cannot comprehend. In 288 

this process, duplicate, incorrect, and peripheral 289 

data elements are found, and the undesired 290 

material is modified, replaced, or deleted. In 291 

natural language processing (NLP), data cleaning 292 

entails removing numerous punctuation symbols, 293 

such as the comma ' , ', colon ' : ', exclamation 294 

mark ' ! ', hyphen ' - ', question mark ' ? ', 295 

apostrophe ' " ', brackets' {} , [] , () ', semicolon ' 296 

; ', ellipsis (***), and (...). 297 

2.4 Stop Words Removal 298 

Stop words are any words or phrases that add no 299 

meaning to a statement in any language. The real 300 

meaning of the statement will not change if these 301 

stop words are removed. The data size will drop as 302 

a result of eliminating these stop words, and the 303 

model's training time will also shorten while 304 

performance and accuracy increase. The NLTK 305 

library is one of the oldest and most widely used 306 

Python libraries for natural language processing. In 307 

the corpus module, NLTK aids in locating the list 308 

of stop words and promotes their removal. The text 309 

must be broken up into words in order to remove 310 
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stop words; if the word is found in the list of stop 311 

words provided by NLTK, it is removed. It gives 312 

you the option to add or remove stop words from 313 

the list of stop words already present in NLTK. 314 

 315 

 316 

Figure 1. Methodology 317 

2.5 Stemming 318 

Natural language processing technique 319 

stemming breaks down words to their fundamental 320 

or root form in order to group together words that 321 

are variations of the same root word. The language 322 

is normalized by a stemming algorithm, as opposed 323 

to this, which simply reduces the variety of word 324 

forms to their standardized form. The words' base 325 

form is extracted using this technique by removing 326 

affixes. It is like cutting back the branches of a tree 327 

until they are at the trunk. For instance, the word 328 

"eat" is the root of the verbs "to eat," "to eat," and 329 

"to be eaten.". In order to index the words, search 330 

engines use stemming. The result is that a search 331 

engine can only store the word's stems rather than 332 

all of its variations. Stemming accomplishes this by 333 

reducing the size of the index and enhancing 334 

retrieval accuracy. 335 

2.6 Feature Extraction 336 

Term Frequency-Inverse Document Frequency is 337 

enforced to extract features for emotion detection 338 

which identifies the importance of a word in a 339 

document with respect to the collection of 340 

documents. TF-IDF is the text vectorization 341 

mechanism which assigns word’s weight to a 342 

particular numeric value. 343 

Term Frequency is the total number of 344 

appearances of a word as compared to the total 345 

number of words in a document as shown in 346 

equation 1. 347 

 348 

𝑇𝐹 =
Number of times the term appears in the document

total number of terms in the document
 (1) 349 

 350 

Example: In the sentence ನಾನು ಪುಸ್ತಕ ಓದಿದಟ. 351 

TF (ನಾನು)=1/3=0.33 352 

TF (ಪುಸ್ತಕ)=1/3=0.33 353 

TF (ಓದಿದಟ)=1/3=0.33 354 

IDF is the frequency of usage of a word in all 355 

documents. The more frequency, lower is the score. 356 

It is calculated using the equation 2. 357 

IDF=log (
number of the documents in the corpus

number of documents in the corpus that contain term
)  (2) 358 

Assume a corpus with multiple documents: 359 

Total documents in the corpus: N=10. 360 

Number of documents containing each term: 361 

ನಾನು: Appears in 8 documents. 362 

ಪುಸ್ತಕ: Appears in 5 documents. 363 

ಓದಿದಟ: Appears in 6 documents. 364 

ಸ್ುುಂದರವಾದ: Appears in 1 document. 365 

IDF (ನಾನು)=log (10/8)=log1.25=0.0969 366 

IDF (ಪುಸ್ತಕ)=log (10/5)=log2=0.3010 367 

IDF (ಓದಿದಟ)=log (10/6)=log1.6667=0.2218 368 

 369 

 370 

 371 
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TF-IDF is calculated using following equation 3. 372 

𝑇𝐹𝐼𝐷𝐹 = 𝑇𝐹 ∗ 𝐼𝐷𝐹 (3) 373 

TF-IDF (ನಾನು)=TF (ನಾನು)×IDF 374 

(ನಾನು)=0.33×0.0969=0.0320 375 

TF-IDF (ಪುಸ್ತಕ)=TF (ಪುಸ್ತಕ)×IDF 376 

(ಪುಸ್ತಕ)=0.33×0.3010=0.0993 377 

TF- IDF (ಓದಿದಟ)=TF (ಓದಿದಟ)×IDF 378 

(ಓದಿದಟ)=0.33×0.2218=0.0732 379 

The final TF-IDF vector for the document is: 380 

Vector= [0.0320,0.0993,0.0732] 381 

 382 

The IDF score can be calculated using equation 383 

4 with base 10 logarithm and denominator is added 384 

with 1 to avoid division by zero error. 385 

 386 

𝐼𝐷𝐹 = log (
number of the documents in the corpus

number of documents in the corpus that contain term+1
) (4) 387 

 388 

After the TF-IDF features are extracted, a sparse 389 

matrix is produced. Using this matrix, 390 

classification is carried out. The machine was 391 

trained using Kannada-language classification. 392 

This method trains the classifiers in the same 393 

language as the text. It is crucial that resources are 394 

available in the same language in order to analyze 395 

the sentiment. All training and exam materials are 396 

therefore in Kannada. We used a variety of 397 

classifiers, including Linear SVC, Logistic 398 

Regression, SGD Classifier, K-Neighbors 399 

Classifier, Multinomial NB, and Random Forest 400 

Classifier, to train and test the data. 401 

2.7 Dataset Division 402 

When the given data is split into two or more 403 

subsets so that a model can be trained, tested, and 404 

evaluated, data splitting enters the picture in data 405 

science or machine learning. Data splitting is a 406 

crucial component of practice or real-world 407 

projects, and it becomes essential when models are 408 

based on the data as it ensures the creation of 409 

machine learning models. It is divided into two 410 

splits; one will be used for training (80%) and the 411 

other for testing (20%). 412 

2.8 Machine Learning Algorithms 413 

As was already mentioned, preprocessing takes 414 

place before classification. The classification stage, 415 

an essential part of sentiment analysis, divides the 416 

dataset into four groups: joy, anger, fear, and 417 

sadness. To train the model this approach has 418 

employed following machine learning algorithms. 419 

Linear Support Vector Classifier 420 

The fundamental goal of linear SVC is to 421 

categorize the given data and provide the best fit 422 

hyperplane for the data.  423 

Logistic Regression 424 

It is a classification method that estimates the 425 

likelihood of the target variables through the use of 426 

supervised learning. 427 

Stochastic Gradient Descent Classifier 428 

The Stochastic Gradient Descent (SGD) Classifier 429 

is an efficient, scalable linear model for multiclass 430 

sentiment analysis that updates model weights 431 

incrementally using a subset of training data. 432 

K-Neighbors Classifier 433 

The K-Nearest Neighbors (KNN) algorithm for 434 

multiclass sentiment analysis classifies text by 435 

assigning the sentiment label most common among 436 

the k closest labeled examples in the feature space. 437 

Multinomial Naïve Bayes 438 

It predicts a set of texts to a particular class and is 439 

based on the Bayes theorem. Every tag will have its 440 

probability for the provided sample calculated, and 441 

the highest probability tag will be returned as the 442 

output. 443 

Random Forest 444 

The Random Forest algorithm is an efficient 445 

machine learning technique that brings together 446 

various decision trees to generate accurate 447 

predictions. The algorithm makes the final 448 

prediction by combining all of the individual trees' 449 

predictions during prediction. 450 
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3 Results and Discussions 451 

3.1 Dataset Collection 452 

The data is collected from the one of the Kannada 453 

news websites known as 454 

www.kannadawedunia.com for the model's 455 

training. It consists more than 2000 Kannada 456 

phrases from the internet for four classes—joy, 457 

fear, sad, and anger. These data are kept in XLSX 458 

(Microsoft Excel) format. 459 

3.2 Classification Results 460 

Figure 2 to Figure 5 illustrates a custom input 461 

example from popular news website of Kannada 462 

language, where users can manually enter 463 

sentences to be classified as one of the four 464 

emotions—joy, anger, fear, or sad. Additionally, it 465 

provides a phrase example that has been cleaned up 466 

and stemmed. The phrase will be categorized as 467 

joy, angry, fear, or sad by the categorization 468 

method. 469 

 470 

Figure 2: Final output of an anger sentence 471 

 472 

The English version of Kannada input sentence 473 

from Figure 2 is “Vaibhav’s behavior had made me 474 

angry and irritated” for which the model generated 475 

the result as [‘Anger’, ‘Anger’, ‘Anger’, ‘Joy’, 476 

‘Anger’, ‘Anger’] by [‘Linear Support Vector 477 

Classifier’, ‘Logistic Regression’, ‘Stochastic 478 

Gradient Descent Classifier’, ‘Random Forest 479 

Classifier’, ‘Multinomial Naïve Bayes Classifier’, 480 

‘K-Neighbors Classifier’] respectively. 481 

The English version of input sentence from 482 

Figure 3 is “Fear of rejection can make it difficult 483 

to maintain confidence” for which the model 484 

generated the result as fear by all algorithms. 485 

 486 

Figure 3: Final output of a Fear sentence 487 

 488 

The English version of input sentence from 489 

Figure 4 is “I appreciate the neighbors who always 490 

come forward to help and care others.” for which 491 

the model generated the result as joy by all 492 

algorithms. 493 

The English version of input sentence from 494 

Figure 5 is “I feel a strong urge to shed tears when 495 

my co-actor's performance falls short on the stage.” 496 

For which the model generated the result as [‘Sad’, 497 

‘Sad’, ‘Sad’, ‘Joy’, ‘Sad’, ‘Sad’] by [‘Linear 498 

Support Vector Classifier’, ‘Logistic Regression’, 499 

‘Stochastic Gradient Descent Classifier’, ‘Random 500 

Forest Classifier’, ‘Multinomial Naïve Bayes 501 

Classifier’, ‘K-Neighbors Classifier’] respectively. 502 

 503 

 504 

 505 

Figure 4: Final output of a Joy sentence 506 



8 

 
 

 

 

 

 

 

 

 507 

Figure 5: Final output of a Sad sentence 508 

 509 

Table 1 shows the accuracy rates attained by various 510 

algorithms. It compares the accuracy of each algorithm. 511 

2000+ Kannada phrases were used to train the model, 512 

with testing and training datasets representing two 513 

distinct categories. Of the entire dataset, the testing data 514 

accounted for 0.2. Based on the comparison, the Linear 515 

Support Vector Classifier performed better than all other 516 

classifiers, with an accuracy score of 87.25%. Logistic 517 

Regression had an accuracy of 84.25%, Stochastic 518 

Gradient Descent Classifier was 85.25% accurate, 519 

Stochastic Gradient Descent Classifier was 85.25% 520 

accurate, Random Forest Classifier was 84.75% 521 

accurate. K Neighbors Classifier performed poorly, as 522 

evidenced by its accuracy of 74.5%, which was the 523 

lowest. 524 

Table 1: Accuracy of Algorithms 525 

SL.NO Classifier Accuracy 

1 Linear Support Vector 

Classifier 

87.25 

2 Stochastic Gradient 

Descent Classifier 

85.25 

3 Random Forest 84.75 

4 Logistic Regression 84.25 

5 Multinomial Naïve Bayes 82.5 

6 K-Neighbors Classifier 74.5  

Linear Support Vector Classifier had performed 526 

better for following reasons: 527 

• Linear SVC uses a regularization parameter 528 

(C) that balances model complexity and 529 

classification accuracy on the training data. 530 

This helps avoid overfitting, especially on 531 

smaller datasets or datasets with noisy 532 

features. 533 

• Linear SVC maximizes the margin between 534 

classes, meaning it finds the decision 535 

boundary that is farthest from the closest data 536 

points of each class (support vectors). This 537 

characteristic improves generalization to 538 

unseen data. 539 

• TF-IDF vectors often have linearly separable 540 

patterns in sentiment analysis datasets 541 

 542 

Table 2 shows the comparison between the 543 

proposed model and the existing model. Out of the 544 

existing 11 models, 5 were developed only in 545 

Kannada. Four models in Kannada code-mixed 546 

with other language (Sanghvi et.al ,2023), (Chundi 547 

et.al, 2023), (Roy ,2023) and (Fadil et.al ,2022). 548 

One in Bengali (Hasan et.al,2023), (Nag et. al, 549 

2023) in English translated. In (Sanghvi et.al 550 

,2023) the input data is restricted to 256 characters 551 

and the remaining text exceeding this limit is 552 

truncated due to which the meaning of a text may 553 

be disturbed. (Roy ,2023) experimented on 554 

transliterated English form due to which better 555 

performance is achieved for non-Kannada 556 

classification. (Hasan et.al,2023) and (Shetty et.al 557 

,2022) also puts restriction on number of tokens for 558 

each sentence and truncation is applied because of 559 

which the actual sentiment analysis may be 560 

incorrect. (Saumya et.al, 2022) accuracy of this 561 

system is 51.5% for Kannada language. (Hegde 562 

et.al, 2022)The F1-score for Kannada language is 563 

0.44. (Fadil et.al ,2022)The accuracy is 57% in 564 

Kannada language. Most of the work have two 565 

classification results as positive and negative. Our 566 

proposed model is experimented with 2000+ 567 

Kannada phrases from news websites with 6 568 

different algorithms such as Logistic Regression, 569 

Stochastic Gradient Descent Classifier, Linear 570 

Support Vector Classifier, K Neighbors Classifiers, 571 

Multinominal Naïve Bayes and Random Forest 572 
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Classifier and attained the accuracy of 87.25% with 573 

Linear Support Classifier for the four emotions 574 

namely anger, joy, fear and sad. 575 

 576 

Table 2: Comparison with Existing work 577 

 Comparision 

[2] The language used in this work are multiple 

Indian languages translated in English with 

4000 sentences. 

Emotions: Positive and Negative 

Methods Adopted: Unicode 

Identification. 

[3] Kannda-English code-mixed language with 

4K sentences. 

Emotions: Positive, Negative and neutral. 

Methods Adopted: Transformer model 

with input sentence is restricted to 256 

characters. 

Accuracy: 73%  

[4] Kannada- English code-mixed language 

with 7K sentences 

Emotions: Anger, Joy and trust. 

Methods Adopted: Naïve Bayes 

Algorithm 

Accuracy: 87% 

[5] Kannada code mixed language with 6K 

sentences. 

Emotions: Positive, Negative and neutral. 

Methods Adopted: CNN, BERT, ROBERT 
and DistillBERT. 

Methods Adopted: F1 score of 
0.66 with Kannada code mixed language. 

Performed better for non-Kannada 

sentences 

[6] Bengali with 10K Youtube comments 

Emotions: Positive, negative and neutral. 

Methods Adopted: Maxnet, SVM, 

Decision Tree, KNN, SGDC and Random 

Forest. IT imposes restriction on number of 

tokens per comment. 

Accuracy: 86% 

[7] Kannada with 691 phrases. 

Emotions: Positive, negative and mixed. 

Methods Adopted: Logistic Regression, 

KNN, Decision Tree, SVM and Naïve 

Bayes classifier. 

Accuracy: 51.5% 

[8] Tamil Malayalam and Kannnda with 7K 

sentences. 

Emotions: Positive and Negative 

Methods Adopted: Text Vectorization and 

classifier. 

Accuracy: 0.441 

[11] Kannada 8K Sentences. 

Emotions: Offensive and non-offensive 

Methods Adopted: Fusion of MPnet and 

DeepNet, CNN and SVM 

F1 score 0f 0.76  

[12] Code mixed Tamil, Malayalam and 

Kannada language. With 6K sentences in 

Kannada. 

Emotions: Positive, negative and neutral. 

Methods Adopted: DNN. 

Accuracy: 57% in Kannada language. 
Propo

sed 

Model 

2000+ Kannada Phrases 

Emotions: Anger, Fear, Joy and Sad. 

Methods Adopted: Logistic Regression, 

Stochastic Gradient Descent Classifier, 

Linear Support Vector Classifier, K 

Neighbors Classifiers, Multinominal Naïve 

Bayes, and Random Forest Classifier. 

Accuracy: Linear Support Vector Classifier 

Has performed better with accuracy of 

87.25%. 

4 Conclusion 578 

The use of social media for communication is 579 

widespread. Therefore, social media generates a lot 580 

of data each day. Sentiment analysis is therefore 581 

crucial in identifying company insights and 582 

achieving significant financial returns. For the 583 

English language, there are many sophisticated 584 

models for sentiment analysis. The work for 585 

Kannada language is very less. The proposed 586 

model had made an effort to provide a model that 587 

is effective for categorizing sentences in Kannada 588 

using several classification techniques. As part of 589 

this approach, 2000+ Kannada phrases were 590 

collected from Kannada news websites and 591 

manually labeled them as joy, angry, fear, or sad. 592 

Then these sentences are used to train our model. 593 

The preparation of data before classification is 594 

crucial. It improves model performance and 595 



10 

 
 

 

 

 

 

 

 

reduces the dataset to a higher level. Preprocessing 596 

techniques include tokenization, data cleaning, 597 

stop word removal, and stemming. Feature 598 

extraction comes after data has been preprocessed. 599 

For feature extraction, TF-IDF approach is used. 600 

The model is experimented with variety of 601 

classification techniques, including Linear SVC, 602 

Logistic Regression, SGD, K-Nearest Neighbors, 603 

Multinomial Naive Bayes, and Random Forest 604 

Classifier. The best performing algorithm overall, 605 

the Linear Support Vector Classifier, with an 606 

accuracy of 87.25%. Because the effectiveness of 607 

the model depends on the data, more data 608 

collection is still required. 609 
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