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Abstract

This paper reviews different OCR tools and libraries employed
for optical character recognition tasks. Tesseract OCR, an
open-source program that supports multiple languages and
image formats, is highlighted for its accuracy and adapt-
ability. Python-based libraries like EasyOCR, MMOCR, and
PaddleOCR are also mentioned, which provide user-friendly
interfaces and trained models for text extraction, detection, and
recognition. EasyOCR emphasizes ease of use and simplicity,
while MMOCR and PaddleOCR offer comprehensive OCR
capabilities and support for a wide range of languages. Ac-
cording to our study, which evaluates various OCR libraries,
Tesseract OCR performs remarkably well in terms of accuracy
for Indian languages like Malayalam. We focused on five OCR
libraries—Tesseract OCR, MMOCR, PaddleOCR, EasyOCR,
and Keras OCR—and tested them across several languages,
including English, Hindi, Arabic, Tamil, and Malayalam. Dur-
ing our comparison, we found that Tesseract OCR was the
only library that supported the Malayalam language. While
the other libraries did not support Malayalam, Tesseract OCR
performed well across all tested languages, achieving accuracy
rates of 92% in English, 93% in Hindi, 78% in Tamil, 74%
in Arabic, and 93% in Malayalam.

I. INTRODUCTION

Image classification and optical character recognition (OCR)
are significant areas of computer vision research. With the
continuous evolution of machine learning and deep learning
techniques, many researchers are drawn to these fields to
develop near-perfect models. Applications of OCR models
include document digitization, automated data entry, invoice
processing, text extraction from images, and even handwriting
recognition. OCR aims to convert printed or handwritten
text [1] in images or scanned documents into machine-
readable language. While several character recognition
models exist for modern languages, analyzing text in
ancient manuscripts remains challenging due to the intricate
structure of handwritten scripts. Curved lines in printed
documents can further complicate text recognition, making
character segmentation and recognition difficult. Despite
the advancements of OCR systems in major languages like

ICFOSS, Thiruvananthapuram

English and French, the OCR system for the Malayalam
language [2] is still in its early stages. This paper attempts
to explore popular OCR solutions and improve OCR systems
for the Malayalam language by leveraging OCR models used
for other languages.

Popular open-source OCR libraries like Tesseract OCR,
Keras OCR, MMOCR, PaddleOCR, and EasyOCR have
significantly advanced OCR technology, enabling the
extraction and recognition of text from various sources,
including scanned documents and images. Each OCR library
offers unique benefits and features to address different OCR
requirements. Tesseract OCR is widely used and known for
its precision and extensive language support, while Keras
OCR simplifies the development of OCR models with its
high-level API. MMOCR, based on state-of-the-art deep
learning algorithms, excels in complex text detection and
recognition tasks. PaddleOCR, built on the PaddlePaddle
platform, efficiently handles high-volume, real-time OCR
tasks.

EasyOCR is designed for ease of use, making it accessible to
developers of all experience levels. The rest of this paper is
structured as follows: Section 2 explains the OCR system’s
primary goal, and Section 3 discusses related work. Section 4
highlights research gaps in the various OCR libraries. Section
5 outlines the methodology and provides key findings from
different OCR libraries for languages like English, Hindi,
Arabic, Tamil, and Malayalam. Finally, Section 5 summarizes
the work and suggests potential future research directions.

II. OBJECTIVE

The main objective of this study is to conduct a comparative
analysis of various OCR libraries for character recognition
in multiple languages, including Malayalam, Arabic, Hindi,
English, and Tamil. We focus on Tesseract OCR, Keras OCR,
PaddleOCR, MMOCR, and EasyOCR libraries, which offer
specific strengths and features for different languages.

By assessing the efficiency and accuracy of each OCR library,
we aim to identify the most effective method for character
recognition in each language. This analysis provides valuable
insights into the strengths and weaknesses of each library,



helping us choose the one that delivers the highest accuracy
for a particular language.

Through this comparative study of OCR libraries for Malay-
alam, Arabic, Hindi, English, and Tamil, we hope to gain a
comprehensive understanding of each library’s advantages and
limitations. Our findings will contribute to the broader field of
OCR research and help determine the best OCR library for
specific language needs.

III. RELATED WORKS

Dr. V. Geetha et al. [4] When using photographs as input,
programs that use optical character recognition (OCR) as
their first step play a key role. OCR produces extremely
accurate results when used to recognize printed text, with
the majority of the data being accurately read. Even if
a few fields showed mistakes, the main cause of these
inconsistencies was the illegible or damaged quality of the
scanned documents. According to our analysis, the best
method was the combination of Local Binary Patterns (LBP)
and Support Vector Machines (SVM), which had a remarkable
accuracy rate of 96.5%. Furthermore, our survey found that
data manually entered from forms by knowledgeable people
had lesser errors than data read by an OCR system.

Chirag Patel et al. [7], algorithms for text preprocessing
and segmentation may have an impact on OCR accuracy.
Because of the image’s varied size, orientation style, and
backdrop complexity it can occasionally be challenging to
extract text from it. This paper begins with an overview
of the optical character recognition (OCR) technique. Its
open-source OCR program is then explained along with
its architecture, experiment results, and history. This work
is concluded by a comparison of this tool with another
commercial OCR program, Transym OCR, using vehicle
license plate data as input. We attempted to extract the car
number from the number plate using Tesseract and Transym
[5], and we compared these tools based on several criteria. As
vehicle number plates are the only type of input photographs,
Tesseract performs better in these specific images whereas
Transym may perform better in other types of images. Both
tools have been considered for this particular task because we
are interested in extracting the car number from the number
plate.

In their work, Thomas Hegghammer et al. [8], benchmarked
the performance of Tesseract, Amazon Textract, and Google
Document AI on pictures of English and Arabic text.
Document AI produced the best outcomes, and the server-
based processors (Textract and Document AI) outperformed
Tesseract significantly, especially for noisy documents. Arabic
has substantially lower accuracy than English. Scholars can
find better OCR solutions for their research needs by
describing the relative performance of three prominent OCR
systems and the differential effects of regularly encountered
noise types. For upcoming benchmarking research, the test

materials have been kept in the publicly accessible ”Noisy
OCR Dataset (NOD)”.

In this research, Ahmad S. Tarawneh et al. [21] explore several
machine learning algorithms, such as k-Nearest Neighbours
(KNN), Random Forests, and Naive Bayes, to use deep char-
acteristics to solve the invoice classification problem in a novel
way. According to experimental findings, using Alexnet deep
features in conjunction with the KNN classifier significantly
improves classification rates. Principal Component Analysis
(PCA) is used to reduce the dimensionality to 183 to handle
the huge number of deep features (4096), which improves
training efficiency without compromising performance. When
evaluated on real invoice data with a variety of obstacles, such
as handwriting styles, rotations, backdrops, illuminations, and
noise, the suggested methodology displays reasonable classifi-
cation rates and is validated by cross-validation methods using
multiple assessment measures.

IV. METHODOLOGY

The fundamental framework or structure of an optical
character recognition system is referred to as OCR architecture
[6]. It describes the elements and how they work together to
give the system the ability to accurately recognize text from
photos. Here is a high-level description of a typical OCR
architecture, albeit the specific design may vary based on the
OCR implementation.

Pre-processing: To optimize text extraction, the input image
is enhanced and cleaned during the pre-processing stage. It
could involve procedures like normalization, de-skewing, and
operations like noise removal and binarization (turning the
image black and white).

Text Detection: The task of text detection is to identify the
areas or bounding boxes of the image that contain text. To
effectively identify text regions, a variety of techniques are
used, including edge detection, linked component analysis,
and deep learning-based object detection models.

Text Segmentation: It is utilized to separate individual
characters or groups of characters after the text regions have
been identified. The associated components inside the text
regions are segmented and divided into distinct units for
further processing.

Feature Extraction: The most important step is feature
extraction, which involves extracting pertinent features from
the segments of segmented text or characters. While deep
learning approaches use convolutional neural networks
(CNNs) to automatically learn discriminative features from
the characters or regions, traditional methods may involve
extracting geometric features like the number of lines, curves,
or endpoints.



Figure 1. OCR Architecture

Character Recognition: The essential element of OCR is
character recognition, which uses the retrieved properties
to categorize and identify specific characters. To correctly
identify the characters, methods like template matching,
statistical models like Hidden Markov Models (HMMs), or
contemporary deep learning models like CNNs and recurrent
neural networks (RNNs) are used.

Post-processing: To increase the accuracy of the results,
post-processing entails improving the recognized text
using methods like error correction, language modeling, or
contextual analysis. To provide accurate and cohesive output,
this phase seeks to address problems like false positives or
errors generated during recognition.

Output Generation: According to the demands of the
application, the recognized text is then converted into the
necessary output format, such as plain text, structured data,
or searchable documents.

The OCR system used in this article seeks to identify printed
text in an image that is written in Malayalam, English, French,
Hindi,s and Arabic. We compare the most accurate model
for each language and suggest an OCR system that can be
constructed using Tesseract OCR, Easy OCR, Paddle OCR,
MMOCR, and Keras OCR. Figure 1 OCR Works demonstrates
how they operated.

A. Dataset
Images were gathered manually and through web scraping

from various online sources. Various languages, including
French, Arabic, Malayalam, German, Chinese, English, and
Hindi, were included in the dataset we obtained.

B. Text Extrapolated from an Image

Using automated data extraction and storage capabilities,
OCR technology is a useful business method that saves time,
money, and other resources. OCR software retrieves informa-
tion from scanned documents, camera images, and images in

Figure 2. OCR Input images

PDF format as shown above in figure 2. We can access and
edit the original content using OCR software, which separates
the letters in the image, converts them into words, and then
converts the words into sentences. Additionally, it eliminates
the need for manual data entry.

The most crucial information can be extracted from large
image documents by converting them to plain or rich text.
Recognizing the text content is more important than its
structure, font style, size, or language when using OCR to
create text from images. Although useful, this information
is not necessary for text recognition. OCR systems combine
hardware and software to convert physical, printed documents
into machine-readable text. Using hardware like an optical
scanner or a special circuit board, we copy or read the text.
The popular OCR software programs Tesseract, EasyOCR,
Keras OCR, MMOCR, and Paddle OCR can all be used
to extract text from images. Popular OCR frameworks used
for text recognition in photos include MMOCR, EasyOCR,
PaddleOCR, Keras OCR, and Tesseract OCR. Although their
basic methods and applications are different from each other,
we will give a brief description of each.

1) MMOCR: Based on the PyTorch architecture, the Open-
MMLab team created an open-source OCR toolbox called
MMOCR. In addition to text detection, recognition, and layout
analysis, it offers a variety of OCR tasks. Modern models
and methods such as TextSnake, Proposal Attention Network
(PAN), and Scene text Attention Recognition (SAR) are all
integrated into MMOCR [10]. This facilitates accurate text
recognition in challenging environments.

2) EasyOCR: EasyOCR is an open-source OCR package
that offers a simple user interface for text recognition. The
Tesseract OCR engine is built on top of it and uses deep-
learning models for accurate text extraction. Regions of inter-
est (ROIs) in the input image that include text are first iden-
tified by EasyOCR [12] using a text identification technique.
While many different algorithms can be used to recognize text,
common strategies include those that rely on edges, contours,
or neural networks. To create a user-friendly and precise
text recognition solution, EasyOCR combines the strength of



Tesseract OCR with deep learning models [11]. To accomplish
its objectives, it makes use of text discovery, deep learning-
based recognition, language modeling, and post-processing
approaches. The library simplifies the OCR’s complexities
and offers developers an easy-to-use API to incorporate text
recognition functionality into their projects.

3) PaddleOCR: It is an open-source OCR framework cre-
ated by the AI technology company PaddlePaddle [13]. It
offers a complete range of tools for text detection and recog-
nition that use trained models. With a focus on effectiveness
and usability, PaddleOCR [14] makes use of the PaddlePaddle
deep learning technology. Convolutional neural networks and
recurrent neural networks (RNN) are both used in the con-
struction of these models.

4) Keras OCR: The Keras OCR [12] library uses the Keras
Deep Learning framework to enable OCR features. It strives
to offer a straightforward and understandable user interface for
text recognition operations. Typically, OCR models based on
deep learning architectures like convolutional neural networks
(CNN) or recurrent neural networks (RNN) are combined with
pre-processing methods like picture binarization and noise
removal in Keras OCR. Keras OCR’s specific procedures may
change depending on the model or technique selected.

5) Tesseract OCR: One of the most well-known and often-
used OCR engines is Tesseract OCR [18] [19]. It has excel-
lent text recognition and is an open-source project originally
from HP now funded by Google. Tesseract combines Hidden
Markov Models (HMMs) and other machine learning algo-
rithms in addition to conventional computer vision approaches
to recognize text. The most recent Tesseract version is Tesser-
act 4, which incorporates deep learning approaches to enhance
performance as compared to earlier versions which mostly
used conventional methods. The deep learning models used by
Tesseract are built using Long Short Term Memory (LSTM)
[20]networks.

C. Estimation

We experimented with the models using two metrics: Word
Error Rate(WER) [16] and character error Rate(CER).
By contrasting the recognized text with a ground truth
or reference text, the WER, a metric used to assess the
accuracy of an optical character recognition (OCR) system,
is calculated. Based on how many word-level errors the OCR
system made, the WER is determined [9]. The following
equation can be used to get the word error rate:

WER =
S + I + D

N

Where: ’D’ represents the number of deletions (words missing
from the recognized text compared to the reference text),
’I’ represents the number of insertions (words present in
the recognized text but absent from the reference text), ’S’
represents the number of substitutions (words incorrectly
recognized), and ’N’ represents the total number of words in

the reference text.

In Character Error Rate (CER), the concept of Levenshtein
distance serves as the foundation for CER calculation [17],
which counts the fewest character-level operations necessary
to convert the ground truth text (also known as the reference
text) into the OCR output.

CER =
S + I + D

N

S is the number of ”Substitutes”.
D stands for ”Deletions”.
I indicate the number of ”Insertions”.
N is the number of characters in the ground truth, or reference
text.

WER and CER are calculated in these models to find
out each model to apply, and how many words or characters
can be inserted, deleted, and substituted manually after that
comparison.

D. Implementation
A brief explanation of how to compare and assess various
OCR libraries, including Tesseract OCR, MMOCR, Keras
OCR, Paddle OCR, and EasyOCR, is given in the document.
It lists important things including precision, language support,
pre-trained models, customization and training choices,
integration and API accessibility, speed and performance,
community and documentation, pricing and licensing, and
availability of integration and training.
The recognition accuracy of five OCR libraries—Tesseract

Libraries English Hindi Tamil Arabic Malayalam
Tesseract OCR 92% 93% 78% 74% 93%

MM OCR 89% 62% 72% 73% 73%
Paddle OCR 89% 56% 59% 91% 91%
Keras OCR 72% 68% 70% 71% 71%
Easy OCR 71% 56% 62% 67% 67%

TABLE I
COMPARISON OF OCR LIBRARIES ACROSS DIFFERENT LANGUAGES

OCR, MM OCR, Paddle OCR, Keras OCR, and Easy
OCR—across five languages—English, Hindi, Tamil, Arabic,
and Malayalam—is shown above table I. With accuracy
rates of 93% and 91%, respectively, the table demonstrates
that Tesseract OCR and Paddle OCR perform comparatively
better in a variety of languages, especially Malayalam. In
comparison, Easy OCR performs the lowest across most
languages, particularly Hindi and Arabic, while MM OCR
and Keras OCR exhibit reasonable performance.

Visualizing the differences in accuracy is made easier by
the bar graph, which compares the performance of the five
OCR libraries in various languages. In Arabic, Paddle OCR
performs better than Tesseract OCR, which is superior in
Tamil, Hindi, and Malayalam. With the exception of Keras
and Easy OCR, all libraries have a high recognition rate for
English. This graphic illustrates the large discrepancies in



Figure 3. Comparison of OCR Library Performance in different Languages

accuracy for languages such as Tamil and Hindi, particularly
with libraries such as Easy OCR.

We can ascertain the library that has the lowest error rate
across several languages by carefully examining the WER and
CER. Tesseract OCR fared better than the other four OCR
libraries in our study, where we carried out this evaluation,
in terms of accuracy and precision. Tesseract OCR was found
through study to regularly attain greater accuracy rates, making
it the best option for our particular OCR requirements. Figure
4 shows the output of Tesseract OCR in Malayalam and
English. It is important to keep in mind that the evaluation
findings may change based on the dataset, languages, and
particular use cases. To choose the best OCR library for your
particular needs, it is crucial to conduct a thorough analysis
and modify the evaluation procedure to our particular situation.

Figure 4. Output of Malayalam and English Text using Tesseract Library

V. CONCLUSION AND FINDINGS

Tesseract OCR is a well-known and flexible open-source OCR
tool praised for its precision and adaptability. It is appropriate
for a variety of OCR applications because it supports different
languages and image formats. With a user-friendly interface
and deep learning models for text extraction and identification,
EasyOCR is a Python-based OCR toolkit. A complete OCR
toolbox with cutting-edge capabilities like text detection,
recognition, and layout analysis is offered by MMOCR,
created by OpenMMLab. It offers pre-trained models based
on cutting-edge deep-learning architectures and covers a
variety of languages. Users can train and enhance models

using their datasets and also offers pre-trained models. Keras
OCR is a well-known deep-learning package that can be used
for OCR jobs. Overall, each OCR technology presented in
this context has particular advantages, and the best tool to use
relies on the particular requirements, languages, and desired
level of customization or simplicity.

Evaluating Tesseract OCR, MMOCR, Paddle OCR, Easy
OCR, and Keras OCR libraries for several languages, in-
cluding English, Hindi, Arabic, Tamil, and Malayalam, can
be valuable. Tesseract OCR stands out among these libraries
because it specializes in Malayalam OCR and achieves an
outstanding 93% accuracy. However, Tesseract OCR routinely
surpasses the competing libraries when it comes to additional
languages including English, Hindi, Tamil, and Arabic. The
key advantage is Tesseract OCR’s outstanding capability to
handle Malayalam OCR assignments. Users can take ad-
vantage of Tesseract OCR’s enhanced ability to precisely
recognize Malayalam text by utilizing it.
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