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Abstract

Grammar Error Correction (GEC) in Bulgarian
is particularly difficult because of the lack of
specialised linguistic resources and the highly
inflected nature of the language. To facilitate
research in the field we release three datasets
created using data augmentation techniques in-
spired from phonetic and syntactic phenomena
in the language. The datasets include a compre-
hensive machine-readable dictionary and two
error correction datasets containing examples
of spelling and grammar mistakes, respectively.
Additionally, we employed an encoder-decoder
transformer architecture, specifically multilin-
gual TS (mTS5), to address the task of GEC
using Neural Machine Translation (NMT). The
proposed fine-tuned model outperforms con-
temporary large language model (LLM)-based
solutions such as GPT and BgGPT by scoring
an F0.5-score of 68.18%. It is also the most
preferable in terms of output readability and
correctness according to the human-based eval-
uation we conducted.

1 Introduction

Bulgarian is a highly inflected language, i.e., words
take on different forms to convey information relat-
ing to gender, number, article, tense, case and other
properties. Because of this, a slight syntactic dif-
ference can drastically change a word’s meaning.
For example, the word ‘approach’ in Bulgarian
(‘mobsmmzkasam’) has 51 different forms (Simov
et al., 2004), all carrying different nuances about
the speaker, the action’s time frame and the level of
emotion used in uttering the word. This, along with
Bulgarian’s intricate grammar, spelling and punc-
tuation, makes mastering the language a unique
challenge.

Despite the fact that as of 2011, the literacy rate
in Bulgaria is 98.7% (National Statistical Institute,
2023), the language literacy performance of young
Bulgarian students learning the language is lower
than the average for tested countries (OECD, 2023),
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placing Bulgaria’s mean score significantly below
the average. This is troubling, as literacy is the
foundation of language proficiency and is crucial
for employability (Suarta et al., 2017), education
(Castro et al., 2011) and social integration (Abdul-
Rahaman et al., 2023).

Bulgarian Natural Language Processing (NLP)
researchers could help alleviate this problem by cre-
ating: (a) linguistic resources, i.e., datasets, that fa-
cilitate the development of language literacy tools,
and (b) error correction tools for Bulgarian. How-
ever, such resources and tools are currently lacking.

Datasets that could potentially facilitate the
development of Bulgarian NLP tools include
machine-readable dictionaries and error correction
data. An official Bulgarian dictionary called the
Institute for Bulgarian Language Online Dictio-
nary' has been made publicly available. However,
it comes with shortcomings that make it unsuit-
able for supporting the development of NLP tools.
These include its inability to recognise words un-
less they are in their base word form, low con-
fidence in recognising words that do not have a
Bulgarian etymological origin, and lack of access
to the entire word collection (preventing download
by bulk). Meanwhile, error correction data is often
required by systems that are developed or trained to
assess language validity. This pertains to datasets
that contain examples of spelling and grammar mis-
takes. There are many datasets of this kind for high-
resource languages, e.g. English (Geertzen et al.,
2013; Granger et al., 2009) and German (Meisel,
2020). However, no such Bulgarian resource is
available.

Error correction tools are underpinned by models
that verify a text’s linguistic validity, focussing on
different aspects of the language, including punc-
tuation, spelling and grammar. Bulgarian spelling
correction has been explored using noisy text mod-
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els (Gerdjikov et al., 2013). This approach was
developed using the IMPACT BG dataset> which
consists of 19t" century Bulgarian newspaper arti-
cles, which are not indicative of modern Bulgarian
communication. Grammar Error Correction (GEC)
research for Bulgarian is scarce, most likely be-
cause of the short supply of error correction data
and the inflectional nature of the language.

In this paper we aim to address the research
gap caused by the lack of appropriate linguistic
resources and absence of established solutions for
error correction by releasing open-source datasets
supporting language literacy and training a gen-
erative model for automatic GEC. We hope that
this will encourage other members of the research
community to build and compare solutions for Bul-
garian language literacy tasks.

Our contributions include: (1) the creation of
three datasets including a machine-readable Bul-
garian dictionary that includes word inflections and
Part-of-Speech tags, and two datasets produced us-
ing data augmentation, both of which contain pairs
of erroneous and corrected sentences, one with
spelling errors and the other with grammatical mis-
takes; and (2) the development and evaluation of a
GEC solution based on fine-tuning a multilingual
T5 (mT5) model (Xue et al., 2021) for neural ma-
chine translation of erroneous to correct text. The
model,? along with the dictionary,* spelling error’
and grammar error® datasets, are all open-source
and available for public use.

2 Related Work

Dataset creation and error correction techniques
are both pivotal for the success of automated lan-
guage literacy tools. We review how these have
been approached for Bulgarian and similar highly
inflected languages.

2.1 Bulgarian Datasets

Below, we provide an overview of previously re-
ported work on the development of Bulgarian lin-
guistic resources and error correction datasets.

2https://www.digitisation.eu/datasets/
impact-language-resources/
3https://huggingface.co/thebogko/
mt5-finetuned-bulgarian-grammar-mistakes
*https://huggingface.co/datasets/thebogko/
bulgarian-dictionary-2024
5https://huggingface.co/datasets/thebogko/
bulgarian-spelling-mistakes
6https://huggingface.co/datasets/thebogko/
bulgarian-grammar-mistakes

Linguistic Resources. Open-source Bulgarian
linguistic resources have been published from as
early as two decades ago. Among these is the
BulTreeBank project (Simov et al., 2002), devel-
oped by the Bulgarian Academy of Sciences (BAS),
which is considered to be the first successful ini-
tiative for large-scale curation for linguistic re-
sources in Bulgarian NLP. The CLaRK system
(Simov et al., 2003) is another notable achieve-
ment, presenting an automated system for corpora
development that includes part-of-speech (POS)
tagging and dependency extraction, utilising reg-
ular cascaded grammars. The CLaRK system is
particularly useful for high-quality POS tagging
in Bulgarian; we employed it in our work to iden-
tify candidates that can form the basis for inducing
artificial errors.

More recent projects developed textual corpora
that were drawn from specific domains such as law
and medicine (Koeva et al., 2020; Boytcheva et al.,
2020), as well as speech corpora (Dimitrova, 2021).
However, no established Bulgarian error correction
datasets have been released, hindering the progress
of NLP researchers on error correction tasks.

Error Correction Datasets. Error correction
data is particularly difficult to come by, as it ne-
cessitates a sophisticated approach to collection
and/or generation of erroneous use of language.
Systems using high-resource languages, like En-
glish (Dolgova and Mueller, 2019) and Chinese
(Rao et al., 2018) rely on authentic learner data
created by learners of the language, which can be
then annotated manually. Low-resource language
systems, however, tend to use synthetic data gen-
erated through data augmentation. This technique
does not require language learners, rather, it gen-
erates the error correction data automatically by
either:

* round-trip translation from error-free text, re-
sulting in ungrammatical sentences (Lichtarge
et al., 2019), or

e directly inducing errors in error-free text
(Grundkiewicz and Junczys-Dowmunt, 2019;
Lee and Seneff, 2008; Izumi et al., 2003).

Data augmentation was proven to be especially

useful for low-resource languages (Solyman et al.,
2023), as it provides a sustainable solution to the
data scarcity problem. In this project, we chose
to create artificial erroneous data by directly in-
ducing grammatical errors based on predetermined
linguistic rules, as there is a distinct lack of publicly
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accessible learner data from humans.

2.2 Grammar Error Correction (GEC)

GEC approaches focus on transforming erroneous
text to its correct version by identifying mistakes
and recommending suggestions. These are typi-
cally based on machine translation (MT) methods.

Machine Translation Models. Statistical Ma-
chine Translation (SMT) is a probabilistic approach
applied to GEC which, given an erroneous text se-
quence ey, ea, . . . €y, identifies the corrected text
sequence cy, Ca, . . . ¢, that maximises the probabil-
ity p(c1,ca, ... cpler, ea,. .. en). This approach is
often supported by a language model (Wang et al.,
2021), ensuring that the corrections are fluent. The
first error correction work based on SMT focussed
on noun errors (Brockett et al., 2006).

Neural Machine Translation (NMT) differs from
SMT in that it utilises neural networks to generate
corrected text output (target) given erroneous input
(source). Its strength lies in the ability of neural
networks to generalise, allowing NMT systems to
perform much better than SMT in correcting un-
seen error types (Wang et al., 2021). The first time
it was used for GEC (Yuan and Briscoe, 2016) was
ten years after SMT was first attempted, becoming
the predominant approach to solving the error cor-
rection task. Diverse architectures have been used
in NMT, such as recurrent neural networks (RNNs)
(Yuan and Briscoe, 2016), convolutional neural net-
works (CNNs) (Chollampatt and Ng, 2018; Soly-
man et al., 2019) and transformers (Zhao et al.,
2019; Grundkiewicz et al., 2019). Because of the
success of NMT approaches we utilise it for our
GEC task.

GEC for Highly Inflected Languages. GEC re-
search for Bulgarian is scarce, likely because of
the short supply of error correction data and the
inflectional nature of the language. Some efforts
have been made to detect noun-adjective disagree-
ment (Borisova et al., 2014) and to investigate how
grammars can be used for error correction (Kubon
and Platek, 1994), but at the time of writing no
machine translation approach has been proposed
for GEC in Bulgarian.

Our work aims to remedy this by training a
transformer-based model on a large collection of
grammar error mistakes and their corresponding
corrections, motivated by studies showing that M'T-
based error correction systems for morphologically
rich languages require large amounts of training

data (Rozovskaya and Roth, 2019). We employed
the mT5 model, given that it obtained encouraging
results in the correction of highly inflected lan-
guages like Ukrainian (Lytvyn et al., 2023).

3 Creating Language Literacy Datasets

One of our objectives is the development of high-
quality and open-source datasets that can be used
for a diverse range of tasks that support language
literacy. We showcase a comprehensive dictionary
and two error correction datasets consisting of sen-
tence pairs: one dataset contains spelling errors and
the other contains grammatical mistakes.

3.1 A Machine-Readable Dictionary

Our Bulgarian dictionary contains 1,147,600 en-
tries, each with a term and a corresponding part-
of-speech (POS) tag. In this project’s context, a
term is defined as either the base form (lemma)
of a word or an inflected form; in both cases, we
only include single-word terms. This would allow
a spell-checking system to perform a simple check
for each token from a user’s input to determine its
validity.

Data Collection and Preprocessing. We firstly
collected entries from two major open-source col-
lections”® due to their popularity and sufficient
word coverage. It is worth noting that some in-
flected Bulgarian words, particularly verbs, can be
supported by particles. For example, the word ‘stm’
(‘eat’) can change to ‘si1” in some forms depending
on the tense.

* ‘INAX J1a CbM I’

e ‘Ol CbM ST’

e ‘a1 cut’

Since the aforementioned dictionaries include
these multi-word terms, while a spell-checking sys-
tem would be expected to judge single tokens’ va-
lidity on their own, we break up these multi-word
terms and only look at unique sequences of char-
acters. In this way we significantly decrease the
number of terms, while still maintaining the dic-
tionary’s ability to determine if a word is spelled
correctly.

Labelling. Additionally, the POS tag of each
term is carried over from the sources we used.
The tagging scheme includes 11 tags and is based
on BulTreeBank’s tagging scheme (Simov et al.,

"https://slovored.com
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2004), but was simplified by including only a sin-
gle capitalised letter for the high-level role of the
tag (e.g., Amsf, Ansd, etc. all conflate to A for ‘ad-
jective’). Including these tags allows the dictionary
to differentiate between homonyms. For example,
the word ‘cun’ describes both the adjective ‘blue’
and the noun ‘son’, so both are included in the
dictionary with different POS tags.

3.2 Error Correction Datasets

Because of the scarcity of learner data in Bulgarian,
we propose to collect Bulgarian text data and au-
tomatically induce spelling and grammar mistakes
using data augmentation techniques. This approach
allows us to generate pairs of correct-erroneous sen-
tences, which will be necessary for training models
to correct mistakes.

3.2.1 Error-inducement Algorithm

Not all errors can appear in all sentences, as they
have specific phonetic, grammatical or lexical re-
quirements. We defined an algorithm for inducing
errors that takes a collection of source correct sen-
tences C' and a collection of error types 1" and
returns a collection of unique tuples P, each tuple
including three elements: a correct sentence ¢ € C,
an erroneous sentence e and an error type t € 7.

3.2.2 Dataset for Spelling Error Correction

Our spelling error dataset consists of 23,719 pairs
of Bulgarian sentences. In each pair, one sentence
is the original sentence collected from the source
corpus, which is presumed to be correct. The sec-
ond one is an erroneous version of the correct one,
including 1-3 spelling errors of the same type. The
dataset spans 7 different error classes based on dif-
ferent linguistic phenomena in Bulgarian and each
pair is labelled with one of those classes. To pro-
duce this dataset, the steps described below were
carried out.

Data Collection and Preprocessing. The source
data used to generate this dataset is Bulgarian
Wikipedia articles, as we consider the quality of
text in Wikipedia as being sufficient for our pur-
poses. Overall, 28 Wikipedia articles were col-
lected. The articles were fed into an spaCy imple-
mentation of a preprocessing pipeline specifically
for Bulgarian text (Berbatova and Ivanov, 2023).
Specifically, the articles underwent sentence seg-
mentation, tokenisation and POS tagging.

To remove noisy sentences, two filters are ap-
plied, removing any sentences with fewer than

three words or those without any verbs. This elimi-
nated any sentences which are too short to be useful
erroneous candidates. A total of 5817 sentences
were retained after this step.

Labelling. The seven error types listed below
were automatically induced. For incorporating cer-
tain types of errors in a sentence, specific sounds
or characters need to be present.

1. Vowel Stress Change. If a vowel is not in
stressed position,” change it to the respec-
tive vowel counterpart'® (e.g. ‘kpbroa’ —
‘Kpbragr').

2. Assimilation. If two neighbouring conso-
nants differ in their voice quality,'! change
the former consonant so it follows the voice
quality of the latter (e.g. ‘mocranoBka’ —
‘mocranodxka’).

3. Word-final Devoicing. If there is a voiced
consonant at the end of the word, change the
consonant to its voiceless form (e.g. ‘macus’
— ‘macud’).

4. Double Consonant Loss. If there is a double
‘T’ or double ‘u’, remove one of them (e.g.
‘mpoJsierTa’ — ‘TIpeosiera’).

5. Consonant Clusters. If a specified consonant
cluster is present (e.g. ‘ctu’, ‘3mH’, ‘TIT’),

remove ‘T’ or ‘1’ (e.g. ‘MecTHO' — ‘MecHO’).
6. Random Character. Introduce a random
character into a word (e.g. ‘Momwmue’ —
‘mMomrue’).

7. Semantic Change. If a character replacement,
removal, addition or swap operation causes
a word to result in a different word, which
is spelled correctly, change it (e.g. ‘xoeTo’
(‘which’) — ‘korero’ (‘kitten’)).

It is worth noting that the resulting spelling cor-
rection dataset was not used for training any of
the models presented in this work. Nevertheless,
such a dataset is still necessary for quantifiable
evaluation of any spelling correction model and it
may prove useful to other members of the research
community.

The data distribution presented in Figure 1 shows
the frequencies of the different types of spelling
errors within the dataset.

A vowel in stressed position is pronounced longer and
louder than an unstressed one.

19Bulgarian vowels are paired in terms of where they are
articulated in the mouth, e.g. ‘a’ and ‘v’

"' Consonants in Bulgarian are separated into voiced and
voiceless, with the majority of them forming pairs.
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Figure 1: Error type distribution in the spelling error
dataset.

3.2.3 Data set for Grammar Error Correction

Our grammar error dataset consists of 7588 error
pairs. Similarly to the spelling error dataset, in
each pair, the first sentence is the original correct
sentence and the second one contains an induced
error. Each erroneous sentence has only one in-
duced grammatical error, which can be one of four
erTor types.

Data Collection and Preprocessing. The source
of the sentences is a combination of Wikipedia arti-
cles and Bulgarian data from the OSCAR project.'?
The same 28 Wikipedia articles in the spelling er-
ror dataset were used, in addition to 959,112 doc-
uments from the OSCAR dataset. The OSCAR
documents were collected from open-source online
materials, so the grammatical validity of the data
may not be as good as Wikipedia. However, the
Wikipedia articles are too similar in terms of writ-
ing style. Because of this, the errors induced from
them are too similar; thus, including OSCAR di-
versified the dataset, allowing for a more balanced
grammar error distribution.

Preprocessing steps that are similar to those
applied on the spelling error dataset were used.
Specifically, all documents were fed into a pipeline
to perform sentence segmentation, tokenisation and
POS tagging. Only sentences with three words or
more and contained a token tagged as a verb were
kept. Here, the POS tagging component of the
CLaRK System (Simov et al., 2003) was used,'?
available via Mate Tools, a toolkit developed by

2https://oscar-project.org
13https://bultreebank.org/clar‘k/
bulgarian-nlp-pipeline-in-clark-system/

Part-of-Speech (POS) Tag Groups
1 {Ncmsf, Ncmsh}
{Pie-0s-m, Pie-as-m},

2 {Pre-os-m, Pre-as-m},
{Prp—s-m, Prp—s-f, Prp—s-n, Prp—p}
3 {V-1p}

{ Amsi, Afsi, Ansi, A-pi},

4 {Amsh, Afsd, Ansd, A-pd},
{Amsf, Afsd, Ansd, A-pd}

Table 1: POS tags used in the mappings for inducing
different types of grammatical errors: (1) article misuse,
(2) pronoun misuse, (3) incorrect verb suffix and (4)
noun-adjective disagreement.

University of Stuttgart’s Institute for Natural Lan-
guage Processing. '

Labelling. The error types in the dataset fall un-
der four types. The process of inducing grammati-
cal errors is more sophisticated than in the case of
the spelling error dataset, as the former required
understanding of text that goes deeper than syntax.

Errors were induced by identifying a word with

a source POS tag and then switching that word for
a different inflected form with a target POS tag.
The four error types are defined below.

1. Article Misuse. If there is a masculine noun
with a definite article form, change it to its
indefinite form, and vice-versa (e.g. ‘cuabT’
— ‘cuna’).

2. Pronoun Misuse.
change its form:

If there is a pronoun,

* with respect to the object/subject, similar
to the use of ‘I’ and ‘me’ in English
(e.g. ‘KoifTo’ — ¢ KOroro’).

» with respect to grammatical gender
and/or count (e.g. ‘auuTo’ — ‘4uiTO’).

3. Incorrect Verb Suffix. If there is a verb in
the first person plural form that ends with ‘m’,
append an ‘e’ (e.g. ‘ameMm.” — ‘sueme.’).

4. Noun-adjective Disagreement. If there is a
noun-adjective pair, introduce disagreement
in terms of count and/or grammatical gender
(e.g. ‘kpacuBa’ — ‘Kpacus’).

The introduction of errors was implemented by
defining mappings for source part-of-speech tags to
target part-of-speech tags; these tags are provided
(organised in one or multiple separate groups for
each error) in Table 1. The mappings from source
to target tag is generated by computing all possible
combinations within each group; for instance, for

1Z‘https: //www.ims.uni-stuttgart.de/en/research/
resources/tools/matetools/
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Figure 2: Error type distribution in the grammar error
dataset.

article misuse, there is only one group with two
POS tags. It follows then that there are only two
possible mappings: {Ncmsf — Ncmsh, Ncmsh
— Ncmsf}. The second error type contains three
groups and overall defines 16 mappings (2 from
the first, 2 from the second and 12 from the third).
The tags follow the tagging scheme introduced by
BulTreeBank (Simov et al., 2004). An exception to
the aforementioned process is the third error type
which regards incorrect verb suffix misuse. Here,
there is only one group with only one relevant POS
tag, which is used to identify verbs to append an
incorrect suffix to, rather than build mappings from.

The distribution of grammatical error types in
our dataset (Figure 2) is influenced by how com-
mon the relevant POS tags (corresponding to the
error types) are.

4 Fine-tuning mTS for GEC

4.1 Dataset Selection

For our GEC experiments, we decided to focus on
only two of the four error classes we defined, i.e.,
article and pronoun mistakes, as these are consid-
ered to be the most prevalent errors in Bulgarian
writing. Filtering the examples based on these error
types left us with 3297 pairs. Out of these, we re-
tained only the pairs where neither of the sentences
exceeded a 300-character limit, as we consider any
sentences longer than that to be anomalous. In the
end, 3090 pairs remained. This dataset was utilised
for model training and evaluation, whereby subsets
with 72%, 18% and 10% of the data were used for
training, validation and testing, respectively.

4.2 Model Training

Whereas the original T5 (Raffel et al., 2020) model
works exclusively for English, the mT5 model sup-
ports multilingual text. Our proposed approach is
based on fine-tuning the mT5 model, which has pre-
viously demonstrated encouraging performance for
GEC in other highly inflected languages (Lytvyn
et al., 2023). Specifically, we employed the trained
mT5 model available from Huggingface.!”

During the training stage, an mT5 model takes
two sequences, i.e., the source and the target, and
learns to transform the first into the second. In
our case this would have the source sequence as
a sentence with an error and the target sequence
would be the same sentence, but corrected. An
example is given below.

* Source (erroneous): ‘Emanyesa cemma Ha

CTOJBT.

» Target (correct):

crona.’

‘Emanyena cejHa Ha

The translation for both is ‘Emanuela sat on the
chair” However, in the source sequence, the word
‘chair’ (‘crosrbr’) is used in its definite form, in-
stead of indefinite (‘crosnia’). This constitutes a
grammatical mistake, as only the subject of the
sentence should be used in its definite form.

In order to determine the most optimal values of
training hyperpameters, we conducted grid search,
whereby the search space was defined based on the
hyperparameter values below.

» weight decay rate: {0.1, 0.01, 0.001}

* learning rate: {0.00002, 0.0002, 0.002}

* training batch size: {4, 8}

All 18 hyperparameter combinations were used
in fine-tuning the mT5 model for 16 epochs. The
process was repeated three times to allow us to
take the average over the results, ensuring stable
performance.

As can be observed in the visualisation in Figure
3 which presents the validation loss according to
the hyperparameter values, a learning rate of 0.002
seems too high, with lower rates yielding better per-
formance. Given this, we performed an experiment
to compare the other two learning rates, 0.0002
and 0.00002 (see Figures 6 and 7 in the Appendix).
Upon using these two learning rates, it became evi-
dent that the former is a better choice. Following
this, the final hyperparameter combination that we
chose is: learning rate = 0.0002, weight decay =
0.01, batch size = 8. We also decided to fix the

Bhttps://huggingface.co/google/mt5-base
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validation loss

batch size

learn rate
Hyperparameters

weight decay

Figure 3: Validation loss for various hyperparameter
values: weight decay, learning rate and batch size.

number of epochs to 4, as our experiments showed
that this leads to the lowest validation loss.

5 Evaluation

5.1 Dictionary

Our dictionary contains both lemmas and inflected
forms, unlike the official one released by The Insti-
tute for Bulgarian Language which only contains
lemmas. As a means for evaluating its coverage,
we randomly selected 20,000 entries from our dic-
tionary. These were then checked against the of-
ficial dictionary and it was found that only 1292
were present. Within the 93.51% of the missing
words, most are inflected versions of base word
forms. This only goes to show how existing dictio-
nary resources do not exhibit sufficient coverage
for spell-checking tasks.

5.2 GEC Model

Evaluation of the model is performed by comparing
its performance on the GEC task with two contem-
porary large language models (LLMs) that can han-
dle Bulgarian: gpt3.5-turbo!® and BgGPT.!” De-
spite its name which implies that it is based on GPT
(Brown et al., 2020), BgGPT is in fact a fine-tuned
Mistral model (Jiang et al., 2023). Both of our
chosen models for comparison are decoder-only
transformers, and rely solely on autoregressive gen-
eration. Ideally, evaluation should be performed
using other encoder-decoder models; however, no
suitable alternatives that can handle Bulgarian were
found.

16https://platform.openai.com/docs/models/
gpt-3-5-turbo

17https://huggingface.co/INSAIT—Institute/
BgGPT-7B-Instruct-ve.1

Our evaluation involves both quantitative and
qualitative comparison, utilising standard metrics
and a survey among human participants, respec-
tively.

5.2.1 Quantitative Evaluation

The two LLMs were evaluated based on the com-
monly used strategy of zero-shot prompting (Rosa
et al., 2021), whereby no training examples are
provided to the models prior to evaluation. Both
models were prompted with each input example
from the test set (309 sentence pairs) three times,
averaging metric results to account for random-
ness. Additionally, as prompt engineering has been
shown to greatly impact LLLM responses (Marvin
et al., 2023), two different prompts were utilised.

1. Correct the mistake: [erroneous sentence]

2. Look at the following sentence and rewrite
it, fixing any mistakes if there are any: [erro-
neous sentence]

The performance of the models, including our
fine-tuned mT5 model, is presented in Table 2 in
terms of precision, recall and F0.5-score (i.e., F
score, where 8 = 0.5). GEC models are typi-
cally evaluated with this F-score setting since the
CoNLL-2014 shared task on GEC (Ng et al., 2014),
because a lower 3 score places a higher emphasis
on precision, i.e., scoring higher for ensuring pre-
dicted tokens are correct, rather than correcting all
mistakes.

In this scenario, a true positive (TP) is an er-
roneous token that has been replaced by its cor-
rected version with respect to the gold reference
data. Meanwhile, a false positive (FP) is a correct
token being wrongly replaced and a false negative
(FN) is an erroneous token that remains unchanged.
If a token is erroneous but has been replaced with
a token that is not the one specified by the gold
standard, it counts both as an FP and an FN.

Our proposed fine-tuned mT5 model outper-
forms all variants of the contemporary models.
Both gpt3.5-turbo and BgGPT scored high on re-
call, i.e., they corrected a majority of the errors.
However, a low precision score implies they tend
to over-correct. Their ‘corrections’ oftentimes do
not introduce new errors; they simply reword the
source sentence. Nevertheless, they were prompted
to only correct errors and rewording runs the risk
of changing the sentence semantically.

The proposed fine-tuned mT5 model is not only
able to obtain higher recall than both models, but


https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://huggingface.co/INSAIT-Institute/BgGPT-7B-Instruct-v0.1
https://huggingface.co/INSAIT-Institute/BgGPT-7B-Instruct-v0.1

Precision Recall F0.5-score
gpt3.5-turbo (prompt #1) 37.51 (+5.40) 60.52 (+5.45) 39.34 (£ 5.45)
BgGPT (prompt #1) 33.07 (£5.25) 59.87 (£5.47) 35.03 (£ 5.32)
gpt3.5-turbo (prompt #2)  38.62 (+5.43) 66.02 (+5.28) 40.74 (£ 5.48)
BgGPT (prompt #2) 30.18 (£5.19) 62.33(£5.40) 32.33(+5.26)

Fine-tuned mT5 (Ours)

68.12 (£ 5.20)

68.61 (£5.17)

68.18 (£ 5.19)

Table 2: Comparison of models for GEC, including 95% confidence intervals.
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Figure 4: Proportion of pairwise model preference
counts for fine-tuned mT5, gpt3.5-turbo and BgGPT.
Rows indicate the winners (preferred model) and
columns correspond to their respective opponents.

BgGPT

mt5 GPT BaGPT

also outperforms them across all metrics, especially
in terms of F0.5-score. This ensures that the model
actively attempts to exclusively correct errors.

5.2.2 Qualitative Evaluation

To assess the correctness, readability and under-
standability of our proposed solution, we have con-
ducted a survey to compare the performance of the
three GEC models from the previous section: Bg-
GPT, gpt3.5-turbo and our fine-tuned mT5 model.

Design. Examples in the test set were used to
prompt the proposed solution, as well as BgGPT
and gpt3.5-turbo, based on prompt #1, resulting
in 309 sentence triplets. The survey included only
triplets where all three model predictions are differ-
ent from one another. In the survey, 13 questions
were presented: the first 8 were related to article
misuse and the last 5 focussed on pronoun mis-
use. We refer the reader to Figures 8 and 9 in the
Appendix for examples of questions presented to
participants as part of our survey.

Results. Overall, 67 Bulgarian native speakers
completed the survey. They were recruited by con-
tacting Bulgarian social media groups and Al com-
munities in Bulgaria. Each response served as an in-
dication of pairwise preferences, resulting in 2613
comparisons, provided in Table 3 in the Appendix.

1030
1024.06

1010 mo}.cs

Score

961.17
1

mts gpt3.5-turbo BgGPT
Model

Figure 5: Bradley-Terry scores from survey rankings
for our fine-tuned mT5 model, gpt3.5-turbo and BgGPT
with 95% confidence intervals.

Our fine-tuned mTS model obtained the highest
preference count, with a total of 963. Its preference
count proportions, visualised in Figure 4 (57% and
53% vs GPT and BgGPT, respectively) are higher
than those of the respective alternative models.

Inspired by the ChatBot Arena'® (Zheng et al.,
2024), we built a Bradley-Terry model to assign a
score with confidence intervals to each GEC model
based on the responses. As shown in Figure 5, our
fine-tuned mT5 model was able to perform better
than the contemporary LLMs with a statistically
significant difference.

6 Conclusion

This paper presents a state-of-the-art solution for
Bulgarian GEC based on the encoder-decoder
transformer model mT5, which surpasses LLMs
like gpt3.5-turbo and BgGPT. Additionally, we
present a contribution in the form of datasets
supporting Bulgarian language literacy, including
a machine-readable dictionary and two datasets
with erroneous-corrected sentence pairs: one for
spelling and the other for grammar mistakes.
Future work could investigate additional spe-
cialised initiatives regarding the collection of natu-
ral learner data from Bulgarian learners. Addition-
ally, language literacy entails punctuation; there
is active NLP research in restoring and correcting
punctuation in texts (Gravano et al., 2009; Tekir
et al., 2023), which can be explored in Bulgarian.

Bhttps://chat.lmsys.org


https://chat.lmsys.org

Limitations

Whilst the dictionary collection was evaluated for
its coverage, the error correction datasets were gen-
erated automatically assuming that the source text
is correct.

Our proposed GEC model was trained to iden-
tify and correct Bulgarian grammar errors that are
based on article and pronoun misuse. Thus, in its
current version, it is unlikely to perform well on
other types of errors. In addition, the model was
not trained to be correct in terms of facts pertaining
to people or events, and therefore using the model
to generate such content is out-of-scope.

Ethics Statement

The presented datasets and models utilise open-
source and publicly available resources (e.g.,
Wikipedia, OSCAR) that do not contain the names,
contact information, addresses, birth dates or other
information that can be considered private and/or
sensitive.

The survey that we conducted to qualitatively
evaluate GEC models did not require users to pro-
vide any personal information and no such data
was collected for this project.
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Appendix

|| mT5 GPT BgGPT

mT5 - 500 463
GPT 371 - 529
BgGPT 408 342 -

Table 3: Pairwise preference counts across the GEC

models. Rows indicate the winners (preferred model)

and columns correspond to their respective opponents. . .
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Figure 9: Survey question asking a participant to rank a
correction for a pronoun misuse error.
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