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Abstract

Negotiation is a crucial aspect of daily life,
spanning from personal agreements to orga-
nizational contracts. As AI continues to evolve,
the delegation of negotiation tasks to machines
is becoming increasingly feasible. However,
while research on English negotiation bots is
progressing, similar advancements in other lan-
guages, particularly Arabic, are lacking. This
paper presents the first design of Arabic nego-
tiation bots, employing two approaches. The
first approach involves utilizing a pre-trained
Large Language Model (LLM) for this task via
prompt engineering, while the second leverages
Meta’s "Deal or No Deal" framework, integrat-
ing a sequence-to-sequence (Seq2Seq) model
with reinforcement learning (RNN-RL). We in-
troduce and release two new datasets tailored
for the models, including LLM prompt instruc-
tions and an Arabic dataset for the RNN-RL
model. Our experiments demonstrate both the
potential and limitations of these approaches,
providing essential insights into their perfor-
mance and outlining future research directions
for multilingual negotiation bots.

1 Introduction

Negotiations occur in various contexts, from in-
dividuals haggling over a purchase to companies
discussing contracts and governments seeking eco-
nomic advantages (Halver, 2022; Founders, 2022).
With the recent advancements in chatbots, negotia-
tion has emerged as an ideal application for artifi-
cial intelligence (AI), enabling intelligent agents to
negotiate and cooperate effectively.

Research on English negotiation bots has
evolved, initially employing game theory and rule-
based approaches (Jennings et al., 2001; Hussain,
2014; Balachandran and Mohammadian, 2015; Ko-

ley and Rao, 2018), followed by deep learning
methods that achieved significant success in nat-
ural language processing. Meta’s work (Lewis
et al., 2017) laid the foundation for product nego-
tiation using two sequence-to-sequence (Seq2Seq)
recurrent neural networks (RNN) models repre-
senting the buyer and the seller. Those models
were trained in a supervised fashion using human-
developed negotiation data, with parameters fur-
ther improved through reinforcement learning (RL).
Building upon Meta’s RNN-RL models, several
other works (He et al., 2018; Wang et al., 2019;
Zhou et al., 2019; Mishra et al., 2022; Raut et al.,
2023) introduced further improvements, includ-
ing strategies for emotion, persuasion, and polite-
ness. Furthermore, transformer-based sequence
models like generative pre-training transformer
(GPT) models for negotiation bots have been de-
veloped (Fu et al., 2023). While those English ne-
gotiation bots have seen continued advancements,
research on non-English negotiation bots, including
Arabic, remains unexplored.

To address this research gap, we introduce two
approaches to automate non-English negotiations
with application to Arabic and create, to the best
of our knowledge, the first Arabic negotiation bots.
In our first approach, we propose utilizing a pre-
trained large language model (LLM), namely GPT-
3.5 Turbo, to automate Arabic negotiations through
prompt engineering. Moreover, as a baseline, we
develop an Arabic negotiation model using a combi-
nation of a Seq2Seq RNN with reinforcement learn-
ing (RNN-RL), which is inspired by Meta’s popular
"Deal or No Deal" model (Lewis et al., 2017). To
train the RNN-RL model, we create the first Ara-
bic negotiation dataset by automatically translating
Meta’s English negotiation dataset (Lewis et al.,



2017). Our experimental results demonstrate the
superiority of the LLM approach based on human
evaluation across various metrics such as negotia-
tion coherence, complexity, language quality, style
and. dynamics.

In summary, our contributions in this paper in-
clude the introduction of the first Arabic negoti-
ation bots along with the following methods and
datasets:

• A zero-shot prompt engineering approach that
can be used to tailor pre-trained LLMs to au-
tomate negotiations.

• A baseline model for Arabic negotiation bots
using Seq2Seq with reinforcement learning.

• A dataset of prompts that can be used to in-
struct pre-trained LLMs to perform negotia-
tions.

• An Arabic negotiation dataset.

2 Related Work

Many approaches have been explored in the de-
velopment of negotiating bots. Early work em-
ployed game theory, focusing on rational actions
for self-interested agents. These approaches uti-
lized strategies like monotonic concession, where
one or both negotiation parties must concede each
time an agreement is not reached, following spe-
cific methods to determine the conceding agent and
the extent of the concession (Jennings et al., 2001).
Incorporating game theory into negotiation consid-
ers that the agent must select the best strategy from
the space of all possible strategies, which often
requires computationally expensive calculations.

Other approaches (Hussain, 2014; Balachandran
and Mohammadian, 2015) used rule-based meth-
ods, which relied on a set of if-then statements to
determine the negotiating agent strategy. These
rules dictated how the agent should respond in dif-
ferent situations during the negotiation process. An-
other traditional approach employed in the devel-
opment of negotiating agents was the use of heuris-
tics (Koley and Rao, 2018) to guide the decision-
making process. One heuristic is based on the
observation that there is an inverse relationship be-
tween an issue’s preference and how frequently its
value changes during negotiations. Another heuris-
tic was based on the correlation between the prefer-
ence for a value and its frequency of being offered.

These heuristics help in understanding the oppo-
nent’s preferences and adjusting the negotiation
strategy accordingly. All of the aforementioned
approaches to building a negotiating bot rely on a
handcrafted set of rules and they lack the capability
to truly negotiate using natural language.

Many recent works used deep learning to de-
velop negotiating bots. The work in (Lewis et al.,
2017) is the first to apply deep learning techniques
to build an end-to-end model for natural language
negotiation. The model learns both linguistic and
reasoning skills using supervised and RL tech-
niques. In (He et al., 2018), they addressed the
problem of degeneracy of the work in (Lewis et al.,
2017) by decoupling the negotiating strategy from
language generation. In (Wang et al., 2019), they
focused on persuasion strategies using a human-
human persuasion dialogue dataset with persuasion
strategy annotation. In (Zhou et al., 2019), a ne-
gotiation coach provided tactics to help the seller
achieve improved deals by employing an LSTM-
based model to generate tactic suggestions. In
(Mishra et al., 2022), they trained and fine-tuned
a LM using RL while considering various sub-
rewards for persuasion, emotion, politeness, co-
herence, and repetitiveness. In (Raut et al., 2023),
they developed a persuasive sales agent to persuade
a buyer to buy a target item. The authors used
a GPT-2 model combined with RL that has four
sub-rewards (Repetitiveness, consistency, action
consistency and sentiment). They employed meta-
learning to extend the model’s capabilities to han-
dle new sub-domains in negotiations.

As we are building the foundations for Arabic ne-
gotiation bots, we chose to adopt the foundational
work of (Lewis et al., 2017) while also exploring
the use of LLMs. To the best of our knowledge,
our work is the first to explore using deep learning
in the area of Arabic negotiation bots.

3 Negotiation Scenario and Dataset

Our negotiation scenario works as follows: two
agents (seller and buyer) are presented with the
same set of items (e.g., books, hats, and balls), and
their task is to allocate these items among them-
selves, ensuring that each item is assigned to only
one agent. The negotiation process begins with
the buyer and seller attributing their own values
to each item in the set. The negotiation involves
a series of exchanges guided by established rules,
emphasizing effective communication and strate-



gic decision-making, with the overarching goal of
optimizing the value for each participant. The nego-
tiation process continues iteratively until a terminal
state is reached, resulting in either a successful
"DEAL" or an unsuccessful "NO DEAL" outcome.
In each iteration, the average price of the sale is
measured before and after incorporating feedback.

To build a dataset that can be used to train the
Seq2Seq model and evaluate the LLM, we used
the dataset from (Lewis et al., 2017), which con-
sists of human-human negotiation dialogues that
were collected through Amazon Mechanical Turk.
Each dialogue involves items like books, hats, and
balls, with each item having predefined attributes
and values. The dataset comprises a total of 5808
dialogues derived from 2236 unique scenarios1.
Subsequently, the dataset was translated into Ara-
bic using the Google Translate API. The dataset
was further examined to ensure a native speaker
can easily interpret the semantics despite the im-
perfections in the translation. An example showing
a clean Arabic translation of an English sample
is provided in Figure 1. This dataset was then di-
vided into training (80%), validation (10%), and
test (10%) sets 2.

Figure 1: A sample English sentence and its Arabic
translation

4 LLM Approach

To achieve automated negotiation, we first explore
the capabilities of using a pre-trained LLM to per-
form such negotiations using zero-shot prompting.
We chose GPT-3.5 Turbo for its ability to incor-
porate feedback and improve over time. It also
enables extension to other languages and multilin-
gual negotiations.

In contrast to the RNN-RL model, which is
trained using the training and validation sets, the
GPT-3.5 model is evaluated using a zero-shot learn-
ing approach. Specifically, the GPT-3.5 model is
not fine-tuned on our dataset; instead, we apply
it under a zero-shot learning scheme. We chose

1Link to The original English dataset: English Dataset.
2The specific data splits will be made publicly available

with the datasets.

the zero-shot approach for GPT-3.5 to demonstrate
its ability to handle Arabic negotiation dialogues
without requiring task-specific training.

For the GPT-3.5 model, the inputs are provided
as structured natural language prompts that define
the negotiation scenario. These prompts include
information such as the items being negotiated, the
roles of the buyer and seller, and any specific con-
straints like price ranges or preferences. Based on
this input, GPT-3.5 generates full sentences in natu-
ral language that simulate the negotiation dialogue.
These outputs can include offers, counteroffers,
justifications, or explanations, allowing the model
to engage in realistic, context-driven exchanges
throughout the negotiation process.

4.1 LLM Negotiation Instructions
We direct the LLM to engage in self-play mode,
emulating the negotiation strategies of two distinct
participants: a buyer (e.g., Amani) and a seller (e.g.,
Sameer). Figure 2 shows a sample prompt used to
instruct GPT-3.5 Turbo to perform negotiations.
Detailed instructions given to the LLM, along with
their translations in English, are provided in the
Appendix.

To ensure controlled evaluations, we provide
clear Arabic instructions and establish a fixed price
range of $10 to $20 to guide the self-play negotia-
tion of GPT-3.5 Turbo.

The guidelines for the negotiation game, detailed
in the Appendix, play a crucial role in directing
GPT-3.5 Turbo during self-play. A sample of these
instructions is shown in Figure 4. The guidelines
provide predefined rules and instructions for the
LLM to take on the roles of both the seller and the
buyer, maintaining the integrity of the negotiation
process and enabling meaningful evaluations of the
LLM’s negotiation abilities.

Throughout the game, the seller’s (Sameer) re-
sponses prompt the buyer (Amani), and vice versa,
with each response conditioned on the entire con-
versation history.

4.2 LLM Features for Advice on Negotiation
Tactics

We include specific instructions for the LLM to
provide suggestions to the buyer, inspired by prior
work in English (Fu et al., 2023), aiming to negoti-
ate the best possible price. We construct the Arabic
textual interactions to have the LLM play the roles
of both the seller (Sameer) and the buyer (Amani)
in a negotiation game centered around the sale of

https://github.com/facebookresearch/end-to-end-negotiator/tree/master/src/data/negotiate


a product (e.g., a balloon). The seller aims for a
higher selling price, while the buyer strives for a
lower purchasing price.

To implement this, we employ a hard-coded ap-
proach where the seller (Sameer) initiates the nego-
tiation in Arabic, as shown in Figure 3.

The LLM provides advice on negotiation tactics
to both the seller and the buyer in the negotiation
game. Buyer-specific feedback focuses on helping
the buyer (e.g., Amani) secure lower prices, while
seller-specific feedback aims to assist the seller
(e.g., Sameer) in achieving higher selling prices.
The impact of AI feedback on GPT-3.5 Turbo’s
negotiation abilities is assessed for both roles.

For buyer feedback, the LLM analyzes previous
interactions and generates four recommendations
to help the buyer (e.g., Amani) secure lower prices.
For seller feedback, the LLM analyzes prior inter-
actions and provides four recommendations to the
seller (e.g., Sameer) for achieving higher selling
prices. Detailed buyer-specific and seller-specific
Arabic instructions and their English translations
are shown in the Appendix.

5 RNN-RL Approach

Our second approach, which we use as a baseline to
compare the LLM approach against, is inspired by
previous work on English negotiation bots (Lewis
et al., 2017). This model operates using the negoti-
ation scenario described earlier between buyer and
seller until a a deal is reached.

For the RNN-RL model, the inputs are more
structured and consist of the current dialogue his-
tory, represented as tokenized sequences, along
with the agent’s goals, which include item values
and preferences. Additionally, the model takes into
account previous negotiation actions, such as of-
fers made by the agent. Based on these inputs,
the RNN-RL model generates actions that align
with the current state of the negotiation, with these
actions typically corresponding to offers or coun-
teroffers that influence the flow of the dialogue.

We use a Seq2Seq Recurrent Neural Network
(RNN) model composed of Gated Recurrent Unit
(GRU) to generate responses and offers. The
model’s parameters are further optimized using
reinforcement learning (RL) to maximize its utility.
The workflow of the RNN-RL model is depicted in
Figure 5. Figure 6 provides an illustration of the
RNN internal model architecture.

The RNN model consists of three GRUs: GRUg,

GRUw, and a bidirectional GRUo, each serving a
distinct role:

1. GRUg: This GRU encodes the agent’s in-
put goals. It takes the agent’s goals as input
and processes them to obtain a final hidden
state (hg). This hidden state represents a con-
densed representation of the agent’s goals and
is subsequently used to condition the language
generation process based on these goals.

2. GRUw: At each time step t, this GRU takes
as input the previous hidden state ht−1, the
previous token xt−1, and the input goals hg to
generate the next token.

3. GRUo: Toward the end of the dialogue, a final
decision o is generated using a bidirectional
GRUo and an attention mechanism.

First, the Seq2Seq RNN model is trained to min-
imize the negative log likelihood of the generated
response, conditioned on the input goals, and of
the outputs, conditioned on the dialogue history
and input goals. We establish two agents, the buyer
(e.g., Amani) and the seller (e.g., Sameer), both
trained using our training data as described in the
beginning of this section.

Using RL, the seller’s parameters remain fixed,
while the buyer agent seeks to improve its own pa-
rameters through interactions with the seller. After
a complete dialogue between the seller and the
buyer, the buyer’s parameters are updated, tak-
ing into account the negotiation outcome. The
future reward R for each action xt taken by the
buyer agent is computed, considering factors such
as the achieved score rbuyer, dialogue length T ,
a discount factor γ, and a running average of re-
wards µ. The objective in RL is to optimize the
expected reward for each action xt. This optimiza-
tion is achieved by calculating the gradient of the
reward function using the REINFORCE algorithm
(Williams, 1992). The approach allows the buyer
agent to update its parameters and enhance its per-
formance by learning from the outcomes of its in-
teractions with the seller.

6 Experiments

In this section, we describe a series of comprehen-
sive experiments designed to evaluate the perfor-
mance and effectiveness of the proposed Arabic
negotiation bots using the LLM and the RNN-RL.
Our evaluation aims to illustrate the capabilities



Figure 2: Sample Arabic prompt given to GPT-3.5 Turbo and its English translation for negotiating items

Figure 3: Opening Arabic prompt given to GPT-3.5 Turbo and its English translation for negotiating price of a
balloon

Figure 4: Sample of additional instructions given to GPT-3.5 Turbo in Arabic along with its English Translation

Figure 5: The Workflow of the RNN-RL Model

and limitations of these models in simulating real-
world negotiation scenarios.

6.1 RNN-RL Evaluation

Our first experiment aims to evaluate the RNN-RL
for negotiations using our translated negotiation

Figure 6: Seq2Seq RNN Model Architecture

dataset. We use cross-entropy loss and perplexity
as evaluation metrics. Cross-entropy loss measures
the dissimilarity between the predicted probabil-
ity distribution on the vocabulary and the true dis-
tribution of the target text. Perplexity is used to



assess the model’s performance by measuring its
level of surprise when encountering new data. To
compute perplexity, text is segmented into words
or tokens. The model predicts the probability of
the next word based on context, and the entropy
of these predictions is calculated. Lower entropy
means more confident predictions. Perplexity is
derived by raising 2 to the power of entropy, with
lower values signifying better predictive perfor-
mance. Lower perplexity indicates higher model
confidence and better data comprehension, as it
assigns higher probabilities to correct words. Typ-
ically, perplexity values range from 10 to several
thousands. Smaller values denote better language
modeling, while larger values suggest lower cer-
tainty and accuracy in predicting the next word.

The RNN-RL model achieved a cross-entropy
loss of 705.607, resulting in a very high perplexity
(e705.607). Furthermore, the percentage of nego-
tiations where both agents reached an agreement
increased from 66% to 72.2%, when transitioning
from the RNN-based buyer agent to the RNN-RL-
based buyer agent. This suggests that the RL model
exhibited enhanced negotiation capabilities.

It is worth noting that the performance of the Ara-
bic RNN-RL model compared to its English coun-
terpart was notably inferior. The English RNN-RL
model’s perplexity was at 1.768, which is much bet-
ter than the Arabic model’s perplexity of 705.607.
These gaps in performance between the two lan-
guages confirm the complexity of the Arabic lan-
guage, which will require larger datasets to achieve
learning levels comparable to English. These gaps
will constitute a good exploration for future re-
search.

Additionally, we observed some issues that were
consistent with observations in English models. We
noticed that The RNN-RL model, at times, expe-
rienced degeneracy issues and generated inaccu-
rate texts. This inaccuracy was primarily attributed
to the challenges encountered during fine-tuning
with RL, leading to less reliable and contextually-
relevant responses.

6.2 LLM Evaluation and Comparison to
RNN-RL

Our second experiment evaluates the ability of the
LLM approach in simulating negotiation dialogues
for the purpose of item allocation based on ex-
tracted values. We used the same test data that was
used to evaluate the baseline RNN-RL approach in

our first experiment.

6.2.1 Data Conversion to Prompts
The initial step of this experiment involved the ex-
traction of item values from our test set, which
comprises a diverse array of items with associated
values that participants typically negotiate over.
These values were then transformed into structured
prompts specifically designed to engage GPT-3.5
Turbo in a negotiation scenario.

To facilitate a realistic and dynamic negotiation
dialogue, we converted the test set into a series of
conversion prompts. These prompts were carefully
crafted to encapsulate the essence of negotiation
by introducing the value and desired outcome for
each item. Subsequently, we introduced the dia-
logue of one agent as input into GPT-3.5 Turbo.
This approach allowed us to simulate a negotiation
process where the LLM, acting as one negotiating
party, responds to and engages with the pre-defined
agent’s dialogue.

6.2.2 Criteria for Human Evaluation
While the RNN-RL model was evaluated based
on cross-entropy and perplexity, such measures
were not possible with the LLM model as it would
require internal access to model’s behaviors. In-
stead, we employed a human evaluation to compare
the negotiation dialogues generated by the LLM
approach versus those generated by the baseline
RNN-RL approach. To facilitate a comprehensive
and objective assessment, we defined the following
five performance metrics.

1. Coherence: This metric assesses the logical
progression of the negotiation, focusing on the
flow of offers, counteroffers, and the overall
dialogue structure. A coherent dialogue ex-
hibits a logical sequence that enhances under-
standing and facilitates a realistic negotiation
scenario.

2. Complexity: Complexity evaluates the dia-
logue’s depth in terms of vocabulary richness,
sentence structure, and the use of advanced
negotiation tactics. This metric reflects the
sophistication and nuance embedded in the
negotiation dialogue.

3. Language Quality: Focusing on the dia-
logue’s linguistic aspects, this metric exam-
ines grammar accuracy, vocabulary appropri-
ateness, and fluency. For dialogues conducted



Figure 7: An illustration of the RNN-RL buyer model (Amani) demonstrating determination in negotiation to
successfully achieve its goal and reach a maximum score

Figure 8: An example highlighting the degeneracy of the RL model (Amani)

in Arabic, special attention is given to the use
of Modern Standard Arabic, where applicable.

4. Style: This metric assesses the stylistic el-
ements of the dialogue, including language
appropriateness for the negotiation context,
tone matching, and the use of persuasive lan-
guage techniques. A high score indicates a
dialogue that adeptly adopts a style conducive
to effective negotiation.

5. Negotiation Dynamics: Evaluates the real-
ism and effectiveness of the negotiation strat-
egy. This includes the use of concessions,
counteroffers, persuasive tactics, and how
power dynamics are represented within the
dialogue.

These metrics were chosen to capture the multi-
faceted nature of negotiation dialogues, encompass-
ing logical flow, linguistic sophistication, stylistic
appropriateness, and strategic effectiveness.

To ensure an unbiased and thorough evaluation,
five human evaluators were enlisted, each with ex-
pertise in negotiation and a proficient understand-

ing of the Arabic language. Evaluators were in-
structed to rate each dialogue on a scale of 1 to 5 for
each metric. The evaluators received comprehen-
sive guidelines to ensure a consistent understanding
and application of the evaluation criteria.

6.2.3 Results of Human Evaluation

Tables 1 and 2 present the evaluation scores as-
signed by each of the five evaluators for the LLM
and the RNN-RL approaches, respectively.

As can be seen from the two tables, the LLM
approach scored significantly better on all evalu-
ation metrics, compared the RNN-RL approach,
with the former receiving a rating above 4 on all
performance metrics on average. The disparity
underscores the advanced capabilities of the LLM
approach in generating complex, coherent, and con-
textually appropriate dialogues that are perceived
as more human-like by the evaluators. The evalu-
ation results thus suggest that the LLM approach
can be a valuable tool for simulating negotiation
dialogues, which could have practical applications
in automated negotiation systems and training en-
vironments. On the other hand, the RNN-RL ap-



proach’s poor performance highlights the limita-
tions of earlier neural network architectures in deal-
ing with the nuanced demands of negotiation dia-
logue generation.

6.2.4 Impact of LLM’s Negotiation Advice on
Final Negotiated Price

To assess the impact of LLM’s advice on negotia-
tion tactics and their subsequent impact on price
negotiation, we conducted an experiment involving
20 negotiation rounds. We recorded the final price
in each round both with and without incorporating
feedback. In the experiment, the objective was to
determine how feedback influences the final nego-
tiation prices. Feedback was provided either to the
buyer or the seller in separate rounds.

When feedback was provided to the buyer, we
observed a noticeable shift in negotiation dynamics.
As shown in Figure 9a, the average final price de-
creased from $17 before feedback to $15 after feed-
back. This reduction suggests that feedback helped
moderate buyer expectations, leading to more cost-
effective negotiation outcomes.

In contrast, feedback provided to the seller
yielded different results. As illustrated in Figure
9b, although the average price for 20 rounds de-
creased, individual rounds showed mixed patterns.
Some rounds had higher final prices after feedback,
while others had lower prices. This inconsistency
highlights the complexity of the seller’s role in
negotiations, especially in the context of Arabic
negotiations.

We also encountered challenges with the Arabic
LLM following instructions. At times, the LLM
did not show any negotiation and needed reminders
of the instructions. Other times, it required multiple
reminders to provide the requested feedback. These
issues are due to the linguistic complexity of Ara-
bic, which is characterized by complex sentence
structures and varying levels of formality. This
complexity sometimes led to misinterpretations or
off-topic responses.

Finally, we found that the LLM’s feedback was
more effective when addressing buyers compared
to sellers. This discrepancy is likely due to a data
imbalance, as GPT-3.5 Turbo was trained on more
data related to buyers than sellers. This imbalance
resulted in divergent performance levels and high-
lights the need for future model development to
address such issues.

7 Discussion

7.1 Verbose LLM versus Brief RNN-RL

Our overall experimental results indicate that the
LLM approach has a stronger ability to generate
rich and contextually relevant text during negoti-
ations, compared to the RNN-RL approach. This
richness in text allowed for more detailed and ex-
pressive interactions. The agents in the LLM en-
gaged in deeper conversations about preferences,
justifications, and the reasoning behind their deci-
sions. In contrast, the negotiations with RNN-RL
model tended to be more direct and efficient, re-
sulting in faster resolution. The agens in the RNN-
RL approach often engaged in succinct exchanges,
where communication revolved primarily around
item quantities and simple trade proposals. This
straightforward approach typically led to a quicker
consensus on item distribution, with little room for
nuanced discussions or elaborate text.

7.2 LLM Creativity but with Mistakes

Despite the sophistication of GPT-3.5 Turbo, we
noted that the negotiation outcomes diverged signif-
icantly from those generated by RNN-RL approach.
Even when provided with the same initial set of
items, the approaches’ strategies for dividing these
items exhibited marked variations. Illustration sam-
ples are provided in the Appendix. The benefits of
the LLM approach came with certain challenges.
Throughout the negotiations, we encountered occa-
sional mistakes, such as instances where the LLM
approach’s participants would incorrectly allocate
item quantities, leading to discrepancies in the total
count. These errors sometimes necessitated correc-
tive actions to restore the integrity of the negotia-
tion process.

7.3 LLM Hallucination

As commonly known for LLM, there were halluci-
nation instances while negotiating with the LLM
approach, where the buyer and seller agreed to
split items that, in practice, cannot be physically
divided, such as a ball. This was often done to
maintain fairness in the negotiation, but it high-
lights the limitations of current LLM models in
understanding the practical constraints of item di-
vision. Such challenges point to areas for potential
improvement in LLM-driven negotiation systems,
where AI agents could benefit from a deeper grasp
of real-world limitations.



Evaluator Coherence Complexity Language Quality Style Negotiation Dynamics
1 5 5 4 4 4
2 4 4 4 4 4
3 5 5 4 4 5
4 5 3.5 4.5 5 4
5 4 4 4.5 5 4.5
Average 4.6 4.3 4.2 4.4 4.3

Table 1: Human Evaluation of the LLM Approach

Evaluator Coherence Complexity Language Quality Style Negotiation Dynamics
1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 2 1 2
4 1 1 1 1 1
5 1 1 1 1 1
Average 1 1 1.2 1 1.2

Table 2: Human Evaluation of the RNN-RL Approach

(a) Negotiation Dynamics Before and After Feedback to Buyer

(b) Negotiation Dynamics Before and After Feedback to Seller

Figure 9: Comparison of Negotiation Dynamics Before and After Feedback

7.4 LLM’s Ease of Training

In regards to the overhead needed to develop a ne-
gotiation model, the creattion of the LLM-based
negotiator was enabled with minimal human inter-

vention. To achieve this, we just had to engineer
a specific prompt in Arabic. This tailored prompt
served as a conduit for GPT-3.5 Turbo to enter self-
play mode, assimilate the rules of the game, and



instigate negotiations autonomously. On the other
hand, the RNN-RL approach required extensive
training procedures employed for standard deep
learning models. This procedure encompassed data
collection, model architecture design, and super-
vised training with negotiation dialogues.

7.5 Future Work
The research in this work highlighted several areas
that need to be addressed in future research:

• The scarcity of high-quality training data spe-
cific to Arabic negotiations.

• The LLM approach exhibiting more general
responses when providing feedback in Arabic
compared to English.

• The variation in behavior and performance
when the LLM assumed different roles (buyer
or seller) in Arabic negotiations.

• The complexity of Arabic, with its intricate
sentence structures and varying levels of for-
mality, posed challenges in context compre-
hension, leading to occasional misinterpreta-
tions or off-topic responses.

• The LLM struggling at times to utilize feed-
back effectively without explicit reminders at
the start of negotiations, highlighting the need
for improved responsiveness to feedback.

• The imbalance in training data between buyer
and seller.

8 Conclusion

In this paper, we laid the foundation for research
and development of automated negotiation bots for
non-English with application to Arabic. To this
end, we proposed the utilization of LLMs via zero-
shot prompt engineering. We also introduced the
first end-to-end deep-learning approach for Ara-
bic negotiation, using a Seq2Seq GRU-RNN with
Reinforcement Learning, which was trained us-
ing a translated benchmark for negotiation bots.
Our experimental results indicate that customizing
a LLM such as GPT-3 Turbo is successful at au-
tomating negotiations in Arabic, albeit with some
risks of hallucination and the absence of guardrails.
The observed limitations in model performance,
particularly in generating coherent responses and
handling feedback, emphasize the importance of
addressing language-specific complexities. Efforts

to improve Arabic LLMs, enhance data quality, and
reduce language-specific discrepancies in feedback
are essential steps toward achieving more effective
Arabic negotiation bots. LLMs must be trained and
fine-tuned using data that accurately reflects the lin-
guistic and cultural nuances of the target language.
Addressing training data imbalances, especially re-
garding the roles of buyers and sellers, is another
potential for future work. Balancing the represen-
tation of different negotiation scenarios can lead to
more consistent and reliable model performance.
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10 Appendix

Arabic Instructions and Corresponding English Translations Given to GPT-3.5 Turbo



Arabic Instructions and Corresponding English Translations Given to GPT-3.5 Turbo

Instructions and Suggestions for Buyer Role (Amani) with English Translations



Instructions and Suggestions for Seller Role (Sameer) with English Translations



Comparison of RNN-RL and GPT-3.5 Turbo Negotiation Outcomes (Example 1)

Comparison of RNN-RL and GPT-3.5 Turbo Negotiation Outcomes (Example 2)


