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Abstract

We present our findings from a usability study of an interactive semantic parsing system for knowledge-based
question answering (KBQA). The system is designed to help users access information within a knowledge base
without having to know its query language. The system translates the user’s question into the query language,
retrieves an answer, then presents an English explanation of the process so that the user can make corrections if
necessary. To our knowledge, our work is the most thorough usability study conducted for such a system and the only
one that uses crowdworkers as participants to verify that the system is usable for average users. Our crowdworkers
participate in KBQA dialogues using 4 versions of a system based on the framework by Mo et al. (2022) and answer
surveys about their experiences. Some key takeaways from this work are: 1) we provide evidence for the benefits of
interactivity in semantic parsing with human users and using generated questions in lieu of templated representations,
2) we identify limitations of simulations and provide contrasting evidence from actual system use, and 3) we provide
an examination of crowdsourcing methodology, in particular the trade-offs of using crowdworkers vs. a specially
trained group of evaluators.
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1. Introduction

You:
What is the official language of the country that contains Al Shargia Governorate?

Semantic parsing endeavors to translate everyday
language into formal representations of meaning,
encompassing structures like APl invocations, SQL,
and SPARQL queries. Even as large language

Agent:
Here's how | understood this question:

mOdelS (LLMS) make headway on the taSk (XU 1.QNgrE;;e:ltllzogr;;fnyouﬁndtheAI Shargia Governorate?
et al., 2023), parsing still grapples with significant 2. What is the capital of the above-named nation?
hurdles: (1) parsers struggle with accuracy, un- ALLWERCarn
able to reliably handle the inherent amblguﬂy and Are the above sub-questions accurate in relation to the complex question?
diverse paraphrases characteristic of natural lan- LEER
guage querieS, and (2) the parSing prOCGSS remains Would you like to insert, delete, replace, or edit a sub-question?
opaque to users, impeding their ability to compre- Ol @D @htse QR
hend and Verify reSU|tS (Chen et al'! 2023) Please select the sub-question you would like to edit:
Addressing these obstades, recent work delves O 1. In what nation can you find the Al Shargia Governorate?

® 2. What is the capital of the above-named nation?

into interactive semantic parsing, which involves
human users in providing feedback to enhance
system accuracy. Mo et al. (2022) does this
for knowledge-base question answering (KBQA),
developing an interactive framework to correct hatis the offical anguage of the above-named nation? m
parses that offers a step-by-step explanation of
the predicted query and allows users to cor-
rect each step using natural language. In ad-
dition to this system, they release the INSPIRED
(INteractive Semantic Parsing for CorREction with
Decomposition) dataset to facilitate further explo-
ration of interactive semantic parsing for KBQA. ity study in which we have Amazon Mechanical Turk
This dataset uses target questions from the Com-  (henceforth MTurk) workers test four different ver-
PLEXWEBQUESTIONS (CWQ) dataset (Talmor and  sions of a system using an interface developed us-

Figure 1: Example of the user interface on Amazon
Mechanical Turk, created using the ParlAl/Mephisto
system (Miller et al., 2017; Urbanek and Ringshia,
2023).

Berant, 2018). ing the ParlAl/Mephisto platform (Miller et al., 2017;

Using the INsPIRED dataset and the framework  Urbanek and Ringshia, 2023), which allows dia-

developed by Mo et al. (2022), we conduct a usabil-  logue tasks to be run on MTurk. An example of the
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Figure 2: A high level overview of the framework
described by Mo et al. (2022) for their interactive
semantic parsing framework for KBQA.

interface can be seen in Figure 1, where the user
is given the target question: What is the official lan-
guage of the country that contains [the] Al Sharqgia
Governorate? For each dialogue, users are given
a target question (originally from the CWQ dataset).
These questions are multi-hop, meaning that they
require more than one reasoning step to answer
(hence the complex in CoMmPLEXWEBQUESTIONS).
Mo et al. (2022) use a finetuned Transformer model
(Vaswani et al., 2017) as a base automatic seman-
tic parser to convert the question into a SPARQL
query. They then decompose the query into pieces
and translate those pieces to natural English sub-
questions using a generation model.

We divert slightly from this method by first trans-
lating the query pieces into templated English using
rule-based translation and then using a T5-based
seq2seq model to translate the templates to natu-
ral language. This added step was implemented
because query languages are unlikely to be well-
represented in the pretraining data of the trans-
former, which makes the task more difficult (Kale
and Rastogi, 2020). We then show these ques-
tions, along with intermediate answers retrieved
from Freebase, to the user who can then use radio
buttons to indicate whether or not the sub-questions
and answers are correct. If they are not, the user
can provide edits via further radio button selection
(insert, delete, replace, or edit) and a text box for
typing new questions (see Figure 1). The system
then takes these edits and uses a parse correction
model to try to generate a new parse, which again
gets translated to natural-language sub-questions.
This process, in theory, can repeat as many times
as necessary. Figure 2 shows an overview of the
system framework. To evaluate the viability of this
system for real use, we recruited 48 crowdworkers
to conduct dialogues in various conditions.

The contributions of this paper are as follows: 1)
We provide a methodology for a thorough usability
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study of the system using crowdworkers (Section
2). This methodology consists of a careful task de-
sign in which crowdworkers perform tasks in two
systems and compare them. 2) We provide evi-
dence of the benefits of the system designed by
Mo et al. (2022) and identify areas for improvement
(Section 3). In particular, we validate the choice to
use interactivity, which had been shown to be help-
ful in previous work (Tian et al., 2023; Narechania
etal.,, 2021; Yan et al., 2023; Elgohary et al., 2021),
though mostly through user simulation. We provide
external validity with human users. We also validate
the use of a generation model instead of templated
representations of questions. In terms of areas for
improvement, we find that there are gains to be
made in how dialogue context is best leveraged. 3)
We examine the usability study with a critical eye
and outline some lessons learned, which can help
future research and usability studies (Section 4).
We outline difficulties of Amazon Mechanical Turk
and examine the trade-offs of using crowdworkers
instead of a dedicated group of evaluators.
All data and models can be found on Github .

2. Usability Study Design

Our motivations for conducting a usability study
were three-fold: 1) We wanted to verify that our
system allows users of all types, even novices, to
query knowledge bases with complex questions.
The goal of our system is to elucidate the parsing
process by decomposing the parse and translating
it to understandable English sub-questions. It is
designed to be intuitive and easy to use, so wanted
to verify that this is indeed the case. 2) We wanted
to identify problems and areas of improvement for
the system. 3) We wanted to analyze how different
aspects of the system influence user experience
and success. We achieved this through ablations,
testing a total of four systems.

2.1.

The first system is called the Full system, as it has
no ablations. In this system, we use “fully con-
textualized” parse correction and generation mod-
els (see Figure 3 for further explanation). We use
a model very similar to the best parse correction
model from Mo et al. (2022), which is a finetuned T5
seg2seq model that takes the user’s current correc-
tion, the original target question, and any previous
sub-questions as input and outputs a corrected par-
tial parse. The only difference in our model is that,
instead of outputting a partial SPARQL query, it
outputs a templated English version of the query.
As mentioned, we do this because seq2seq models

System Designs

"https://github.com/ashleylew/KBQA_
Interactive_Semantic_Parsing
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Figure 3: A comparison of the Full and Decontextualized systems, which differ in the inputs on which
the models are trained and tested. As you can see, the Full system is given more grounding information
in the inputs of each model to use to produce an output. Example content can be found at the top of
the diagram, which corresponds to the example in Figure 1. Not shown here is the Templated system
which would follow the same method as the Full system but would terminate at step 3, as it does not use
a generation model. The Non-Interactive system does not use either model.

tend to perform better on text-to-text tasks as op-
posed to text-to-query-language, as the query lan-
guage is unlikely to be nearly as well represented
in its training data (Kale and Rastogi, 2020).

Likewise, the generation model is also fully con-
textualized and translates templated English ques-
tions to natural language ones. Further, the first
author conducted extensive experimentation to im-
prove the generation model and thus we use the
best version from those experiments. Full details
can be found in Appendix A.

The remaining three systems each ablate an as-
pect of the Full system. The second system is a
non-interactive baseline in which the user is simply
shown the target question and its decomposition
(natural language sub-questions and intermediate
answers) and asked if it is correct. Users cannot
make edits in this system. This allows us to gauge
how informative the decomposition process is and
establish a baseline by which to assess the value
of interaction. While many papers do this via simu-
lation (Mo et al., 2022; Yao et al., 2019; Yan et al.,
2023; Elgohary et al., 2021), we wanted to know in
practice how helpful it is.

The third system is decontextualized, meaning
that neither the parse correction nor the genera-
tion models have access to the target question or
previous sub-questions in their input. This means
that they are mirrors of each other; the parse
correction model takes a natural language sub-
question (from the user) and produces a templated
sub-question which can be translated to a partial
SPARQL query using rule-based translation. The
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generation model, meanwhile, takes that templated
sub-question and outputs a natural language ver-
sion. Mo et al. (2022) show that a contextualized
model has better accuracy than a decontextualized
one and thus in this study we seek to verify that
this is the case. A comparison of the the Full and
Decontextualized systems can be seen in Figure 3,
which uses the same example as Figure 1.

The fourth system shows the templated sub-
questions directly, not using the generation model
at all. The other components remain the same as
the Full system. We expected that the templates
would be harder for users to understand in relation
to the target question, based on the difference in
BLEU scores between the natural language ques-
tions and templates in the INSPIRED dataset when
referenced with the target question. The templates
have an average of 2.13% for BLEU-1 scores, while
the natural language questions score 17.59%. To-
gether, the third and fourth systems allow us to
assess the impact of the generation model and
the third system allows us to investigate the role of
context in both models.

To compare these systems, we set up three head-
to-head comparisons of the Full system versus
each of the ablated systems. A given crowdworker
moves through a pipeline in which they complete
10 dialogues in one system (full or ablated), com-
plete a 5-question survey about those dialogues,
then complete 10 more dialogues in the other sys-
tem and the survey about the second group of 10
dialogues, plus 3 questions that compare the two
systems. At the end of each survey there is a com-



Officially Inferably User Deemed

Comparison System Correct Correct Corroot

Full vs. Tem Full 57.75 61.75 74.251
1eMP Temp 5650  58.50 65.00

Full vs. Decon Ful 59.25 62.00 69.75
' Decon 58.75 61.75 70.75

Full vs. Non Full 59.00 62.007 70.75
' Non 16.25 19.25

Table 1: Success rates of each system in each
comparison (Full vs. Templated, Full vs. Decontex-
tualized, and Full vs. Non-Interactive). t indicates a
significant difference at a p-value of less than 0.05
using a paired-sample T-test.

ment box for any other feedback.

We estimated that workers would be able to com-
plete one round of the comparison pipeline in 1 hour,
estimating that each dialogue takes 2-3 minutes to
complete and the surveys about 2 minutes apiece.
We allow workers to do all three comparisons if
their work is adequate, though workers never see
a given target question more than once.

2.2,

For this study, we wanted to balance selecting
target questions that are representative of the IN-
SPIRED test set, but also are exceptionally challeng-
ing, to thoroughly test and tease out the differences
between systems. After conducting a power analy-
sis with an estimated effect size of 0.2, we selected
400 questions that adequately represent all the cat-
egories and facets in the INsPIRED dataset (and thus
the CWQ dataset on which it is based), but also
over-represent characteristics that make queries
more difficult for the system to predict. An overview
of this selection can be found in Appendix B.

Item Selection

3. Results

The following sections outline the results of the us-
ability study. In Section 3.1, we look at the success
of the dialogues in each system and number of ed-
its used. In Section 3.2, we compare the systems
based on the surveys that workers completed.

3.1.

To gauge the differences between the systems, we
first look at the success rates of the 400 dialogues
in each system. By success, we mean that the
user is able to reach a correct final answer. This
measure, however, is slightly more nuanced than it
might first seem. In Table 1, we use three different
measures of success. The first is Officially Cor-
rect, which means that the user confirmed that the
sub-questions and answers were correct and the
final answer exactly matched the gold answer for
that query. The second is Inferably Correct, which

Dialogue Results
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means that, when the user confirms that the de-
composition is correct, the correct answer is easily
inferable from the final answer.

(1) Target Question: When did the sports
team that plays at Hilltop Park last win a
championship?

Gold Decomposition:

1. What team plays at Hilltop Park?
Answer: San Francisco Giants

. What World Series has that team
won?
Answer: 2010 World Series, 2012
World Series

. When did these events occur?
Answer: 2010 World Series: 2010,
2012 World Series: 2012

. Of these, which is the most recent?
Answer: 2012 World Series

In (1), one can easily discern the final answer
from the answer of sub-question 2. This is not
always the case for superlative questions; often
the final two questions are necessary. However,
in cases where it is not, we count the dialogue as
Inferably Correct.

The third category is User Deemed Correct, in
which we determine that the user is satisfied with
the answer they receive even if it is not correct.
We include this category due to a curious trend
we observe in which users seem to frequently mis-
understand the target question. This is not a new
phenomenon; Yao et al. (2019) observe the same
issue in the human evaluation of their system. Our
suspicions are strengthened by two factors: first,
at the end of each dialogue and survey, users are
given a text box to give feedback and flag any con-
fusions or concerns, in which they frequently com-
ment on the difficulty of understanding the target
question. Second, we strongly emphasize in the
tutorial and crowdworker communications that for
each dialogue they can perform a maximum of 5
edits and that they must use all 5 if the decomposi-
tion and/or answer is incorrect. We find, however,
that users frequently do not do this and in the ma-
jority of those cases, they have reached an answer
to the dialogue (meaning that the final answer is
not None). This seems to indicate that they believe
the answer to be correct.

Thus, for the User Deemed Correct category, we
include dialogues in which either 1) the user does
not use all 5 of their available edits but reaches an
answer even if it is incorrect, or 2) the user com-
ments that they believe the decomposition to be
correct but the final answer is None. We suspect
that more questions could fall into this category, par-
ticularly because the user must answer affirmatively



the question Are the above sub-questions accurate
in relation to the complex question? in order to
end the dialogue. However, because we cannot
verify the user’s interpretations and it is possible
that they answer yes to this confirmation question
for reasons other than believing it to be accurate
(such as wanting to move on to the next task), we
conservatively define this category. We also omit a
small number of cases in which there were genera-
tion model errors (18 in total), in case they misled
users into thinking a decomposition was correct
when it was not. Further explanation and exam-
ples of these omissions can be found in Appendix
C. The issue of users misunderstanding the target
question will be discussed further in Section 3.3.

Table 1 shows that the Non-Interactive system is
significantly less successful on all measures than
the Full system, demonstrating that interactivity
greatly improves performance, which validates re-
sults seen in simulation by others (Elgohary et al.,
2020, 2021; Yan et al., 2023; Yao et al., 2019). We
also see that the Decontexualized system does not
perform significantly differently than the Full system,
perhaps indicating that context is not as important
as we anticipated. Last, we find that the Templated
system performs significantly worse than the Full
system in the category of User Deemed Correct,
which seems to indicate that users found it easier to
extract meaning out of the generated sub-questions
than the templated ones.

Figure 4 shows the breakdown of how many edits
were used for each dialogue in the Templated and
Full systems and the success rates (based on the
inferably correct category). It shows that dialogues
tend to be most successful after 1 or 2 edits, and
success drops dramatically around 4 edits. The
same graph for the Full and Decontextualized com-
parison, which had no significant differences, is in
Appendix D. The comparison between the Full and
Non-Interactive systems is not shown because the
latter does not allow for edits.

Figure 4 also shows that there are many more
5-edit unsuccessful dialogues in the Templated sys-
tem than the Full system. This seems to be due
in large part to users stopping earlier with the Full
system because the questions were easier to un-
derstand. Of the dialogues that have 4+ edits, we
observe that 36.05% of them in the Templated sys-
tem are cases where the user was able to get the
correct final answer, but continued making edits,
compared to 20.56% in the Full system. We as-
sume this is because the templated questions were
confusing enough to be misleading. It is noteworthy
that our parse correction model was blocked from
producing the same corrected question twice, ex-
cept when the user used the exact same language
in their feedback. This means that sometimes, par-
ticularly in the Templated system, the user did not
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Comparison System Effort Metric Difference

Full vs Temp Full 0.2877 0.0519%
Temp 0.2358 p = 0.0054

Full vs Decon Full 0.2780 0.001498
Decon 0.2795 p = 0.9463

Table 2: Efficiency of dialogue systems. The table
summarizes the effort metric comparisons between
Full and Templated systems, and Full and Decon-
textualized systems. Statistical significance is indi-
cated with {, which represents a p-value less than
0.05 using an approximate randomization test.

recognize that they had the correct answer and
continued editing, unable to reproduce the correct
answer again. See Appendix E for an example.

In evaluating the efficiency of the dialogue sys-
tems and assessing the relative worth of each edit
made, we employed a metric of effort defined as
the ratio of successful (inferably correct) dialogues
to the total number of edits made, regardless of
the dialogue’s outcome. These numbers can be
seen in Table 2. To rigorously test the significance
of this observed difference, we employed approxi-
mate randomization testing. Details of this can be
found in Appendix F.

The significant difference in effort between the
Full and Templated systems strongly suggests that
the type of system indeed impacts the efficiency
of dialogues. The difference between the Full and
Decontextualized system was non-significant, how-
ever, again suggesting that the systems did not
perform substantially differently. This result seems
to demonstrate the superior efficiency of the Full
system over its Templated counterpart in facilitating
successful dialogues with fewer edits.

This result, along with the User Deemed Correct
difference seen in Table 1, provides evidence that
the natural language questions are easier to under-
stand than the templated questions. This tracks
with our assumption that the natural language ques-
tions in INsSPIRED more closely resemble the target
question.

3.2. Survey Results

Table 3 shows the results of the surveys that each
worker completed (2 per worker, per comparsison).
The top section (questions 1-5) shows the average
scores on the survey that workers completed af-
ter every batch of 10 dialogues in a given system.
These results give us insights into user impressions
of the different systems and we can see that they
tend to cluster around the middle values. There
are no significant differences between the Full and
Decontextualized systems and only one significant
result between the Full and Templated systems,
for I felt confident using the system, in favor of the



Full vs Templated Systems
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Figure 4: A comparison of the success rates for the Full vs. Templated systems (using three different
categories — officially correct, inferably correct, and user deemed correct) and the number of edits
attempted by the user.

Question Comparison1  Comparison2  Comparison 3
Full Temp Full Decon Full Non

| thought the system was easy to use. 217 2.35 2.10 2.05 2.11 1.67f

2 | would imagine that most people would  2.24 2.56 217 2.05 2.16 1.71f
learn to use this system quickly.
| felt confident using the system. 1.93% 242 1.98 1.95 2.11 1.93
The system was usually able to answer 2.43 2.49 2.24 2.19 2.32f 3.00
the questions correctly.

5 It took a reasonable amount of timeto  2.29 2.19 2.10 2.00 2.25 1.67%
complete a dialogue.

6 Which of the two systems was easierto 58.97 41.03 43.90 56.10 30.00 70.00f
use?

7 Which system answered more ques- 56.41 4359 53.66 46.34 67.507 32.50
tions correctly?

8 Which system gave you more confi- 58.97 41.03 43.90 56.10 70.00" 30.00
dence that the final answers were cor-
rect?

Table 3: Survey results for each comparison. Users completed a survey of the first 5 questions after
completing 10 dialogues in a given system. They answered using Likert scale responses: 1) Strongly
Agree, 2) Agree, 3) Disagree, 4) Strongly Disagree (Lower scores are better). Significance was determined
using a paired sample t-test. The last three questions were answered after completing a full comparison
pipeline (10 dialogues in each system) and users selected only one of the two options for these questions.
Significance was determined using a binomial test. { indicates a significant difference with a p-value of
less than 0.05.

Full system. This indicates that the templated sub-  most people would learn to use this system quickly)
questions increased users’ confusion and eroded  and the final one (/t fook a reasonable amount of
confidence. Unsurprisingly, there are significant  time to complete a dialogue), the difference is in
results in the Full vs. Non-Interactive systems com-  favor of the Non-Interactive system, but this likely
parison. For the first two questions (/ though the  has a great deal to do with the lack of interaction.
sytem was easy to use and | would imagine that  Users merely had to answer the question “Are these
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sub-questions correct in relation to the Target Ques-
tion?” and leave comments if necessary, making
the task much easier and less time-consuming than
the other systems. It is notable that question 4 had
a significant result in favor of the Full system, again
suggesting that interactivity greatly boosts system
accuracy and user confidence in the final answer.

The bottom section of Table 3 (questions 6-8)
shows the results of the comparative survey ques-
tions, which users answered after completing 10
dialogues in each system (Full vs. ablated system).
Significant results only appear in the Full vs. Non-
Interactive comparison for the reasons given above.

3.3. Discussion

This usability study revealed results that could be
useful for semantic parsing research, in particu-
lar about the importance of interactivity, the ben-
efit of generated questions over templated ones,
and users’ ability to successfully navigate such a
system. However, there were fewer significant re-
sults than we anticipated, in particular between the
Full and Decontextualized systems. This discrep-
ancy, while somewhat disappointing, is elucidat-
ing in many respects. First, this demonstrates the
difference between simulation and real use. Mo
et al. (2022) use BART-large (Lewis et al., 2020)
and QGG (Lan and Jiang, 2020) to simulate user
feedback in their framework and find that they can
get exact-match accuracy up to 73.5%, which is
14.25% higher than the best accuracy in our us-
ability study (see Table 1). It is important to note,
however, that their metric is calculated over the
entire test set of INSPIRED, while ours is over a sub-
set of 400 questions that were selected for their
difficulty. They also find that using context in the
model inputs leads to accuracy gains in simulation,
a trend that did not bear out with human users in
our study. Other works, such as (Elgohary et al.,
2020, 2021; Yan et al., 2023; Yao et al., 2019), also
show substantial gains using simulated users.

Our usability study shows how using a human
user changes the overall success of the system.
Our users, of course, are not real users, mean-
ing that they were not using our system to answer
their own questions, but rather questions given to
them. There are two main reasons for this design
choice; the first is that we wanted to directly test
different systems on the same questions for the
sake of a clear comparative analysis. Secondly, we
wanted to lower the burden on the crowdworkers,
who might have had difficulty coming up with their
own complex questions that could be answered by
the knowledge base.

One major factor to this difference in simulation
and human users is the amount of noise that can be
found in the dataset. While the INsPIRED dataset un-
derwent a fair amount of cleaning to ensure that the
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target questions matched their SPARQL queries,
problems still remained. The questions, which
came from the CompLEXWEBQUESTIONS dataset
(Talmor and Berant, 2018), are often very chal-
lenging to understand. They were created from
the WEBQUESTIONSSP dataset (Yih et al., 2016)
by combining two simple questions together with a
rule-based method and then having crowdworkers
rephrase them into a single, more natural-sounding
question. This results in complex questions that are
often quite unnatural and unlikely to be asked by a
real human user, which in turn makes them more
difficult to understand for our crowdworkers. We
notice too a number of errors in the CWQ dataset
— a mismatch between the target question and the
meaning of the associated SPARQL query. This
does not, however, seem to prevent gains in terms
of parsing accuracy — systems such as Mo et al.
(2022) and Niu et al. (2023) find that they are still
able to make significant progress on correcting
parses despite such errors.

In our study, however, users report frequently
that the target questions were unnatural, incompre-
hensible, or unclear, demonstrating that such er-
rors have a much bigger impact when using human
users and in natural language generation settings.
It also did not help that we chose the hardest ques-
tions available, which was intended to demonstrate
that the system works well even in these cases.
While this does appear to be the case the major-
ity of the time, we underestimated users’ fatigue
and frustration with simply understanding the target
question. Yao et al. (2019), as mentioned, notice
similar problems in their user evaluation.

4. Lessons Learned: Crowdsourcing

The issue of the target questions appears to cause
substantial problems in the overall accuracy of the
systems, but also in terms of user investment in
the task. We know based on worker feedback that
these issues led to frustration and a slow-down
of the tasks. We also hypothesized that workers’
performance might improve over time, which did not
occur. Looking at the first 10 and last 10 dialogues
in the Full system of the 41 workers who did at least
two comparisons, we find that the first 10 have an
average success rate of 65.37% and the last ten
have a rate of 62.44%.

Cultivating worker investment in a crowdsourcing
task is a challenging but very important problem to
consider. We carefully planned the crowdsourcing
effort with several factors in mind, including ensur-
ing that workers were compensated fairly and that
the task took a reasonable amount of time to com-
plete. We decided on a base rate for each dialogue
according to the minimum wage of our state and
the amount of time on average a dialogue might



take, estimated from internal testing. However, be-
cause users needed to read a tutorial and complete
a qualification quiz prior to being granted access to
our task, we also ensured that they were compen-
sated for that time spent by granting them a bonus
once they complete the whole pipeline, which we
anticipated taking at most 1 hour. If a worker com-
pleted a full comparison they collected a total of
$15. Because workers could complete all three
comparison pipelines (assuming there were dia-
logues available), they could receive a maximum of
$45. This payment rate is significantly higher than
what is usually available on MTurk.

It is important to note, however, that using MTurk
presents a great number of challenges. First, it is
not really designed for dialogue tasks and exter-
nal software is needed to do this. To this end, we
utilized the ParlAl and Mephisto platforms (Miller
et al., 2017; Urbanek and Ringshia, 2023), which
are designed to run more complex tasks (partic-
ularly dialogue) than the regular MTurk platform.
However, we find that the connection between the
platforms can be very brittle and we encountered
both a number of connectivity problems for our
users.

Secondly, the issue of bots on MTurk poses a
major challenge. Careful design went into prevent-
ing bots from accessing our task and eliminating
ones that were able to get through, while not mak-
ing the task too cumbersome for real crowdworkers.
For example, we implemented a wait time for re-
peated attempts on the qualification quiz to prevent
repeated random guessing on the questions until
the correct answers were found. We also moni-
tored how long it took a user to complete a task and
manually reviewed tasks that were notably shorter
than average. We also reviewed cases where there
were no edits on several tasks in a row and where
the same edit was submitted for every turn.

Further complicating this issue is that it is very
important to not reject crowdworkers’ completed
tasks unless we are absolutely certain that it came
from a bot. Due to the structure of the interaction
between crowdworkers and requesters on MTurk,
workers are unduly harmed by the rejection of work
— it can irreparably damage their reputation on the
platform and prevent them from being able to get
future work. Thus, in cases of inadequate perfor-
mance, if there is any doubt whether the worker is
a bot or a human, we err on the side of caution and
accept the work, but prevent that MTurk user from
completing more tasks. We discarded the data
from our analysis. In our experience, this problem
appears to be worsening over time.

Thirdly, we suspect that because MTurk tasks are
typically shorter and less involved, workers might
have been less inclined to do our task in the first
place and/or felt incentivized to go through the task
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Officially  Inferably User Deemed

Comparison System Correct  Correct Correct
Full vs. Temp Full 72.2 77.8 81.5
Temp 68.5 68.4 68.4
Full vs Decon Full 63 65.2 67.4
Decon 52.9 52.9 54.9
Full vs. Non Full 63.0 68.5 76.0
Non 18.0 245 -

Table 4: Percentage success rates of a smaller,
possibly more dedicated, working group of 6 crowd-
workers that participated in our task. These num-
bers represent success out of 60 items (10 per
worker).

as quickly as possible, which might have resulted
in a decrease in performance.

This method of human evaluation stands in con-
trast with a method that seems increasingly typical:
hiring a dedicated, small team of evaluators and
specifically training them to do the task. There are
obvious benefits to this approach: it is much eas-
ier to ensure that your workers have understood
the task, it is possible to conduct more compli-
cated/involved tasks, and you can communicate
directly and easily as problems arise. It is thus
much easier to ensure quality results.

However, drawbacks of this include the difficulty
of finding such workers, the added expense in-
volved, and — importantly — the possible detraction
from the generalizability of the results. We opted to
use crowdworkers in large part because we wanted
to ensure that the task was easily understandable
and doable for an average person without a great
deal of guidance. However, we find that this benefit
seems to be getting washed out by the difficulties
of conducting a crowdsourcing task on MTurk. This
finding is supported by looking at the performance
of a particular subset of our crowdworkers. On
a previous crowdworking task, the first author es-
tablished a relationship with a “working group” on
MTurk. Such groups have organically formed on
online spaces; workers collaborate to share infor-
mation about tasks they can work on, requesters,
etc. This particular group had produced excellent
work in a previous task, so the first author reached
out to them again and invited them to work on this
one. Six of them agreed and did all three com-
parisons. By looking at their work in isolation, we
see that the results look much more like what we
expected. The success rates of the working group
can be seen in Table 4. This suggests that a more
dedicated group might have yielded clearer results
than a general crowdsourcing task.

5. Related Work

As mentioned, this usability study is, to our knowl-
edge, the most thorough one conducted on an in-
teractive semantic parsing system. There are a



number of systems developed similar to that of Mo
et al. (2022) though mostly in the realm of text-
to-SQL parsing instead of KBQA. This includes
recent work such as Chen et al. (2023), who use
CodeBERT as an error detector for SQL parsing
tasks, which they envision being incorporated into
an interactive system. Also included is Eyal et al.
(2023) which uses a decomposition strategy for
SQL queries, Stengel-Eskin and Van Durme (2023)
who leverage confidence measures in an interac-
tive SQL parsing system to help annotators make
corrections, and Yan et al. (2023) who simulate
natural language feedback.

In terms of KBQA, Xu et al. (2023) fine-tune
LLaMA (Touvron et al., 2023) and pair it with GPT-3
to produce parses, while Niu et al. (2023) use a
decomposition strategy to improve a parser’s un-
derstanding of natural language. However, these
systems stand in contrast to that of Mo et al. (2022)
as neither of these systems are interactive.

Narechania et al. (2021), Ning et al. (2023), Yao
et al. (2019), and Tian et al. (2023) all create in-
teractive systems for text-to-SQL parsing and con-
duct user studies for their systems using in-house
participants (students or employees from their in-
stitutions), many of which have experience with
SQL. Additionally, Tian et al. (2023) and Narecha-
nia et al. (2021) allow their participants to ask ques-
tions about the task in real time. While these stud-
ies have useful insights into how their systems work,
they may be more limited in their ability to general-
ize to average users who might eventually use the
system in real contexts.

Tian et al. (2023) and Narechania et al. (2021)
also use rule-based template translations directly
for simplicity. We observe that SQL queries are eas-
ier to translate with templates because they contain
more keywords, whereas SPARQL queries empha-
size relationships between entities. In SQL, rela-
tionships between entities are specified via JOIN
operations using foreign keys; spelling these out
with templates yields rather unnatural, low-level
descriptions.

6. Conclusion

This paper underscores the crucial role of interactiv-
ity in semantic parsing for knowledge-based ques-
tion answering systems, demonstrating through a
comparative study and user feedback the height-
ened effectiveness and satisfaction derived from
allowing participants to directly interact with the
query translation process. It emphasizes the need
for systems to convey complex queries in clear lan-
guage for user corrections, thus lowering barriers
to knowledge base access. The study advocates
for human-user interactions and the outlines the
potential benefits and drawbacks from crowdsourc-

55

ing.

Future work involves leveraging advanced Large
Language Models (LLMs) like ChatGPT, LLaMA,
and Gemini to enhance parsing accuracy and user
interaction quality (Achiam et al., 2023; Team et al.,
2023; Touvron et al., 2023). These models could
provide finer interpretations of user queries, thereby
enhancing precision. Additionally, developing more
intuitive interfaces and feedback mechanisms, cou-
pled with testing systems using real user queries,
could offer significant insights into system usability
and performance in real-world scenarios. This strat-
egy aims to better meet user needs and understand
system efficacy in actual use cases.

7. Ethical Considerations

Approval from the Institutional Review Board
(IRB). Before starting our crowdsourcing usability
study, we secured approval from the Institutional
Review Board (IRB) at our institution. This pro-
cess classified our data collection as Exempt Re-
search, indicating that participation posed minimal
or no risk to our human subjects. We did not gather
any personal information from participants, except
for basic demographic details like their native lan-
guage, to confirm their eligibility for the task. No
identifiable information was collected. Additionally,
all participants were required to review and consent
to an informed consent form prior to engaging in the
study. The identities of MTurk crowdworkers were
also anonymized automatically by the platform.
Paying Crowdworkers. To ensure quality data
collection and fair treatment of crowdworkers, we
meticulously formulated our compensation strategy
for the MTurk task. Following internal testing, we
assessed the average time needed for a task and
adjusted the compensation accordingly to meet
the minimum wage standards in our state. This
adjustment led to a payment of 40 cents per task
and $1 per survey. The survey payment was de-
signed to act as both payment and a small bonus.
Moreover, to encourage ongoing participation and
compensate for the time invested in tutorials and
qualification tasks, we provided $5 bonuses upon
the completion of each stage in the pipeline.
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A. Generator Development

A1.

In order for a user to know when a parse is correct,
the generated question needs to accurately and
clearly reflect the content of the parse, or mean-
ing representation (MR), that it represents. Mo
et al. (2022) experimented with various generation
models, finding that BART-large performed best
and that including dialogue context in the model in-
put improved performance. Furthermore, they find
that including templated English versions of the
SPARQL queries, which were created to help their
crowdworkers understand the meaning of queries
in order to rephrase them, also boosted perfor-
mance.

As mentioned in Section 2.1, we improve the gen-
erator by transforming the partial SPARQL query
MRs into templated English using a rule-based
translation, following the example of Kale and Ras-
togi (2020). This improvement boosts the genera-
tor’s performance, though errors still occur. In an
analysis of 100 random generated questions, the
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Specificity (8)

Fluency (1)

Correctness (2)

Templated

What is the com-
poser of the mu-

What is the ju-

risdiction of the

Of which, what
is the admin-

sic “My Baby governmental istrative  area

Understands™  body Hawaii of the type
House of Repre- UK constituent
sentatives? country?

Human-Written

Who wrote the
song “My Baby
Understands™?

Which govern-

includes
Hawaii

ment
the

House of Repre-

sentatives?

Of the above
listed, which
one is a UK
constituent
country?

Generated

Who wrote “My
Baby Under-
stands”?

What state has
the Hawaraii

House of Rep-

resentatives
as part of its

Which of these
countries is
where that UK
constituent
country is in?

government?

Table 5: Three instances of errors in an analysis of
100 random generated sub-questions compared to
human-written and templated versions. The bold
text indicates meaningful differences between them.
The numbers in parenthesis indicate the percent-
age of error cases out of the 100 items examined.

first author finds that errors occur in 11% of them.
These errors can be grouped into three categories:
specificity, correctness and fluency.

Examples of these three error types can be seen
in Table 5. In this table, one can see that under the
specificity category, the generated question does
not mention that the writer is a composer nor that
the piece is a song or piece of music, making it less
exact in comparison to both the templated question
and human-written (gold) question, taken from the
INSPIRED dataset. Specificity errors occur in 8 out
of 100 instances. Fluency errors occur when the
generated question has nonsensical grammar or
spelling, such as spelling Hawaii as “Hawaraii”, oc-
curring only once. Lastly, correctness errors occur
when the generated question does not produce the
correct meaning for the LF, which occurs twice.

Though these errors may seem small, they can
have a big impact on the usability of the overall
system. The specificity error in Table 5, for exam-
ple, can be interpreted in a number of ways. The
question Who wrote X? is not specific enough for
the user to know that the underlying MR is correct
or not, as this could correspond to other closely re-
lated meanings such as the writer of a book, lyrics,
music, a film, etc. Thus the underlying MR could
be incorrect but the user would have a difficult time
identifying how it is incorrect, in turn making it dif-
ficult to provide feedback. The ambiguities and
errors that can occur in generated questions are
thus important problems to be addressed.
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INPUT

(templated MR + context)

That entity is the business
operation in the industry
what </s> What organization
has the subsidiary company
Keyhole Inc.?

\ 4

1. what industry is that organization in?

2. what industry does that organization
belong to?

3. what industry does that
company belong to?

4. what industry does that organization
work in?

5. what industry is that company in?

SPEAKER/GENERATOR 6. what domain does that company
|—) work in?
RERANK __SCORE _ ° 7. what industry is this organization in?
3 1. 5.934875011 8. what industry does this
9 2. 5769955158 organization work in?
6 3. 5.482136726 9. what field does this organization
2) 4. 6.192298889 belong to?
8 ¢ 5. 6.429222583 10. what industry does the above named
7 6. 5.523022651 company follow?
1 7. 5.804918289
4 8. 5.778418064 LISTENER/
10 9. 5506750583 [€——— SCORER <€—
5 10. 6.304756164 P(ilo;c)

Figure 5: An example of the protocol for experiment
1.

A.2. Rational Speech Acts (RSA)
Modeling

To this end, we employ the linguistic framework
of Rational Speech Acts (RSA), which views dia-
logue as a recursive reasoning process between
speakers and listeners to convey meaning (Monroe
and Potts, 2015; Andreas and Klein, 2016). The
underlying idea is that a listener is reasoning about
what “state of the world” is likely to be given that
a cooperative speaker produced a particular ques-
tion, while the speaker is reasoning about how a
listener is most likely to interpret the question they
produce. Though RSA models focus primarily on
the pragmatics of dialogue and thus the information
is communicated beyond what is literally said, the
concept of recursive reasoning between a speaker
and listener can have useful applications for the
conveyance of literal meaning in questions by a text
generation model.

The work of Shen et al. (2019) demonstrates
this effectively by drawing on RSA methods to im-
prove text generations by modeling a listener via
information preservation (reconstructor-based) and
modeling of distractors (distractor-based).

A.3. Experiment 1:
Reconstructor-Listener

We adapt the reconstructor-based approach of
Shen et al. (2019) to this work, using a base
speaker model, S, to translate MRs to natural lan-
guage questions and using beam search to output
a 10-best list. We then use a reverse model, L%
to represent the listener, which is trained to pre-
dict (or reconstruct) MRs from the natural language
outputs of the speaker model. We use L% as a
scorer, outputting negative log-likelihood scores for
the original MR given each question in a 10-best
list from S°: LE(i|o).



% of items
Equal Preference
1. Listener rank + Speaker rank
2. Select lowest combined rank (best)

Listener Preference
1. If Listener rank = 1 and Speaker rank < 3, select
2. Elif Listener rank = 2 and Speaker rank < 3, select
3. Else:

For Listener ranks 1-5:

Listener rank + Speaker rank

select lowest combined rank

28.7
257
45.6

Speaker Preference

Opposite of Listener Preference 32.8

25.7
415

Table 6: The three methods of selecting a question
in each preference model, using rankings. The
right side of the table shows the percentages of the
items that were selected using that step.

We then use these scores to rerank the questions
in order of preference by the listener model. Fig-
ure 5 demonstrates this process using an example
MR.

In order to assess the differences between the lis-
tener model ranking preferences and the speaker
model preferences, we select 100 MRs and the
corresponding pair of the top ranked speaker and
listener questions. We select these items by cal-
culating Levenshtein edit distance between them,
filtering out duplicate MRs, and selecting the 100
pairs with the largest edit distance score. The goal
of this is to find the cases in which the listener model
preference and speaker model preference differ the
most, which seems to also signal the cases that
are most challenging for the models. We mask the
labels of the two questions and randomize them,
then manually compare based on differences in
correctness, specificity, and fluency (see Table 5
for examples of these criteria). Table 7 shows the
results of this analysis. The majority of the exam-
ples were of equal quality, though in six instances,
neither question reflected the meaning of the orig-
inal MR. The Listener #1 questions were slightly
more successful than the Speaker #1 questions in
expressing the meaning of the MR, though the non-
negligible success of the Speaker model seems to
indicate that there could be benefit to balancing the
ranks of the two models.

To this end, we experiment with various methods
of blending the scores (as Shen et al. (2019) does)
or rankings and find that using rankings has the
best results. We experiment with equally weighting
the ranks of the two models and preferring one over
the other. Table 6 shows the procedure for each of
these strategies.

A.4. Experiment 2: Self-Training

Because the reconstruction-based approach is
computationally heavy and unrealistic to use at
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Best  Break-

Option  down Model Be.St

Ce Option
Speaker 17 S9 Speaker 75
(';2 Listener 77
) 6 Blend (EP) 79
Listener 19 SF130 Blend (SP) 80
v~ 58 Blend (LP) 83
_ Oracle 94

Neither 6

Table 7: (Left) Comparison between pairs of #1 Lis-
tener utterances and #1 Speaker utterances of 100
items. Each error was categorized into one of three
categories, as seen in the "Breakdown" column. C
refers to correctness, S refers to specificity, and F
refers to fluency.

Table 8: (Right) Comparison of generated ques-
tions selected by different ranking methods on 100
items.

run time in real dialogues due to latency issues,
we experiment with self-training to create a single
generation model that is informed by this process.

In the ComPLEXWEBQUESTIONS dataset, there
are 24,147 complex questions in the training set
that did not get used in the INSPIRED dataset. Thus,
we can transform these into our templated represen-
tations, giving us more than 50,000 MRs without
natural-language counterparts. Using the strategy
above, we use the base speaker model to gener-
ate a 10-best list of sub-questions for each MR,
use the reconstructor model to score them, then
use the best blending strategy (listener preference)
to select the best single question. We then train
a new generation model on this “silver” data for
10 epochs, then 4 epochs on the gold data (from
the INsPIRED dataset). We then generate a single
sub-question for each of of the 50k MRs using this
new model. We iterate this process a second time
but find that performance seems to plateau. This
is unsurprising; previous work has found that self-
training performance usually plateaus after very
few iterations (Li et al., 2021). Table 9 shows those
results. In this table we use an automatic metric we
call reconstruction accuracy, which is the percent-
age of times that the listener model could recover
the original MR when given the generated question
as input. This gives us a measure of how well the
meaning of the MR is preserved in the generated
question.

There are a few noteworthy points about these
results. First, the speaker, listener, and blend num-
bers have decreased a bit in this evaluation. The
reason for this is basically that, in some cases, even
though the question they chose was good, the self-
trained model came up with a question that was
even better, meaning that it was more specific or
context-aware, for example. The self-train number



Manual
Evaluation (%)

Reconstruction

Model Accuracy (%)

Base Speaker Model 80.86

Blended Ranking 81.74 75
Self-Trained 86.50 96
Self-Trained Round 2 85.73 94

Table 9: Comparison of the base speaker model
(So, the best blended rank model (listener prefer-
ence), and two iterations of the self-trained model.

is also higher than the oracle number in Table 8.
This basically means that in two cases, the self-
trained model’s sub-question was a valid one when
the base speaker model did not have a valid ques-
tion in its list of 10 possibilities. Table 10 shows
these two cases.

Because we see substantial gains using the
self-trained model at one iteration, we employ this
model as our generator in this work.

#1 utter- Example 1 Example 2
ance
Template What is the What is the
(MR) of the jurisdiction of the
music [my baby governmental
understands]? body [
House of
Representatives]?
Speaker  Who What state has the
"my baby Hawaraii House of
understands"? Representatives
as part of its
government?
Listener "My baby In what state’s
understands” is government can
credited to you find the
whom? Hawaraii House of
Representatives?
Blend Who wrote "my In what state’s
baby government can
understands"? you find the
Hawaraii House of
Representatives?
Self- Who is the What state has the
Trained of the House of
"my baby Representatives
understands"? as part of its
government?

Table 10: The two examples where the self-trained
model was able to produce a better question than
any of the 10-best items produced by the speaker
model. Red indicates problem areas, including
ambiguity and misspellings, and green indicates
contrasting successful areas.
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Question Types % INSPIRED % User Study
(N = 3441) (N = 400)
Composition 43.30 48.00
Conjunction 45.13 37.25
Comparative 6.02 8.25
Superlative 5.55 6.5
Question Facets
Filter 13.02 15.00
Restriction 22.38 44.75
Union 1.60 5.00
Sparse Predicates 10.61 15.00
Double Restrictions 0.44 1.00
Required Edits
0 56.81 7.50
1 28.74 65.25
2 13.28 25.75
3 1.08 1.50
4 0.09 0

Table 11: Breakdown of question types, facets, and
number of required edits in the INSPIRED dataset
and selected questions for the user study (in per-
centages).

B. AQuestion Selection

There are 4 main question types: composition, con-
junction, comparative, and superlative. There are
also many facets possible for a given SPARQL
query/question pair, including filters, restriction
predicates, and unusual compositions such as
union types. We also identify queries that contain
a sparse predicate, meaning it appears three or
fewer times in the training set of INSPIRED. Note
that predicates refer to the relations between enti-
ties in the knowledge base. See Mo et al. (2022)
for explanations of the various question types and
facets. Table 11 shows the breakdown of the IN-
sPIRED test set and the 400 selected items within
that set used for the user study.

C. Generation Errors

Figure 6 and 7 show examples of errors made by
the generation model. In Figure 6 (which is using
the Full system), you can see that the error is quite
subtle; the parse correction model predicted the
question Of which, what is the film with a story by
[Ethan Coen]? instead of Of which, what is the
film written by [Ethan Coen]? These are in fact
different expressions; a film might be based on a
story by an author, but the screenplay written by
a different author. Because these are very closely
related concepts (that are not even made partic-
ularly clear by the different SPARQL predicates —
film.film.story_by versus film.film.written_by), the
generation model seems to confuse their mean-
ings. This leads to a difference in the underlying
SPARQL and template and the natural language



question that the user sees, leading them to believe
that the decomposition is correct when it is not.

Figure 7 demonstrates an error by the initial de-
composition (in this case using the Decontextual-
ized system) in which the entity name is misspelled,
making a sub-question seem incorrect when it is in
fact correct.

The first author conducted an error analysis of the
dialogues that met the criteria of the User Deemed
Correct category described in Section 3.1. In those
125 dialogues, 18 were removed due to genera-
tion errors. 12 occur in the Full system (across all
comparisons, N=96) and 6 occur in the Decontex-
tualized system (N=29). It was considered an error
if the natural language question was ambiguous
or too vague, for example if it selected the word
location when the predicate specified country, if it
contained any misleading language or if it better ex-
pressed a different (often closely related) predicate
instead of the one it was supposed to be repre-
senting (see Figure 6), or if there were fluency or
grammatical problems (see Figure 7).

D. Full vs. Decontextualized System
Comparison

Full vs D Systems

Offically Correct (Ful)
- == inferably Correct (Full)
120 = User Deemed Correct (Full
Offcially Correct (Decon)
. = inferably Correct (Decon)
= User Deemed Correct (Decon)

100 = incorrect

B I
“ I
|
20
=
s P

Number Of Edits

Number of Dialogues

Figure 8: A comparison of the success rates for
the Full vs. Decontextualized systems (using three
different categories — officially correct, inferably cor-
rect, and user deemed correct) and the number of
edits attempted by the user.

E. Appendix: User Errors in
Templated System

Figure 9 shows a dialogue in the Templated system
in which a user achieves the correct decomposition
and final answer, but continues to make edits. We
assume that this occurs when the user is unsure
whether or not a sub-question is correct due to a
confusing template.

Target Question:
What movie written by Ethan Coen was directed by Angelina
Jolie?

Here's how | understood this question:

1. What movies has Angelina Jolie acted in?

Ans: The Thomas Crown Affair 2, Girl, Interrupted, Hell's
Kitchen, Kung Fu Panda 2, Playing by Heart, ...

2. Which of these films was directed by ethan coen?

TEMPLATES

1. [Angelina Jolie] is the actor|
with a performance in the film
what?

2. Of which, what is the film

Ans: NONE directed by [Ethan Coen]?

Change question #1 to: What movies has Angelina Jolie
directed?

Here's what | have according to your feedback:

1. What movies has angelina jolie been the director of?
Ans: Unbroken, By the Sea, In the Land of Blood and
Honey, A Place in Time

1. [Angelina Jolie] is the
director of the film what?

2. Of which, what is the film

. ) ' o
2. Which of these films was directed by ethan coen? irected by [Ethan Coen]?

Ans: NONE

Change question #2 to: Which of these films was written by
ethan coen?

Here's what | have according to your feedback:

1. What movies has angelina jolie been the director of?
Ans: Unbroken, By the Sea, In the Land of Blood and
Honey, A Place in Time

1. [Angelina Jolie] is the
director of the film what?

2. Of which, what is the film
with a story by [Ethan
Coen]?

2. Which of these films was written by ethan coen?
Ans: NONE

/ No action needed.

Figure 6: Generation error by the Full System.
TEMPLATES

Target Question:
What language is used in the country where Faxe Premium
beer was created?

1. What is the country/region
that makes the beer [Faxe
Premium]?

Here's how | understood this question:

1. In what country is axe premium beer made?
Ans: Denmark

2. What is the official language of that country?
Ans: Danish Language

2. That entity is the country
with the official language
\what?

Change question #1 to: In what country is Faxe Premium
Beer made?

Figure 7: Generation error by the Decontextualized
system.

F. Approximate Randomization Test
for Significance

To rigorously test the significance of the observed
difference in our metric of effort, we employed ap-
proximate randomization testing which is a non-
parametric statistical test that does not assume a
specific distribution of the data. In this case, this
method involves virtually flipping a coin to decide
whether to swap the success and edit counts be-
tween systems for each dialogue. Through this
random reassignment, we generated new sets of
data under the null hypothesis that system type
does not affect the efficiency metric.

After 10,000 such trials, the proportion of ran-
domized trials yielding a difference in effort scores
greater than or equal to the observed difference
of 0.05192 was 0.0054 for the Full vs. Templated
system. This p-value indicates that the observed
difference in effort between the Full and Templated
systems is statistically significant, strongly suggest-



Target Question:
What is the title of the national anthem of the country where the
Vyakta horse breed originated?

Here's how | understood this question:
1. What is the continent that include the country Vyatka X

horse?
Ans: NONE

Replace question #1 with: Which country is the location
where the Vyakta Horse breed originated?

Here's what | have according to your feedback:

1. What is the origin of the breed Vyatka horse? Q/
Ans: Russia

Insert the following question as question #2: What is the
national anthem of this country?

Here's what | have according to your feedback:

1. What is the origin of the breed Vyatka horse? Q/
Ans: Russia

2. That entity is the country with the national anthem what?
Ans: National Anthem of Russia Q/

Change question #2 to: What is the national anthem of that
country?

Here's what | have according to your feedback:

1. What is the origin of the breed Vyatka horse?

Ans: Russia
2. What is the country with the national anthem Vyatka X
horse?

Ans: NONE

Figure 9: Example of an instance in which the tem-
plate confused a user into thinking a decomposition

was incorrect when it was not.

ing that the type of system indeed impacts the effi-

ciency of dialogues.
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