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Abstract

Human evaluation remains the gold standard for assessing abstractive summarization. However, current practices
often prioritize constructing evaluation guidelines for fluency, coherence, and factual accuracy, overlooking other
critical dimensions. In this paper, we investigate argument coverage in abstractive summarization by focusing on
long legal opinions, where summaries must effectively encapsulate the document’s argumentative nature. We
introduce a set of human-evaluation guidelines to evaluate generated summaries based on argumentative coverage.
These guidelines enable us to assess three distinct summarization models, studying the influence of including
argument roles in summarization. Furthermore, we utilize these evaluation scores to benchmark automatic summa-
rization metrics against argument coverage, providing insights into the effectiveness of automated evaluation methods.
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1. Introduction

Human evaluation remains the best practice for
evaluating generated summaries (Kryscinski et al.,
2019; Fabbri et al., 2021), although conducting
such evaluations can be laborious and costly, par-
ticularly when dealing with longform summaries
exceeding 150 words (Krishna et al., 2023; Karpin-
ska et al., 2021; Clark et al., 2021; Goyal et al.,
2022b). Consequently, most longform summariza-
tion research shies away from conducting human
evaluation (Krishna et al., 2023). While recent ef-
forts have attempted to tackle this issue by stan-
dardizing the evaluation process with a focus on
the factual accuracy dimension of the generated
summaries (Krishna et al., 2023; Min et al., 2023)
or coherence (Goyal et al., 2022b), none have ad-
equately accounted for the unique requirements
of the domain, which may entail additional dimen-
sions.

In this paper, we propose the integration of a new
dimension, argument coverage, into the human
evaluation of abstractive summarization. We define
argument coverage as the ability of the generated
summary to adequately include argument compo-
nents from the source document. Our focus lies
on long legal opinions, a type of legal document
mainly concerned with court decisions and char-
acterized by intricate implicit argument structures
dispersed throughout lengthy texts (greater than
4000 words on average) (Xu et al., 2021; Elaraby
and Litman, 2022; Elaraby et al., 2023; Zhong and
Litman, 2023). The summaries are mostly consid-
ered longform summaries (greater than 200 words

on average), Additionally, long legal opinions are
composed of nuanced legal terminologies, neces-
sitating legal experts for evaluation, which adds to
the overall complexity of the task.

To address these research complexities, we
make the following contributions: (1) We develop
comprehensive human evaluation guidelines tai-
lored for assessing argument coverage in gener-
ated abstractive summaries of long legal opinions.
(2) We conduct a benchmarking study involving
three existing systems, leveraging the introduced
guidelines. This study aims to assess whether sum-
marization models incorporating argument compo-
nents achieve higher ratings of argument cover-
age compared to those that do not. (3) We as-
sess the performance of automatic summarization
metrics recently used in legal opinion summariza-
tion against human ratings, aiming to determine
whether existing metrics adequately capture the
variability in argument coverage within the gener-
ated summaries.

2. Related Work

Evaluating automatically generated summaries
presents challenges such as scalability issues and
low annotator agreement (Liu et al., 2023). These
challenges are exacerbated when dealing with long-
form summaries, as assessing extended lengths
inherently involves subjectivity (Karpinska et al.,
2021). A comprehensive study by Krishna et al.
(2023) revealed that 63% of research papers in
longform summarization lack human evaluation. To
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address this gap, they proposed guidelines for eval-
uating the factuality of longform summaries. Addi-
tionally, Min et al. (2023) introduced the FactScore
metric to assess the factuality of long-generated
summaries (biographies), breaking down factuality
into atomic facts for comparison against ground
truth. Another framework by Chang et al. (2023)
focuses on assessing coherence in book-length
summaries by leveraging Large Language Model
evaluation capabilities. However, there is limited
work addressing evaluation methods for legal doc-
uments, which often produce longform summaries.

In the pursuit of evaluating generated legal sum-
maries, Mullick et al. (2022) undertook a human
assessment focusing on the relevance and read-
ability of legal summaries. Similarly, Salaün et al.
(2022) conducted a human evaluation to assess
the fluency and adequacy of legal summaries. Xu
and Ashley (2023) had a legal expert evaluator who
indirectly assesses the information quality of legal
summaries by evaluating the quality of generated
question-answer pairs. In this study, human evalua-
tors directly evaluated the legal argument coverage
in generated legal summaries.

In efforts to benchmark automatic metrics against
human evaluations, Fabbri et al. (2021) conducted
a benchmarking study on automatic summaries
generated from 23 summarization models, sam-
pled from the CNN-DailyMail dataset (Hermann
et al., 2015). They evaluated these summaries
using 14 distinct automatic summarization metrics
across dimensions such as factual consistency, co-
herence, fluency, and relevance. Building upon
this work, Liu et al. (2023) expanded the evalu-
ation framework to include Atomic Content Units
(ACUs), which are fine-grained semantic units en-
abling high inter-annotator agreement. These new
evaluation scores were used to augment bench-
mark summaries, including those from the news
domain (CNN-DailyMail and Xsum (Narayan et al.,
2018)) and the dialogue domain (SamSum (Gliwa
et al., 2019)), against automatic metrics. In our
study, we focus on benchmarking automatic met-
rics used in legal opinion summarization against
human evaluation scores for argument coverage.

3. Dataset for Evaluation

In this analysis, we utilized a subset of the Can-
LII dataset 1, consisting of 1049 cases annotated
for argument roles types and summarization (Xu
et al., 2021). The input legal opinions in this subset
have mean and maximum lengths of 4375 and 62786
words, respectively, while the annotated summaries
have mean and maximum lengths of 274 and 2072

1Data obtained through an agreement with CanLII
(https://www.canlii.org/en/).

Two legal experts

Issues
...

Reasons
...

Conclusions

Annotated
 Summary

Generated
Summary

Likert scale 

Reference summaries only based evaluation

Initial evaluation output

Two legal experts

Issues
...

Reasons
...

Conclusions

Annotated
 Summary

Generated
Summary

Likert scale 

combined summary and source based evaluation

Final evaluation output

Source cases

optional
access to source

(a) Initial evaluation process (b) Final evaluation process 

Figure 1: Evaluation Process: (a) Initial
evaluation with human-annotated summaries and
highlighted arguments. (b) Final evaluation with an

option to cross-check the reference.

words, respectively. This subset has been exten-
sively used in abstractive summarization research,
particularly for constructing argument-aware ab-
stractive summaries of legal opinions (Elaraby and
Litman, 2022; Elaraby et al., 2023). The annotated
argument roles follow the structure proposed in
Xu et al. (2020, 2021), which breaks legal argu-
ment roles into three components: Issue (legal
questions addressed by the court in the document),
Reason (explanations for the court’s decisions),
and Conclusion (the court’s rulings on the issues).
Although these argument components constitute
a small portion of the source cases, they typically
account for ≈ 60% of the summaries on average
(Elaraby et al., 2023), highlighting the significance
of considering argument roles in summary genera-
tion.

We considered the output of three different ab-
stractive models in our evaluation process: (1)
Finetuned LED-base: This model serves as the
baseline for legal opinion summarization, as de-
scribed in Elaraby and Litman (2022). It finetunes
the pretrained longformer-encoder-decoder (Belt-
agy et al., 2020) on the CanLII cases without ad-
ditional information about the argument structure
of the document. (2) arg-LED-base: Utilizing
the longformer encoder-decoder architecture, this
model highlights argument units (Issues, Reasons,
and Conclusions) with special tokens during both
training and inference, as detailed in Elaraby and
Litman (2022). (3) arg-aug-LED-base: This model
extends the arg-LED-base model, as discussed
in Elaraby et al. (2023). It incorporates a mecha-
nism for sampling summaries during inference and
selecting the best model that exhibits the highest
overlap with the input case’s predicted argument
roles.

https://www.canlii.org/en/
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4. Argument Coverage Evaluation

We relied on two legal experts (two co-authors who
are lawyers) to perform our human evaluation pro-
cess, which was conducted in two phases. Figure
1 shows an overview over the initial evaluation pro-
cess (a) and the final evaluation process (b).

4.1. Initial Evaluation Process
Initially, as shown in Figure 1 (a), we chose not to
provide the full legal opinion due to its lengthy na-
ture and the sparse distribution of argument roles
across the case. Instead, experts were provided
solely with human-written summaries, predomi-
nantly comprising argument roles. We highlighted
the types of argument roles within the summaries
to aid evaluators in distinguishing between argu-
mentative and non-argumentative sections.

Our evaluation guidelines incorporate a 4-point
Likert scale, facilitating a detailed assessment of
argument coverage within the summaries. A rat-
ing of 4 indicates a perfect coverage of argument
components, while a rating of 1 denotes a com-
plete absence of coverage. To minimize misinter-
pretation of each score, we provided definitions for
each rating category. During this phase, we utilized
human-annotated summaries from 5 distinct legal
opinions randomly selected from CanLII cases. For
each case, we sampled summaries from the three
distinct LED models, resulting in a total of 15 cases
and summary pairs. Upon completion by both ex-
perts, the weighted quadratic kappa agreement,
calculated using the sklearn implementation 2, be-
tween the two experts reached 0.466.

Discrepancies between the two experts were ex-
amined in a separate session, revealing that most
disagreements stemmed from confusion regarding
whether a certain argument within the generated
summary was stated differently in the source docu-
ment.

4.2. The Final Evaluation Process
To address evaluators’ disagreements in the ini-
tial evaluation phase, we provided evaluators with
human-written summaries, as outlined in the initial
process. Additionally, evaluators were given the
option to cross-check whether a specific argument
was stated differently in the source document, as
illustrated in Figure 1 (b).

Legal expert evaluators were provided with 15
additional summaries drawn from 5 new legal opin-
ions. Our evaluation results suggest that by offering
this option alongside the human-written summaries,

2https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.cohen_
kappa_score.html

the overall weighted quadratic kappa agreement
improved to 0.607. The final evaluation guidelines
are presented in Appendix A.

4.3. Streamlining the Evaluation Process
with Dedicated Software

To facilitate the experts’ task, we developed a dedi-
cated software for the longform evaluation of gen-
erated summaries. Our software builds upon the
base code of the Falte tool (Goyal et al., 2022a),
with several key enhancements: (1) Keeping Ex-
pert State: Recognizing the need for multiple ses-
sions, we maintain the evaluation status for each
expert, allowing them to complete the task across
several sessions at their convenience. (2) Inclu-
sion of Likert Scale: We include Likert scale defini-
tions for each evaluation sample, aiming to reduce
rating variability. (3) Source Accessibility: Ac-
knowledging the positive impact of including source
documents on the evaluation agreement, we added
an option for experts to navigate to the source doc-
ument. This allows them to cross-check confusing
points against the source, improving accuracy. (4)
Highlighting Argument Roles: To streamline the
evaluation process, we highlight annotated argu-
ment roles in both the reference summaries and the
source document. This facilitates cross-checking
the generated summaries against them, reducing
confusion. This approach is akin to solutions pro-
posed by Krishna et al. (2023); Liu et al. (2023); Min
et al. (2023), where evaluators are provided with
atomic units of the summaries for evaluation. In our
work, argument roles serve as the salient atomic
units. The tool is deployed and available online3,
enabling experts to complete tasks asynchronously.
A screenshot is included in Appendix B 4.

5. Results and Analysis

The final evaluation set consisted of 90 distinct
generated summaries, that weren’t included in the
training phase, evenly selected from the three LED-
based models, covering 30 unique legal opinion
cases. Ratings were collected over two weeks us-
ing our dedicated software.

5.1. Experts’ Agreement
The final quadratic kappa agreement was 0.483,
which was lower than that obtained during the eval-
uation of the final evaluation process. We hypoth-
esize that this decline may be attributed to novel
issues arising that were not addressed during the

3https://summary-evaluation.herokuapp.
com/

4https://github.com/EngSalem/
legal-falte

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.cohen_kappa_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.cohen_kappa_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.cohen_kappa_score.html
https://summary-evaluation.herokuapp.com/
https://summary-evaluation.herokuapp.com/
https://github.com/EngSalem/legal-falte
https://github.com/EngSalem/legal-falte
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Metrics τ correlation coeff.
Expert 1 Expert 2 Average

rouge-1 0.35 0.33 0.37
rouge-2 0.33 0.30 0.33
rouge-L 0.28 0.34 0.34
BERTscore 0.31 0.29 0.33

Table 1: Automatic metrics correlations in kendal
tau τ with legal expert evaluations. All τ values

are statistically significant with p < 0.01.

training phase but required attention in the human
guidelines. We also evaluate the agreement be-
tween expert rankings of summaries by computing
Kendall’s tau (τ ) correlation coefficients. The final
τ correlation coefficient is 0.429 with p < 0.001, in-
dicating a significant pairwise agreement between
ratings of different systems.
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Figure 2: Average ratings. Expert average:
average of Legal expert 1 and Legal expert 2.

5.2. Argument Aware Model Rankings

We analyzed the average rankings of summaries
generated by different LED models. Figure 2 illus-
trates that the Finetune-LED model consistently re-
ceived lower rankings from both legal experts com-
pared to the arg-LED model (Elaraby and Litman,
2022), which highlights argument roles with special
tokens, and the arg-aug-LED model (Elaraby et al.,
2023), which leverages second-stage reranking to
select the model with the highest argument simi-
larity to the input. These findings are consistent
with the significant correlation of rankings between
both models discussed in 5.1, indicating that de-
spite the drop in kappa agreement, experts agreed
on the average rankings of summaries generated
by different systems. These results highlight that
considering the argumentative components in the
input document improves argument coverage in the
generated summaries.

5.3. Correlation with Automatic Metrics
We assess the effectiveness of automatic metrics
previously employed in evaluating legal opinion
summarization (Elaraby et al., 2023; Elaraby and
Litman, 2022; Zhong and Litman, 2023) against
human evaluation scores of argument coverage.
These models primarily utilized ROUGE (Lin, 2004)
and BERTScore (Zhang et al., 2019) to assess their
proposed approaches. Table 1 shows that ROUGE
demonstrated relatively higher correlation scores,
ranging from 0.34 to 0.37, compared to BERTScore.
Nevertheless, these findings suggest the potential
for developing metrics specifically tailored to cap-
ture argument coverage. For instance, Fabbri et al.
(2021) showed stronger correlations with aspects
like fluency, consistency, coherency, and relevance,
underscoring the need for more targeted metrics
for assessing argument coverage.

5.4. Abstractiveness and Length of
Summaries Effect on Ratings

Abstractiveness was quantified by computing the
percentage of novel n-grams in each summary
(See et al., 2017). Our findings, presented in Table
2, indicate that overall abstractiveness has limited
influence on the ratings. However, as the number
of novel n-grams increases (case of 4-gram), it can
have a negative impact on argument coverage.

Novel
n-grams

Average Expert 1 Expert 2

1-gram −0.182* −0.151 −0.180
2-gram 0.002 0.001 0.001
3-gram −0.045 −0.095 0.002
4-gram −0.200* −0.251* −0.129

Table 2: τ values for novel n-grams vs ratings. *
refers to p < 0.05.

Given the variability in our summary lengths, we
aim to investigate its influence on argument cover-
age ratings. However, Table 3 indicates that the
length of the summary has no significant effect on
argument coverage.

Expert Average Expert 1 Expert 2
0.01 0.12 −0.08

Table 3: τ values for summary length vs ratings.
All values are with p > 0.05.

6. Conclusion

In this paper, we explored the concept of argument
coverage, a new aspect in the evaluation of ab-
stractive summarization. Our focus was primarily
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on long legal opinions, where ensuring thorough
argument coverage is essential for producing mean-
ingful summaries. We introduced specific evalua-
tion guidelines crafted for assessing argument cov-
erage, allowing us to re-evaluate existing models
for long legal opinion summarization. Our findings
underscored the efficacy of integrating argument
roles into the summarization process. Furthermore,
we examined the automatic summarization metrics
commonly used in legal opinion summarization re-
search. Although ROUGE emerged as the most
promising metric, our analysis suggests the po-
tential for developing dedicated automatic metrics
tailored to assess argument coverage more effec-
tively. In future research, we aim to incorporate
argument role types for a more nuanced evaluation
and explore more efficient automatic metrics.

Limitations

One limitation of this study is the absence of explo-
ration into generated summaries from Large Lan-
guage Models, which represents a promising av-
enue for future research in legal opinion summariza-
tion. Additionally, a larger dataset of legal opinions
could have been incorporated into the evaluation
training to refine the evaluation guidelines and po-
tentially mitigate disagreements between experts
more effectively. This would enhance the robust-
ness of the evaluation process and bolster the reli-
ability of the results. Moreover, while the focus was
on legal opinions, extending the evaluation study to
other domains where argument coverage is crucial,
such as debates, would provide more comprehen-
sive and inclusive guidelines for summarization.
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A. Final Evaluation Guidelines

Table 4 shows the final evaluation guidelines pro-
vided to legal experts to obtain argument coverage
ratings.

B. Evaluation Tool

Figure 3 shows a snippet from the evaluation tool
used for collecting argumentation coverage.
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Guide for Evaluation: Argument Coverage
Description

Argument Coverage: Do generated summaries cover the important points of the reference summary?
You will be asked to rate the generated summary on a 4-point Likert scale to assess how well it covers
the arguments in comparison to the highlighted arguments in the reference summary, which represent

ground truth.
Recommended Steps

• Spend time to first read the reference summary until you understand the highlighted arguments.

• Read the generated summary until you understand its contents.

• Identify whether each argument highlighted in the reference summary is covered in the generated
summary.

• If in doubt about a certain argument in the generated summary, click on the "go to source" button to
double-check it against the source.

Rating scale of the Generated Summary

1. No arguments covered: The generated summary did not cover the highlighted arguments in the
reference summary or covered them only inadequately.

2. Few arguments covered: The generated summary adequately covered only a limited number of the
highlighted arguments in the reference summary.

3. Most arguments covered: The generated summary adequately covered most of the arguments
highlighted in the reference summary.

4. All arguments covered: The generated summary adequately covered all the highlighted arguments
in the reference summary.

Table 4: Final evaluation guidelines for argument coverage.

Figure 3: Screenshot from the tool used to collect argument coverage ratings from experts.
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