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Abstract
Reproducibility is a cornerstone of scientific research, ensuring the reliability and generalisability of findings. The
ReproNLP Shared Task on Reproducibility of Evaluations in NLP aims to assess the reproducibility of human evalua-
tion studies. This paper presents a reproduction study of the human evaluation experiment in "Hierarchical Sketch
Induction for Paraphrase Generation" by Hosking et al. (2022). The original study employed a human evaluation on
Amazon Mechanical Turk, assessing the quality of paraphrases generated by their proposed model using three criteria:
meaning preservation, fluency, and dissimilarity. In our reproduction study, we focus on the meaning preservation
criterion and utilise the Prolific platform for participant recruitment, following the ReproNLP challenge’s common
approach to reproduction. We discuss the methodology, results, and implications of our reproduction study, comparing
them to the original findings. Our findings contribute to the understanding of reproducibility in NLP research and high-
lights the potential impact of platform changes and evaluation criteria on the reproducibility of human evaluation studies.
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1. Introduction

Reproducibility is a fundamental principle of sci-
entific research, ensuring that findings can be in-
dependently verified and built upon by the wider
research community. In the field of Natural Lan-
guage Generation (NLG), reproducibility is particu-
larly challenging due to the complex nature of the
tasks (Belz et al., 2023) and the use of human as-
sessments for the evaluation of NLG approaches
(Gehrmann et al., 2023; Howcroft et al., 2020). Re-
cently, the reproducibility of NLP studies has been
called into question, with concerns raised about the
reliability and generalisability of reported findings
(Belz et al., 2021).

The ReproNLP Challenge To address the issue
of reproducibility in NLP, the ReproNLP/ReproGen
challenge was established to assess the repro-
ducibility of human evaluation studies (Belz et al.,
2020), under three conditions: (1) reproduction of
evaluation results of pre-selected papers based
on information of the original paper and additional
information by the authors; (2) reproduction of eval-
uation results by the same authors, i.e. own study;
(3) reproduction of a pre-selected study using infor-
mation provided by the ReproNLP organisers only
(Belz and Thomson, 2023).

The 2023 round of reproduction studies pro-
vided a wealth of lessons learnt. The evaluators’
background and qualifications were identified as
important factors in obtaining consistent results
as discrepancies in these can lead to varying re-
sults. (Gonzalez Corbelle et al., 2023; Watson and
Gkatzia, 2023; Mieskes and Benz, 2023; Li et al.,
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2023; Mahamood, 2023). The number of ratings
obtained per item and worker are also important
for obtaining statistically similar results (van Mil-
tenburg et al., 2023; Ito et al., 2023; Gao et al.,
2023). In addition, Ito et al. (2023) highlight that er-
rors in statistical analyses can prohibit reproducibil-
ity. Technical issues can prohibit replications of
studies that can be overcome through the use of
Docker (Platek et al., 2023) and the provision of
code used for crowdsourcing and the analysis of
results (Mahamood, 2023). However, Klubi¢ka and
Kelleher (2023) used a different user interface for
their reproduction study than the original authors
and were able to confirm the results of the original
study. Discrepancies in the study design have also
been identified as an issue in reproducibility (Platek
et al., 2023; Gao et al., 2023), while Platek et al.
(2023) advocate that setups with a minimal range
of potential answers, particularly those with binary
questions, are simpler to duplicate and should be
favoured over more intricate setups whenever fea-
sible.

In the 2023 round, we reproduced the human
evaluation as close as possible to the methodology
used by the original authors (Watson and Gkatzia,
2023). In the 2024 round, we experimented with
a platform change, Prolific instead of Amazon Me-
chanical Turk, and we focused on only one quality
criterion (meaning preservation) as outlined in the
2024 challenge design (Belz and Thomson, 2024).

Hierarchical Sketch Induction for Paraphrase
Generation In this paper, we focus on reproduc-
ing a single quality criterion from the human evalua-
tion component from the study "Hierarchical Sketch
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Induction for Paraphrase Generation" by Hosking
et al. (2022). The original study proposed a novel
approach to paraphrase generation using hierar-
chical sketch induction and conducted a human
evaluation on Amazon Mechanical Turk to assess
the quality of the generated paraphrases based on
three criteria: meaning preservation, fluency, and
dissimilarity.

Human Evaluation Datasheet (HEDS) As part
of our reproduction study, we have completed the
Human Evaluation Datasheet (HEDS) (Shimorina
and Belz, 2022), a standardised template for docu-
menting human evaluation experiments in NLP. The
HEDS framework aims to promote reproducibility
and facilitate meta-evaluation of evaluation meth-
ods by providing a consistent format for record-
ing the details of human evaluations. Our com-
pleted HEDS document is available on our project’s
GitHub repository’ and has also been contributed
to the central HEDS repository maintained by the
ReproNLP organisers®. This central repository
serves as a comprehensive resource for HEDS doc-
uments from all participating teams, enabling ac-
cess and comparison of human evaluation method-
ologies across different studies. By adhering to the
HEDS framework and sharing our documentation,
we aim to support the broader goal of improving the
reliability and generalisability of human evaluation
practices in the field.

1.1.

The main objective of our reproduction study is to
assess the reproducibility of the human evaluation
results reported in Hosking et al. (2022). We aim
to answer the following research questions:

Objectives and Hypotheses

1. To what extent can the human evaluation re-
sults be reproduced using a different partici-
pant recruitment platform (Prolific instead of
Amazon Mechanical Turk)?

2. How does focusing on a single evaluation cri-
terion (meaning preservation) affect the repro-
ducibility of the results compared to the original
study, which used three criteria?

Based on these research questions, we hypoth-
esise that:

1. The change in participant recruitment platform
may lead to some differences in the evaluation
results, but the overall trends should remain
consistent with the original study.

2. Focusing on a single evaluation criterion may
result in higher reproducibility compared to the

'https://github.com/NapierNLP/repronip_2024
2https://github.com/nlp-heds/repronlp2024

original study, as it reduces the complexity of
the task and the potential for variability in par-
ticipant judgements.

2. Original Study

2.1.

The original study by Hosking et al. (2022) pro-
posed a novel approach to paraphrase generation
called Hierarchical Refinement Quantized Varia-
tional Autoencoders (HRQ-VAE). The HRQ-VAE
model learns to generate paraphrases by first in-
ducing a syntactic sketch of the input sentence,
which captures its syntactic structure at varying lev-
els of granularity. The model then generates the
final paraphrase based on the induced sketch and
the original sentence’s meaning representation.

To evaluate the quality of the generated para-
phrases, the authors conducted a human evalu-
ation study on Amazon Mechanical Turk (AMT)3.
The annotators were required to have an approval
rate of >96%, be located in the United States or
United Kingdom, and have completed >5000 HITs,
workers were paid $3.50USD/hr. They compared
the HRQ-VAE model’s output to paraphrases gener-
ated by three other baseline models, namely, Gaus-
sian Variational AutoEncoder (VAE Bowman et al.
2016), Separator (Hosking and Lapata, 2021) and
Latent bag-of-words (BoW, Fu et al. 2019)%.

The human evaluation tasks were created using
300 input sentences sampled equally from three
datasets: Paralex (Fader et al., 2013), Quora Ques-
tion Pairs (QQP) (Chen et al., 2017), and MSCOCO
(Linetal.,2014). For each input sentence, the para-
phrases generated by the HRQ-VAE model and the
baseline models were presented to the AMT work-
ers, who were asked to rate the paraphrases based
on three criteria:

Methodology

1. Meaning preservation: The extent to which
the generated paraphrase preserves the mean-
ing of the original input sentence.

2. Fluency: The fluency and grammaticality of
the generated paraphrase.

3. Dissimilarity: The degree to which the gener-
ated paraphrase differs from the original input
sentence in terms of word choice and sentence
structure.

Each comparison was evaluated by 3 distinct
AMT workers, resulting in a total of 900 judge-
ments (300 sentences x 3 judgements per sen-

Shttps://www.mturk.com

“The authors compared their model to additional mod-
els through automatic metrics, but picked these four for
human evaluation due to best performance
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tence). Each task contained 32 paraphrase ques-
tions, including 2 attention checks.

The first attention check focused on the meaning
criteria and consisted of comparisons where one
paraphrase is generated by a "distractor" model
designed to produce output with a completely differ-
ent meaning. The second attention check focused
on the dissimilarity criteria where the paraphrase
would be the same as the input. Where a partici-
pant failed the attention check, their results were
discarded.

2.2. Results

The original study reported the human evaluation
results as relative preference scores for each of
the three dimensions (meaning, dissimilarity, and
fluency) across the four models: HRQ-VAE, Sepa-
rator, Latent BoW, and VAE. The relative preference
scores were calculated by assigning a score of +1
when a system was selected, -1 when the other
system was selected, and taking the mean over all
samples.
Key findings from the original study include:

» The VAE baseline achieved the highest rela-
tive preference score for meaning preservation
(+36%) but the lowest for dissimilarity (-33%),
indicating that while it best preserved the origi-
nal sentence’s meaning, it introduced the least
variation in the generated paraphrases.

+ The HRQ-VAE model offered the best balance
between meaning preservation (+4%) and dis-
similarity (-3%), demonstrating its ability to gen-
erate paraphrases that maintain the original
meaning while introducing diversity.

* In terms of fluency, the HRQ-VAE model out-
performed Separator and Latent BoW, with a
relative preference score of +8%.

These findings highlighted the effectiveness of
the proposed hierarchical sketch induction ap-
proach in generating high-quality paraphrases that
strike a balance between meaning preservation
and dissimilarity while maintaining fluency.

3. Reproduction

3.1.

Our reproduction study aims to assess the repro-
ducibility of the human evaluation results reported
in the original study by Hosking et al. (2022). We fol-
low the ReproNLP challenge’s common approach
to reproduction (Belz et al., 2020), with some modi-
fications to the participant recruitment process and
the evaluation criteria.

Methodology

3.1.1. Participant Recruitment

We recruited participants using the Prolific crowd-
sourcing platform®, which differs from the original
study’s use of Amazon Mechanical Turk (AMT). Par-
ticipants were sourced from the United Kingdom,
Canada, the United States, and Australia to ensure
a diverse sample and adhere to the ReproNLP
Challenge. To prevent overlap with the participant
pool of another lab conducting a similar reproduc-
tion study, we exclude participants who have taken
part in their study. Additionally, in accordance with
the ReproHum common procedure for calculating
fair pay (Belz et al., 2023), participants were paid
£2. This was calculated by assuming the reduced
complexity task should take around 10 minutes and
paying £12/hr. The median time to complete the
task was 8 minutes and our average reward per
hour came to £14.75.

In contrast to the original study, we did notimpose
any restrictions on the participants’ approval rate or
number of previously completed tasks on Prolific.

3.1.2. Evaluation Tasks and Procedure

We use the same set of 300 sentences as in the
original study. These sentences are divided into
60 distinct tasks (each needing three participant
ratings, therefore requiring 180 participants), each
containing 32 paraphrase questions, including 2
attention checks.

A single question in a task consisted of an orig-
inal sentence along with two corresponding para-
phrases, each generated by distinct models. Con-
trasting with the methodology of the original study,
our reproduction concentrated solely on a singu-
lar criterion. This decision was informed by the
preliminary ReproHum findings, which indicated
that tasks of lower complexity yielded enhanced
reproducibility (Belz et al., 2023). The participants’
assigned task was to identify the paraphrase that
most effectively retained the meaning of the original
sentence.

Each distinct task was evaluated by 3 partici-
pants, resulting in a total of 180 participant results
(60 distinct tasks x 3 participants per task). After
removing the attention check questions, we obtain
a total of 1,800 final average comparisons (5760
total evaluations + 3 participants = 1920 average
from participants, then 1920 - 120 attention checks
= 1800 final). The four models being evaluated
in this study are the same as in the original study:
VAE, Latent BoW, Separator, and HRQ-VAE.

3.2. Attention Check

To ensure the quality of the collected data, we in-
corporate an attention check mechanism in our

Shttps://www.prolific.com
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reproduction study, following the same approach
as the original paper. The attention check con-
sists of comparisons where one of the paraphrases
is generated by a "distractor" model, which is de-
signed to produce output with a completely different
meaning from the original sentence. If a participant
selected the distractor model, their responses were
discarded and reran but we did still pay the par-
ticipant. We had 5 failed attention checks in the
initial run of the reproduction, and then a further 1
failed attention checks on the rerun totalling 6 failed
attention checks. There are 2 attention checks per
task, and with 60 distinct tasks, there are a total of
120 attention check questions (2 x 60 = 120).

We decided to include the original study’s sec-
ond attention check question, to minimise the differ-
ences between the original study and the reproduc-
tion however, the data was not used for analysis.

3.3. Preference Calculation

To analyse the results of the reproduction study, we
follow the same approach as the original study. For
each comparison between two paraphrases, we as-
sign a score of +1 to the model whose paraphrase
is selected by the participant as better preserving
the meaning of the original sentence. Conversely,
the model whose paraphrase is not selected re-
ceives a score of -1. This scoring method allows us
to calculate the relative preference for each model.
The analysis is performed using a Python script,
which can be found alongside our raw results on
GitHub®. The script reads the data from a CSV
file and iterates over each unique task number (1-
60). For each task, it examines the participant
responses for the meaning preservation criterion
across all 32 comparisons, excluding the attention
check questions.

For each comparison, the script determines the
preferred model based on the majority vote across
the three participants. If model A is preferred, it
receives a score of +1, while model B receives a
score of -1, and vice versa. These scores are ac-
cumulated for each model across all comparisons.

After processing all the comparisons, the script
calculates the total number of comparisons (1800
once the attention checks have been removed) and
the average number of preferences across all mod-
els. Finally, it computes the relative preference
percentage for each model by dividing its accumu-
lated score by the total number of comparisons and
multiplying by 100.

The resulting relative preference percentages
provide insights into the performance of each model
in terms of meaning preservation, as judged by
the participants in the reproduction study. These
percentages can then be compared to the original

Shttps://github.com/NapierNLP/repronlp_2024

study’s results to assess the reproducibility of the
findings.

3.4. Differences from the Original Study

Our reproduction study differs from the original
study in the following aspects:

» We use the Prolific platform for participant re-
cruitment instead of Amazon Mechanical Turk.

» We do not impose restrictions on participants’
approval rate or number of previously com-
pleted tasks.

* We focus on a single evaluation criterion
(meaning preservation) instead of three criteria
(meaning, dissimilarity, and fluency).

+ We recruited participants from the United King-
dom, Canada, the United States, and Australia
as opposed to just the UK and USA like the
original study.

These differences allow us to investigate the im-
pact of participant recruitment platforms, screening
criteria, and evaluation criteria on the reproducibil-
ity of the human evaluation results. It is important
to note that some of these changes were planned,
such as focusing on a single evaluation criterion
and recruiting participants from additional coun-
tries, while others, like the omission of participant
approval rate and task completion restrictions, were
unintentional.

The omission of Prolific filters was an oversight,
however it highlights the challenges of conducting
reproduction studies with complete accuracy. As
Thomson et al. (2024) argues, mistakes might oc-
cur in many human evaluations, and there is no
evidence to suggest that all published studies are
entirely mistake-free. Despite our best efforts to
adhere to the original study’s methodology, this un-
intended difference in participant screening criteria
may have introduced additional variability in our
reproduction results.

4. Results

In this section, we present the results of our repro-
duction study and compare them with the findings
of the original study by Hosking et al. (2022).

Figure 1 illustrates the relative preference results
from our reproduction study. The HRQ-VAE model
achieves a relative preference score of 3.56%, in-
dicating a slight preference for its generated para-
phrases in terms of meaning preservation. The
VAE model performs the best, with a score of
23.00%, while the Separator and Latent BoW mod-
els receive negative scores of -17.89% and -8.67%,
respectively.
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w0 Reproduction Results
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Figure 1: Relative preference results from our re-
production.

To facilitate a direct comparison with the original
study, we present the results obtained by Hosking
et al. (2022) in Figure 2. The original study reports
relative preference scores of +36% for the VAE
model, -16% for Latent BoW, -24% for Separator,
and +4% for HRQ-VAE.

Original Authors' Results
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Figure 2: Results obtained by the original authors
in Hosking et al. (2022), visualised in a manner con-
sistent with our own findings. The numerical values
presented are directly sourced from the original
authors’ publication.

Comparing the results of our reproduction study
with the original findings, we observe some notable
differences. While the VAE model maintains its po-
sition as the best-performing model in both studies
(for preserving meaning), the relative preference
scores for the other models vary. In our reproduc-
tion, the HRQ-VAE model is slightly less preferred
(3.56%) than in the original study (4%). The Sepa-
rator model is more preferred in our study (-17.89%)
compared to the original (-24%), while the Latent
BoW model is less preferred (-8.67%) than in the
original (-16%), with negative scores indicating less
preference for the model. Overall, our replication
study shows a narrowing in the range of model

preferences: the best models are not as strongly
preferred, and the least preferred models are not
as strongly disliked as in the original study, even
though the ranking order remains the same.

4.1. Quantified Reproducibility
Assessments (QRA)

To further evaluate the reproducibility of the origi-
nal study, we conducted Quantified Reproducibility
Assessments (QRA) as described by Belz et al.
(2021). These assessments provide a standard-
ised way to quantify the degree of reproducibility
between the original study and our reproduction.
The code used to do these calculations can be
found alongside the data on our github repo”.

4.1.1. Type | Assessment

Type | assessment measures the reproducibility of
individual results using the coefficient of variation
(CV*). CV* is an adjusted version of the coeffi-
cient of variation that accounts for small sample
sizes (Belz, 2022). It can be used even with pairs
of results, such as those obtained from an origi-
nal study and its reproduction. We calculated the
CV~ for each model by comparing the original and
reproduction percentage scores.

1 *
ovi=(1+—) = (1)
dn ) |Z|
where s* is the unbiased sample standard deviation,
Z is the sample mean, and n is the sample size.

Table 1: Type | (CV*) Assessment

System Original Reproduction ~ CV*

VAE +36% +23% 43.936
Latent BOW  -16% -8.67% 59.246
Separator -24% -17.89% 29.084
HRQ-VAE +4% +3.56% 11.605

4.1.2. Type Il Assessment

Type Il assessment evaluates the reproducibility of
a set of results using correlation measures. We cal-
culated Pearson’s r and Spearman’s p correlations
between the original and reproduction percentage
scores.

Table 2: Type Il (Correlation) Assessment

Metric Value p-value
Pearson’s r 0.995 0.0049
Spearman’s p  1.000 <0.0001

"https://github.com/NapierNLP/repronip_2024
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5. Discussion

Our reproduction study aimed to assess the repro-
ducibility of the human evaluation results reported
by Hosking et al. (2022) for their proposed hier-
archical sketch induction approach to paraphrase
generation. By closely following their methodol-
ogy but using the Prolific platform for participant
recruitment, only screening participants based on
location and focusing on the meaning preservation
criterion, we sought to determine to what extent the
original findings could be replicated.

The results of our reproduction study show a
similar trend to the original findings, with the VAE
model clearly achieving the highest relative prefer-
ence score for meaning preservation. However, we
observed some notable differences in the magni-
tudes of the relative preference scores for the other
models. The HRQ-VAE model, which was the main
focus of the original study, received a slightly lower
preference score in our reproduction (3.56%) com-
pared to the original (4%). Additionally, the Sep-
arator and Latent BoW models exhibited different
degrees of dislike compared to the original study.
The Separator model was less disliked in our repro-
duction, with a relative preference score of -17.89%
compared to -24% in the original study. Similarly,
the Latent BoW model was also less disliked in
our reproduction, receiving a score of -8.67% com-
pared to -16% in the original study.

To further evaluate the reproducibility of the origi-
nal study, we conducted Quantified Reproducibility
Assessments (QRA) as described by Belz et al.
(2021). The assessment of individual model re-
producibility using the coefficient of variation (CV*)
revealed some variability, with the Separator model
showing the best reproducibility (CV* = 29.0843)
and the Latent BoW model having the lowest repro-
ducibility (CV* = 59.2464). However, the assess-
ment of the overall reproducibility using correlation
measures demonstrated a strong positive correla-
tion between the original and reproduction results.
Both Pearson’s » (0.995, p = 0.0049) and Spear-
man’s p (1.000, p < 0.0001) indicated a high degree
of overall reproducibility.

Despite these differences, the overall ranking of
the models in terms of meaning preservation re-
mained consistent between the original study and
our reproduction. This suggests that the fundamen-
tal findings of the original study are reproducible to
some extent, even with the modifications made to
the participant recruitment platform, and the focus
on a single evaluation criterion.

It is important to acknowledge the limitations of
our reproduction study. First, the use of a differ-
ent participant recruitment platform (Prolific) and
the exclusion of certain participant screening crite-
ria may have introduced variability in the evaluator

pool, potentially influencing the results. Second,
focusing on a single evaluation criterion (meaning
preservation) rather than the three criteria used
in the original study may have simplified the task
for participants but also limited the scope of the
reproducibility assessment.

6. Conclusion

Our findings contribute to the broader discussion
on the reproducibility of human evaluation studies
in NLP research. The fact that we were able to
largely reproduce the original results, despite the
modifications made, highlights the potential for re-
producing human evaluation findings across differ-
ent platforms and with variations in the evaluation
setup. However, the observed differences in the rel-
ative preference scores underscore the sensitivity
of human evaluations to factors such as partici-
pant recruitment and the specific evaluation criteria
used.

To further enhance the reproducibility of hu-
man evaluation studies, we recommend that re-
searchers provide detailed documentation of their
methodology, including participant recruitment
procedures, evaluation guidelines, and analysis
methodologies. Additionally, we strongly suggest
publishing both raw data and analysis code where
possible. This transparency will facilitate replica-
tion attempts and enable more robust comparisons
across studies. Additionally, exploring the impact of
different participant pools and evaluation setups on
the reproducibility of results can provide valuable in-
sights into the generalisability of human evaluation
findings.

In conclusion, our reproduction study demon-
strates that the human evaluation results reported
by Hosking et al. (2022) are partially reproducible
when using a different participant recruitment plat-
form and focusing on a single evaluation criterion.
While we observed some differences in the relative
preference scores, the overall ranking of the models
remained consistent with the original findings. This
study contributes to the ongoing efforts to assess
and improve the reproducibility of human evaluation
studies in NLP research, and highlights the impor-
tance of detailed documentation and exploration
of factors influencing reproducibility. Future work
should continue to investigate the robustness of
human evaluation findings across different setups
and participant pools to strengthen the reliability
and generalisability of NLP evaluation practices.
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