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Abstract
This paper presents a reproduction study aimed at reproducing and validating a human NLP evaluation performed for
the DExperts text generation method. The original study introduces DExperts, a controlled text generation method,
evaluated using non-toxic prompts from the RealToxicityPrompts dataset. Our reproduction study aims to reproduce
the human evaluation of the continuations generated by DExperts in comparison with four baseline methods, in terms
of toxicity, topicality, and fluency. We first describe the agreed approach for reproduction within the ReproHum project
and detail the configuration of the original evaluation, including necessary adaptations for reproduction. Then, we
make a comparison of our reproduction results with those reported in the reproduced paper. Interestingly, we observe
how the human evaluators in our experiment appreciate higher quality in the texts generated by DExperts in terms of
less toxicity and better fluency. All in all, new scores are higher, also for the baseline methods. This study contributes
to ongoing efforts in ensuring the reproducibility and reliability of findings in NLP evaluation and emphasizes the
critical role of robust methodologies in advancing the field.
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1. Introduction

Human assessments are considered as the most ef-
fective and demanding approach for evaluating Nat-
ural Language Processing (NLP) systems, rather
than automatic metrics which in general show poor
correlations with human judgments (Reiter, 2018).
Despite this, the reproducibility of human evalua-
tions is still a complicated task. Most human evalu-
ations are not reproducible from publicly available
information and, even contacting the authors to
obtain missing information, problems persist (Belz
et al., 2023b). Insufficient documentation, confu-
sion in defining the evaluation criteria, reporting
mistakes, errors in scripts, or experimental flaws
are common problems when attempting to repro-
duce human evaluations in NLP (Belz et al., 2023a;
Thomson et al., 2024).

The work presented in this paper is part of the
ReproHum study (Belz and Thomson, 2024), which
investigates factors that make a human evaluation
more reproducible in NLP tasks by launching multi-
lab sets of reproductions of human evaluations. As
members of one of the more than 20 partner labs
in this project, we performed a reproduction of an
NLP study in which a method for controlled text
generation is assessed, by comparing it with other
baseline methods in terms of toxicity, topicality and
fluency.

The rest of the manuscript is organised as follows.
In section 2 we introduce the related work and the
common approach to reproduction. Section 3 de-
scribes the reproduction procedure, including the

details of the original paper and changes made to
perform the reproduction. In section 4, results of
the reproduced evaluation are reported. Finally,
section 5 concludes with some final remarks.

2. Background

One of the first approaches for assessing repro-
ducibility of human evaluations in Natural Language
Generation (NLG) was the ReproGen1 shared task
(Belz et al., 2021, 2022b). The main objectives
of this shared task were (i) to shed light on the
extent to which past NLG evaluations were repro-
ducible, and (ii) to draw conclusions regarding how
NLG evaluations can be designed and reported
to increase reproduciblity. Within this shared task,
several reproduction studies were carried out. For
instance, Mahamood (2021) reproduced a human
evaluation of data-to-text systems, obtaining poor
reproducibility when assessing the effect of hedges
on preference judgements between native and flu-
ent English speakers. Mille et al. (2021) reproduced
the evaluation of a stance-expressing football report
generator, finding good reproducibility for stance
identification, but lower scores for clarity and flu-
ency.

With the aim of encompassing all NLP tasks, the
scope of the ReproGen shared task was expanded
and renamed as the ReproNLP2 shared task. In

1https://reprogen.github.io/
2https://repronlp.github.io/

https://reprogen.github.io/
https://repronlp.github.io/
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line with that, the ReproHum3 project arose, with
the key goals of the development of a methodologi-
cal framework for testing the reproducibility of hu-
man evaluations in NLP, and of a multi-lab paradigm
for carrying out such tests in practice, carrying out
the first study of this kind in NLP. The results of the
first round of experiments performed within the Re-
proHum project (i.e., ReproHum Round 0) were pre-
sented in a specific track of the ReproNLP shared
task. We participated in this track and showed the
findings of our first reproduction study, in which
the evaluation consisted in counting the supported
and contradicting facts generated by a neural data-
to-text model (González Corbelle et al., 2023). In
general, the results of Reprohum Round 0 showed
that (i) the different way of fixing bugs or errors by re-
producing authors led to different results; (ii) some
reproducing authors chose different experiments
to reproduce, resulting in non-comparability; and
(iii) reproducing authors did not always manage to
stick as close as intended to original experimental
details (Belz and Thomson, 2023). At the end of
the Reprohum Round 0 of experiments, the project
team decided to conduct an additional round in
which some changes in the reproduction procedure
where made, in line with the lessons learned from
the previous round (e.g., unify the crowd-sourcing
platform for all reproductions). This work is part of
the ReproHum Round 1. Accordingly, we followed
the guidelines defined in the project for systematic
reproduction of experiments:

1. A partner lab is assigned to reproduce an ex-
periment in a selected paper.

2. Researchers in the lab go to the ReproHum re-
sources folder which is prepared for the exper-
iment. This folder contains all the information
that is required to reproduce the experiment.

3. Researchers in charge of reproduction famil-
iarise themselves with all the resources pro-
vided in public repositories or by the authors.

4. Researchers draw a plan for reproducing the
assigned experiment in a form as close as
possible to the original experiment, ensuring
they have all required resources.

5. If participants were paid during the original ex-
periment, researchers must recalculate a fair
payment to the new participants (i.e., regard-
ing minimum wage in the country where the
experiment is conducted).

6. Ask for ethical approval and wait until the
project coordinator confirms the recalculated
payment for participants is fair enough.

3https://reprohum.github.io/

7. Complete the Human Evaluation Datasheet
(HEDS)4, provided by the project team with all
the details about how the reproduction of the
experiment is going to be carried out and share
the HEDS with the project coordinator before
launching the experiment. At the end of the Re-
proHum Round 1 of experiments, HEDS for all
papers will be placed in a common repository5.

8. Identify the type of results reported in the orig-
inal paper that is going to be reproduced, con-
sidering Type I results (i.e., single numerical
scores), Type II results (i.e., sets of numerical
scores), Type III results (i.e., categorical la-
bels attached to text spans), and/or qualitative
conclusions stated explicitly.

9. Once the project team has validated their
HEDS, researchers can carry out the experi-
ment exactly as described in the HEDS.

10. Researchers report the results in a paper, con-
taining the following:

(a) Description of the original experiment.
(b) Description of any differences in the re-

production experiment.
(c) Side-by-side presentation of all results

from original and reproduction experiment,
in tables.

(d) Quantified reproducibility assessments:
Coefficient of Variation for Type I results,
Pearson’s or Spearman’s correlation coef-
ficient for Type II results, and Fleiss’ kappa
or Krippendorff’s alpha for Type III results.

(e) Side-by-side presentation of conclusions
or findings in the original vs. the reproduc-
tion experiment.

(f) Summary of conclusions or findings that
are confirmed or not in the reproduction
experiment.

(g) HEDS sheet in the appendix.

3. Reproduction procedure

In this section we describe step by step how we
applied the ReproHum guidelines previously intro-
duced. We were assigned to reproduce the human
evaluation originally carried out by Liu et al. (2021)
for the DExperts controlled text generation method.
In agreement with the methodology outlined in the
paper, supplementary materials, resources from
the linked public repository, and additional guid-
ance from ReproHum coordinator after contacting

4https://gitlab.citius.usc.es/gsi-nlg/
reprohum-heds-dexperts

5https://github.com/nlp-heds/
repronlp2024

https://reprohum.github.io/
https://gitlab.citius.usc.es/gsi-nlg/reprohum-heds-dexperts
https://gitlab.citius.usc.es/gsi-nlg/reprohum-heds-dexperts
https://github.com/nlp-heds/repronlp2024
https://github.com/nlp-heds/repronlp2024
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the authors, we reproduced the evaluation process
with some required adaptations as detailed below.

3.1. Paper for reproduction
In the reference paper taken for reproduction, Liu
et al. (2021) proposed DExperts, a method for con-
trolled text generation that re-weights language
model (LM) predictions based on expert and anti-
expert opinions. DExperts is a decoding-time
method for controlled text generation. To evalu-
ate the problem of toxic degeneration where a user
might unexpectedly receive harmful output from an
LM, they used a randomly selected sample of 10K
non-toxic prompts from the RealToxicityPrompts
dataset (Gehman et al., 2020). The DExperts
method was tested using prompts selected with nu-
cleus sampling (Holtzman et al., 2020). Then, the
task of DExperts was, from the non-toxic prompt,
to generate a non-toxic continuation.

The performance of DExperts was compared
against alternative generation methods, regarding
both automatic and human evaluation on the gen-
erated outputs. On the one hand, automatic eval-
uation payed attention to toxicity, fluency, and di-
versity of generations. Toxicity was measured with
the toxicity score from Perspective API6; fluency
was measured in terms of perplexity, and diversity
was measured regarding n-grams. On the other
hand, human evaluation was supported by the Ama-
zon Mechanical Turk (AMT) crowd-sourcing plat-
form. AMT workers, also known as turkers, evalu-
ated 120 randomly selected prompts from the 10K
nontoxic subset. For each prompt, they compared
DExperts versus four different baselines. For each
pair, two generations were randomly selected from
each method. This results in a total of 120 prompts
×4pairings

prompt ×2 generations
pairing = 960 comparisons. Each

comparison pair was rated by three turkers, who
selected which one of the two continuations was:
(i) less toxic, (ii) more fluent, and (iii) more topical.

We reproduced the human evaluation, so all the
details that will be mentioned in the following sec-
tions will be about this evaluation task, i.e., the
evaluation of toxicity, fluency, and topicality in auto-
matic generation for continuation of sentences.

3.2. Evaluation details
In the human evaluation of Toxicity Avoidance, eval-
uators perform sentence pair comparison to select
the best option based on toxicity, topicality, and
fluency relevance. The following baseline methods
were compared against the proposed DExperts
method (Gehman et al., 2020) regarding its detoxi-
fication capabilities: (i) DAPT, a Domain-adaptive

6https://github.com/conversationai/
perspectiveapi

pretraining model from Gururangan et al. (2020);
(ii) PPLM, a Plug-and-play language model pro-
posed in Dathathri et al. (2020); (iii) GeDi, a Gener-
ative discriminator model from Krause et al. (2020);
and (iv) GPT-2 from Radford et al. (2019), as the
Non-Toxic Expert.

In the original experiment, the evaluation was car-
ried out using the AMT platform. However, we were
not allowed to use this crowd-sourcing platform due
to ReproHum requirements. Thus, the recruitment
of evaluators was conducted through the Prolific7

platform and the questionnaires were created using
Qualtrics8. Unlike AMT, neither Qualtrics nor Pro-
lific allow batch managing of the tasks, so instead of
creating a single questionnaire for each of the 960
tasks manually, we decided to divide them into 30
questionnaires, each containing 32 tasks. This way,
each questionnaire was completed by three differ-
ent evaluators, who answered 32 different tasks,
leading to a total of 90 different evaluators in the
whole evaluation process.

The tasks always pit the descriptions generated
by DExperts against one of the baselines, i.e., an al-
ternative method. The distribution of tasks in ques-
tionnaires was done in such a way that each ques-
tionnaire contained the same number of tasks for
each baseline (i.e., GPT-2, DAPT, PPLM and GeDi).
Each evaluator was presented with a questionnaire.
Then, the evaluator had to select which one of the
two continuations (one from each method) was less
toxic, more topical, and more fluent. The experi-
ment was described to the participants as follows:

The aim of this study is to evaluate the ef-
fectiveness of various detoxification meth-
ods for AI systems by assessing text gen-
erations produced by these methods. Par-
ticipants will be required to evaluate pairs
of text continuations generated by AI sys-
tems based on specific prompts. They
will need to assess each continuation for
toxicity, topicality, and fluency according
to provided criteria.
Participants will not be required to pro-
vide any sensitive personal information.
The survey will be anonymous, and no
personally identifiable information will be
collected. Some participants might find
reading potentially toxic content uncom-
fortable. However, it is crucial for the
study’s purposes to assess the toxicity of
AI-generated text.
Participants will not need to download any
software or use any specialized equip-
ment. They will only need access to a

7https://www.prolific.com/
8https://www.qualtrics.com/

https://github.com/conversationai/perspectiveapi
https://github.com/conversationai/perspectiveapi
https://www.prolific.com/
https://www.qualtrics.com/
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Figure 1: Example of a task with a question about fluency. Evaluators were required to select the item
from the list which they thought to be more fluent. They were only allowed to select one answer.

device with an internet connection to com-
plete the survey. To ensure their submis-
sions are valid, participants should care-
fully evaluate each text continuation based
on the provided criteria and provide hon-
est responses.

The questionnaires began by presenting the In-
formed Consent to the participants, where the foun-
dations of the study were explained. If they agreed,
they could proceed. Otherwise, they could not par-
ticipate in the study. Next, their Prolific ID was
recorded to validate their participation. No other
user data was collected. The third page of each sur-
vey consisted of an explanation of the tasks the user
would need to perform. Finally, each task was dis-
played on a single page. Participants could not pro-
ceed without selecting a response for each ques-
tion. All tasks in the questionnaire were random-
ized, so each participant completed them in a dif-
ferent order. Regarding the way in which the tasks
were shown to the participants, first, the prompt and
the two continuations were displayed. Then, the
three questions about the task (i.e., greater fluency,
lower toxicity, greater topicality) were displayed ran-
domly. Each question was multiple-choice with a
single answer. Each question allowed three re-
sponses regarding the feature being evaluated: (i)
continuation A is better, (ii) continuation B is better,
and (iii) both are equally good/bad. These three
options were also displayed in a random order. It
must be noted that all the prompts and continu-
ations used in the evaluation were provided in a

“.csv” file, together with a HTML template of the
questionnaire. We programmed Python scripts to
distribute tasks into Qualtrics’ questionnaires ran-
domly but using stratified sampling. These scripts
generated data files with information about 32 tasks,
as described earlier. For each questionnaire, its
corresponding data file was uploaded to Qualtrics,
and all the information was saved as embedded
data. This way, the format of the survey and the
sets of prompts-continuations were reproductions
of the original paper. In Figure 1 we show an exam-
ple of a task with the already mentioned sentence
description and a question about fluency.

As mentioned before, the expected number of
unique evaluators at the end of the experiment was
90, but it was actually 91. This is because one of
the participants had problems connecting to Pro-
lific while completing the survey in Qualtrics during
the fourth iteration (questionnaire Q4). Therefore,
its participation was coded as UNKNOWN CODE in-
stead of COMPLETED (like the rest of the partic-
ipants). Initially, this participation was rejected
because the questionnaire was not recorded as
completed in Qualtrics, so the evaluator subse-
quently informed us about the incident. We re-
viewed the case and were able to verify in Qualtrics
that the evaluator had completed the questionnaire,
although the error appeared in Prolific. Therefore,
we approved its participation in Prolific and the eval-
uator was paid. However, since we already had all
the necessary answers, we decided to discard this
case during the analysis of results.

After the completion of each questionnaire, we
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Figure 2: Reproduction results of human evaluation for detoxification. Percentage of times that DExperts,
a baseline method (i.e., GPT-2, DAPT, PPLM and GeDi) or both were selected as the best option based on
being less toxic, more topical or more fluent in continuations for a given prompt of the RealToxicityPrompt
dataset.

revised that we had all the answers we needed at
Qualtrics before publishing the next one in Prolific.
It is worth noting that the original experiment was
done in AMT, so some settings that we needed to
establish for Prolific were not defined in the original
study. Namely, in the original study the researchers
required that the evaluators had at least 1,000 Hu-
man Intelligence Tasks (HITs) approved in the AMT
platform, that they were in US or CA, and that their
approval rate was at least 99%. As we were us-
ing Prolific, the requirements were different due to
several reasons such as the quantity of workers on
the platform, years the platform has been active,
or the differences between available filters. Thus,
we had to adapt the selection criteria according to
the standards stated by the ReproHum project for
Prolific. The filter of the number of HITs approved
in AMT was replaced by the number of previous
submissions in Prolific and we set a less demand-
ing threshold, i.e., more than 200. Regarding the
permitted locations, the list was expanded to US,
CA, UK, and Australia. We also kept the approval
rate at 99%.

We determined empirically the time limit to com-
plete the task once started. We estimated that
the maximum time to complete each task was 4
minutes (4× 32 = 128 minutes per questionnaire).
Regarding the pay-per-task to participants, we had
the information of the approximated payment per
task in the original study, but according to the Re-
proHum project common approach for reproduc-
tion presented in section 2, we recalculated this
payment following the procedure to calculate a fair
payment (see appendix A). This way, we got that
the fair payment for our participants was 13.76EUR
per hour, which in that moment was equivalent to
GBP11.78 per hour. So, estimating that each task
takes 4 minutes (i.e., 15 tasks per hour), we got a
pay-per-task of GBP 11.78

15 = GBP0.79. Consider-
ing that each questionnaire was composed of 32
tasks, the payment to each participant should be
GBP0.79×32= GBP25.28 per questionnaire.

Finally, we got a “.csv” file with the answers to

each questionnaire and we developed a Python
script to unify all the answers in a single file. Then,
for each of the analyzed criteria (i.e., toxicity, topi-
cality, and fluency), we computed the percentage
of times each continuation was selected, along with
the percentage corresponding to affirming that both
continuations were equal. In this manner, we could
generate a comparable graph to the one presented
in the original paper, facilitating a fair comparison.

4. Results

In the original paper results of human evaluation
were reported in a plot with the percentage of times
DExperts, a baseline (i.e., GPT-2, DAPT, PPLM or
GeDi) or the “equal” option were chosen for each
of the tasks (see Figure 2 from Liu et al., 2021).
The same information is extracted from our results
and shown in Figure 2. Following the common
approach described in section 2, we also provide
readers with the unbiased Coefficient of Variation
(CV*) proposed by Belz et al. (2022a), for each
value in comparison to the original experiment (see
Table 1).

Focusing our analysis in DExperts scores, we
can see that in terms of toxicity, the method in-
creased their scores against GPT-2 and PPLM,
while decreased by 0.01 against DAPT and main-
tained on its comparison with GeDi. Regarding
topicality, DExperts improved the score against
GPT-2 and PPLM, while in the other comparisons
worsened with respect to the original evaluation.
Regarding fluency, we can see a general improve-
ment in DExperts scores against three methods
(i.e., GPT-2, DAPT and PPLM), while against GeDi
remains the same. Looking at Table 1 for DEx-
perts, we appreciate that the CV* is moderate for
all the criteria, reaching the higher value in topicality
against GeDi.

If we pay attention to the percentage of times
other possible options were chosen, we can see
that the selection of “equals/no preference” de-
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Toxicity
DExperts preferred Equal/No preference Baseline preferred

Baseline Original Repro CV* Original Repro CV* Original Repro CV*
GPT-2 0.21 0.25 17.34 0.69 0.55 22.51 0.11 0.20 57.89
DAPT 0.18 0.17 5.7 0.67 0.58 14.36 0.15 0.25 49.85
PPLM 0.23 0.26 12.21 0.62 0.57 8.38 0.14 0.17 19.3
GeDi 0.20 0.20 0.0 0.64 0.60 6.43 0.16 0.20 22.16

Topicality
DExperts preferred Equal/No preference Baseline preferred

Baseline Original Repro CV* Original Repro CV* Original Repro CV*
GPT-2 0.28 0.31 10.14 0.41 0.40 2.46 0.30 0.29 3.38
DAPT 0.26 0.25 3.9 0.43 0.41 4.75 0.31 0.35 12.08
PPLM 0.33 0.34 2.96 0.37 0.34 8.43 0.30 0.32 6.43
GeDi 0.35 0.27 25.73 0.37 0.40 7.77 0.28 0.33 16.34

Fluency
DExperts preferred Equal/No preference Baseline preferred

Baseline Original Repro CV* Original Repro CV* Original Repro CV*
GPT-2 0.30 0.35 15.34 0.40 0.32 22.16 0.30 0.33 9.5
DAPT 0.26 0.30 14.24 0.39 0.29 29.32 0.35 0.41 15.74
PPLM 0.37 0.39 5.25 0.33 0.28 16.34 0.31 0.33 6.23
GeDi 0.36 0.36 0.0 0.35 0.29 18.69 0.28 0.35 22.16

Table 1: Original vs. reproduction (Repro) scores and unbiased coefficient of variation (CV*, n=2) for each
method comparison and criteria. Reproduction values are the same as shown in Figure 2.

creased in almost all the cases, with an accept-
able CV*. In contrast, the percentage of times a
baseline was chosen increased in general, except
in comparison with GPT-2 for topicality, in which
decreased by 0.01. The highest values in the CV*
are shown in the GPT-2 and DAPT baselines for
the less toxicity criterion.

To better compare results in the original paper
versus our reproduction, Table 2 shows the aver-
age scores for each of the options (i.e., DExperts,
baseline method or equal) by criteria. Note that re-
sults of the different alternative methods with which
DExperts had been compared to, now are grouped
as “baselines” to facilitate analysis.

Focusing on DExperts we can see that, in aver-
age, scores for toxicity and fluency increased for the
reproduction study, by 0.015 and 0.027 respectively,
while slightly decreased in terms of topicality. If we
pay attention to the “equal/no preference” option,
we perceive a general decrease in all the criteria,
more notable in terms of toxicity (-0.0755) and flu-
ency (-0.073). Moreover, looking at the baselines
average scores, a general increase is appreciated,
being more noticeable in toxicity (0.065) and flu-
ency (0.045).

Table 3 summarizes the main differences be-
tween conclusions drawn from the original and re-
produced experiments. Liu et al. (2021) state in
the original study that DExperts is rated as less
toxic more often than every baseline method. In
the reproduction, DExperts is rated as less toxic
only more often than GPT-2 and PPLM. Against
the DAPT method is rated as less toxic with less

frequency, and in comparison with GeDi is rated
as less toxic with the same frequency. The au-
thors also highlight in their results that DExperts is
rated equally fluent compared to GPT-2, yet less
toxic than GPT-2 10% more often than the other
way around. In the reproduction, the fluency of
DExperts outperforms the GPT-2, but DExperts
is only rated less toxic than GPT-2 5% more of-
ten. No conclusions were thrown about topicality
in the original experiment, but in our results we
found that DExperts was rated more topical a 2%
more often than GPT-2 and PPLM. Overall, DEx-
perts performance in the reproduction study varies
slightly, giving average better results in toxicity and
fluency, but worsening in topicality. However, it is
worth mentioning that in our evaluation the base-
line methods perform better than in the original one
for all criteria, and even outperform DExperts in
some cases (e.g., DAPT method for any criterion or
GeDi for topicality). Also, the “equal/no preference”
option had less representation in our study than in
the original study in all the comparisons between
methods, showing that in our study the evaluators
perceived clearer differences between compared
sentences than in the original study, leading to more
polarized results.

5. Concluding Remarks

In this work we reproduced the human evaluation
made by Liu et al. (2021). Thus, we reproduced
the evaluation of a text generation method based
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DExperts preferred Equal/No preference Baseline preferred
Baseline Original Repro CV* Original Repro CV* Original Repro CV*
Toxicity 0.205 0.220+ 7.037 0.655 0.575 12.969 0.140 0.205+ 37.568
Topicality 0.305 0.293 4.001 0.395 0.388 1.783 0.298 0.323+ 8.027
Fluency 0.323 0.350+ 7.999 0.368 0.295 21.955 0.310 0.355+ 13.493

Table 2: Average percentage of times DExperts, a baseline method (i.e., GPT-2, PPLM, DAPT and GeDi)
or the equal option were selected based on being less toxic (#Txc), more topical (#Tpc) or more fluent
(#Fnc), both for the original and reproduced evaluation (original results are calculated from Figure 2 in Liu
et al., 2021). Scores that improved in the reproduction study are marked with +. CV* between original
and reproduction average scores are included.

on the combination of expert and anti-expert mech-
anisms, regarding toxicity, topicality, and fluency of
the continuations generated from a prompt.

When analyzing the quality of the generated con-
tinuations, we did not find any major difference in
the reproduction results with respect to the origi-
nal ones, what indicates that this NLP evaluation
can be considered reproducible. All scores were
slightly different from the original ones, whether
higher or lower but reported a moderate CV*. De-
spite that, DExperts shows a mild improvement in
the reproduction study in terms of obtaining higher
selection rates with respect to toxicity and fluency,
while in topicality the rates were a bit lower than in
the original study.

It must be noted that for toxicity and topicality the
most common selected option among evaluators
was that both compared methods (i.e., DExperts
and baseline) generate equivalent continuations,
with considerably higher percentage than the other
possible options. Nevertheless, for fluency this is
not the case, as the selection that both continu-
ations are equivalent is approximately 5% more
infrequent than the individual selections. This ten-
dency in the selection of the “equal/no preference”
option is the same in the original and the reproduc-
tion study, however in the latter a decrease in the
use of this option is appreciated. It led us to as-
sume that in the reproduction study the evaluators
were more polarized towards DExperts or baseline
options, instead of using the “equal/no preference”
option.

Despite our efforts in fairly reproduce the original
experiment and the available documentation, we
recognize there are certain variables inherent to
human evaluation that can lead to variations in the
outcomes of a reproduction study, even when all
settings are faithfully replicated from the original
study. One of the most prominent factors is the
pool of evaluators. For instance, we had to adapt
the AMT crowd-worker selection requirements to
the Prolific selection requirements. Additionally, the
number of evaluators participating varied from the
original study, as in the original study they had the
freedom to choose the number of tasks to under-

take and our pool of evaluators had a fixed number
(i.e., 90 different evaluators). These discrepancies
contribute to divergent results in a human evalua-
tion reproduction.

In connection with the Prolific crowd-worker re-
quirements and settings, the following experience
with a worker from the platform is worthy to mention
here. As stated in section 3.2, for each iteration, we
required three workers to complete each question-
naire. During one of the early iterations, a worker
contacted us using Prolific’s integrated messaging
system to point out an error in the Informed Con-
sent, reporting the following:

“Hi, just to query that the study began by
saying that at the end I would be asked
if English was my native language, which
did not happen - also although I did not
hurry through the study it took far less than
the allotted time so I am wondering if any
section was missing for me? Thanks.”

This user was the only one who noticed the error
in the Informed Consent, or at least the only one
who notified us. In the next iteration we fixed the
mention to the additional missing question. We
thanked the user for its feedback and explained
that there were no further questions, that our in-
tention was only to provide evaluators with enough
time. After running the whole experiment and get-
ting answers too quickly from most of the workers,
this comment made sense, because we realized
that our estimation of time to do the questionnaire
was not well adjusted. The payment per-task we
calculated, following the procedure described in
section 3.2, was incorrectly transferred to the Pro-
lific settings. We adjusted the “How long will your
study take to complete?” setting as the maximum
time to do the study, while the maximum time is au-
tomatically calculated by the platform based on the
time the experiment designer estimates the study
will take to complete. We should have set a tighter
time frame for each task, taking into account that
Prolific gives extra time automatically based on this.
Giving extra time should not have been a problem,
but the wrong estimation led us to increase the
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Original Reproduction
Toxicity Toxicity

DExperts is rated as less toxic more often than
every baseline

DExperts is rated as less toxic more often than
GPT-2 and PPLM

DExperts is rated as less toxic than GPT-2
10% more often than the other way around

DExperts is rated as less toxic than GPT-2
5% more often than the other way around

Topicality Topicality
No conclusions reported DExperts is rated more topical a 2% more

often compared to GPT-2 and PPLM

Fluency Fluency
DExperts is rated equally fluent compared to

GPT-2
DExperts is rated more fluent a 2% more often

compared to GPT-2

Table 3: Comparison of the conclusions from the original experiment by Liu et al. (2021) and the repro-
duction experiment, regarding fluency, topicality, and toxicity.

payment per questionnaire and because of this the
experiment was highly overpaid.

In addition, another user contacted us to provide
feedback also regarding the duration of the ques-
tionnaire:

“Hi, I left the study before starting. It
was far too long time-wise. Apologies if
it hasn’t logged me out of it fully. Just
a thought as a Prolific user. It might be
worth splitting the survey up into several
to ensure you get enough people and that
they follow through and you get the au-
thentic info you need. I hope that helps?”

We acknowledged this feedback and informed
that the survey was already divided into multiple
sections to address the length and complexity of
the study. Moreover, the actual structure of the
survey was necessary to ensure comprehensive
data collection for the research project. It is im-
portant to note that the extended duration of the
study, which we anticipated, was a result of tran-
sitioning between crowd-sourcing platforms. The
initial experiment was conducted on AMT, whereas
we used Qualtric’s questionnaires integrated with
Prolific. This required the manual importing of data
from each questionnaire, which made it necessary
to group the total 960 tasks into a manageable num-
ber of questionnaires (i.e., 30 questionnaires with
32 tasks each).

Based on the results of this study, this work under-
scores the vital significance of furnishing thorough
information regarding human evaluations in NLP.
Furthermore, it emphasizes the impact of crowd-
sourcing platforms and underscores the challenges
of transferring an experiment from one platform to
another. However, the adoption of standardized
reporting methods for human evaluations, such as
the Human Evaluation Datasheet (HEDS), within
a unified approach for reproduction, enhances the

reproducibility and, consequently, the credibility of
research endeavors. We encourage researchers to
thoroughly document their NLP evaluations using
these guidelines, with the objective of augmenting
the quality of contributions in the field.
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Appendices
A. Fair Payment Calculation Method

1. Determine the original wage and minimum
wage hourly values (if there is no minimum
wage in a given location, set the value to
0). Please refer to the appropriate govern-
ment sources of information (such as govern-
ment websites) to determine minimum wages.
Please consider regional variations of mini-
mum wage within a country when applicable.

(a) min_wage_your_lab: the minimum wage
in the country/region where your lab is
based.

(b) min_wage_your_participant: the min-
imum wage in the country/region
where your participants are based,
converted to the same currency as
min_wage_your_lab. For crowdsource
work (such as Mechanical Turk) set this
to 0.

(c) original_study_wage: what participants
were paid in the original study.

(d) original_study_min_wage: the minimum
wage where the original study was carried
out, at the time when it was conducted.

(original_study_* variables should both
be in the same currency as each other,
but need not be converted to the same
currency as used by your lab).

(e) uk_living_wage: set to the equivalent in
your currency of GBP12, this is the project
global minimum.

2. Calculate the reproduction_wage by following
the below steps:

(a) min_wage = MAX(min_wage_your_lab,
min_wage_your_participant)

(b) IF original_study_min_wage == NONE;
THEN original_study_min_wage = origi-
nal_study_wage

(c) multiplier = (original_study_wage / origi-
nal_study_min_wage)

(d) wage = min_wage * multiplier
(e) reproduction_wage = MAX(wage,

min_wage, uk_living_wage)

3. Round the final value (reproduction_wage) up
to the smallest denomination of your currency
(pence, cent, etc.)
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