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Abstract
Automatic machine translation metrics typically rely on human translations to determine the quality of system
translations. Common wisdom in the field dictates that the human references should be of very high quality. However,
there are no cost-benefit analyses that could be used to guide practitioners who plan to collect references for machine
translation evaluation. We find that higher-quality references lead to better metric correlations with humans at the
segment-level. Having up to 7 references per segment and taking their average (or maximum) helps all metrics.
Interestingly, the references from vendors of different qualities can be mixed together and improve metric success.
Higher quality references, however, cost more to create and we frame this as an optimization problem: given a
specific budget, what references should be collected to maximize metric success. These findings can be used by
evaluators of shared tasks when references need to be created under a certain budget.

1. Introduction

Machine translation systems are robustly evaluated
through human annotation. This is non-scaleable
and non-replicable (Freitag et al., 2021a) for set-
tings such as shared tasks where a number of
teams submit automatic translations of the same
testset. Automatic metrics aim to provide a cheap
and replicable solution. Given the translation and
possibly the source and reference segments, they
produce a score that correlates with what a hu-
man annotator would predict. There is support
and evidence for not using references (Lommel,
2016) in metrics, i.e. quality estimation (Specia
and Shah, 2018; Rei et al., 2021). Still, most of
the commonly used metrics (Section 3) require hu-
man reference translations (Freitag et al., 2023).
These metrics work by comparing either the over-
lap on the surface-level (e.g. BLEU, Papineni et al.,
2002), of semantic representations (e.g. COMET,
Rei et al., 2020) or some downstream task (e.g.
MTEQA, Krubiński et al., 2021).

Humans also do not always arrive at perfect
translations and thus the quality of the references
themselves varies (Castilho et al., 2018). In cases
of very poor translations, such as non-translation,1

the reference-based metrics would clearly fail.
While low-quality references are known to de-
crease the metric correlations (Freitag et al., 2023),
the extent of this effect and interactions with other
phenomena remains unclear. Many automatic ma-
chine translation metrics support multiple refer-
ences for a single translation natively or by using an
aggreation such as the average. For phrase-based
MT and BLEU, the trade-off between the number
of references vs. the test set size was studied by

0github.com/ufal/optimal-reference-translations
hf.co/datasets/zouharvi/optimal-reference-translations

1Text left untouched in the source language.

Bojar et al. (2013, Section 5), concluding that a
single-reference test set of 3000 sentences can
be comparable to 6–7 references with just 100–
200 test sentences. The usefulness of multiple
references was later disputed (Freitag et al., 2020)
for state-of-the-art system evaluation and some
recent metrics do not even support multiple ref-
erences. Additionally, a professional experienced
translator is likely to produce a better translation
than an average crowd-worker. However, the cost
of a high-quality human translation is likely also
much higher.

In this paper, we aim to quantify the trade-
off between reference quality, quantity and
cost for segment-level automatic metric perfor-
mance. We base our experiments on a small-scale
English→Czech dataset with multiple references
of varying qualities.

We pose research questions with immediate im-
plications for practitioners. The short answers here
are only summaries.

Q: Are higher-quality references useful for auto-
matic evaluation?

A: Low-quality should be avoided. Too much
investment has diminishing returns. (Sec. 4.1)

Q: Are multiple references useful?
A: Yes. Averaging or taking the maximum across

reference improves the metrics. (Sec. 4.2)
Q: How to allocate the budget?
A: By not focusing exclusively on either quality

or quantity of references but their combination.
This can be computed by Algorithm 1, given a
list of vendors and their attributes. (Sec. 4.4)

2. Related Work

Reference quality is known to affect machine trans-
lation evaluation. Freitag et al. (2023) note that
very low-quality references reduce metric success.

mailto:vzouhar@ethz.ch
mailto:bojar@ufal.cuni.cz
https://github.com/ufal/optimal-reference-translations
https://huggingface.co/datasets/zouharvi/optimal-reference-translations
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This stands in contrast to the pre-neural machine
translation era where the reference quality did not
play an important role in certain settings (Hamon
and Mostefa, 2008). This is likely caused by the
much higher quality of systems being compared.
Vernikos et al. (2022) hypothesize that ambiguous
and vague references are the culprits of metric
success deterioration. Additionally, Freitag et al.
(2020) study how to avoid low-quality references in
human translation campaigns.

The BLEU metric (Papineni et al., 2002) was
intended to be used with multiple metrics, which
was only rarely put in practice over the years. Nev-
ertheless, newer and more sophisticated methods
exist to incorporate them (Qin and Specia, 2015).
Our results from Figure 1 confirm the older obser-
vations of Finch et al. (2004) or Bojar et al. (2013,
Section 5) who study the effect of the reference
count on metric performance. Finally, multiple ref-
erences can be used in training better machine
translation systems (Madnani et al., 2008; Zheng
et al., 2018; Khayrallah et al., 2020; Mi et al., 2020)
or for analyzing model uncertainty (Ott et al., 2018)
or evaluation uncertainty (Zhang and Vogel, 2004,
2010; Fomicheva et al., 2020). It is also used out-
side of machine translation for measuring consen-
sus (Vedantam et al., 2015).

The budget allocation algorithm is reminiscent of
active learning or data selection. In machine trans-
lation, this is limited to selecting training examples
(Haffari et al., 2009; González-Rubio et al., 2012;
van der Wees et al., 2017; Shi and Huang, 2020;
Mendonça et al., 2023). We focus on algorithmic
data selection for higher-quality evaluation. We aim
to complete similar works on practical advice on
machine translation evaluation. Kocmi et al. (2021,
2024) study the reliability of metrics from the per-
spective of deployment decisions. We show that
the configuration of references can make these
metrics stronger or weaker on segment-level.

3. Setup
To evaluate the effect of references on automatic
machine translation evaluation, we need data with
controlled references and reference-based metrics.

Optimal Reference Translations. Zouhar et al.
(2023) re-annotate a subset of the English→Czech
testset from the News domain of the WMT2020
campaign (Barrault et al., 2020). New references
were created by translating the original source in
4 different human settings ranging from generic
translation vendors to translatology academics fol-
lowing a novel protocol leading to so-called “opti-
mal reference translations” (Kloudová et al., 2023).
This phase was followed by a human annotation
and post-editing phase performed by 11 annotators
of varying professionalities.

Zouhar et al. (2023) study whether the human
quality of the references is really the highest achiev-
able one. They stop short of evaluating the impact
of this on machine translation evaluation. We re-
purpose their data and system submissions from
Barrault et al. (2020). We refer to the references,
from lowest to highest quality of the source, as R1,
R2, R3, and R4. Specifically, R1 to R2 come from
standard translation vendors,2 R3 is high-quality
translation vendor, and R4 is the work of transla-
tologists (the optimal reference). See Table 1 for
basic statistics.

Source segments & documents 160 & 20
Average source segment length 34 tokens
Reference segments 160×4 = 640
Reference post-editing 160×4×11 = 7040
Systems & system segments 13 & 160×13 = 2080

Table 1: Overview of the used dataset.

Automated Metrics.3 For the metrics, we use
BLEU (Papineni et al., 2002), chrF (Popović, 2015),
TER (Snover et al., 2006), COMET20 (Rei et al.,
2020), its referenceless version COMETQE

20 , and its
updated iteration COMET22 (Rei et al., 2022), and
BLEURT (Sellam et al., 2020). We select these as
a representative set of widely-used string-matching
and trainable metrics.

Metric Evaluation. We focus on and evaluate
metric success at the segment-level (“sentence”-
level) by correlating the metric scores with hu-
man scores using Kendall’s τ .4 Each transla-
tion receives a human score and automatic metric
scores which are correlated. This is the standard
segment-level evaluation adopted by the WMT Met-
rics Shared Task (Freitag et al., 2021b, 2022, 2023).
In our case (WMT2020), the human segment-level
judgments were created from Direct Assessment
(Graham et al., 2016) judgements following the
“DARR” conversion as described by Mathur et al.
(2020): Candidate translations from MT systems
were scored on their own, independently of other
candidates. For each pair of judgements of candi-
dates translating the same source, we construct
one golden-truth item of pairwise comparison if the
two individual scores differ by more than 25% ab-
solute. As Mathur et al. (2020), we believe that this
difference in the judgement is big enough to trust
the simulated pairwise comparison.

2Nevertheless, based on observations of Kloudová
et al. (2021), R1 are to a large extent post-edits of one
of the participating systems.

2 BLEU|#:1|c:mixed|e:yes|tok:13a|s:exp
chrF|#:1|c:mixed|e:yes|nc:6|nw:0|s:no
TER|#:1|c:lc|t:tercom|nr:no|pn:yes|as:no

4τ = (#concordant − #discordant)/#pairs; read more
on the definition in Macháček and Bojar (2014).

http://huggingface.co/unbabel/wmt20-comet-da
https://huggingface.co/Unbabel/wmt20-comet-qe-da
http://huggingface.co/unbabel/wmt22-comet-da
https://huggingface.co/lucadiliello/BLEURT-20-D12
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Metric R1 R2 R3 R4

BLEU 0.082 ■ 0.103 ■ 0.109 ■ 0.103 ■

chrF 0.090 ■ 0.125 ■ 0.128 ■ 0.123 ■

TER 0.082 ■ 0.092 ■ 0.114 ■ 0.105 ■

COMET20 0.172 ■ 0.176 ■ 0.185 ■ 0.181 ■

COMET22 0.189 ■ 0.195 ■ 0.191 ■ 0.192 ■
BLEURT 0.159 ■ 0.156 ■ 0.199 ■ 0.178 ■

Average 0.129 ■ 0.141 ■ 0.154 ■ 0.147 ■

COMETQE
20 0.171 ■

Table 2: Segment-level Kendall’s τ between auto-
matic metrics and human scores. The metrics are
computed with respect to each of the four refer-
ences. The black boxes indicate the value visually
and comparable across both columns and rows.

The R3 translation yields the best results as
the reference, despite not being the optimal trans-
lation from the human perspective.

Proficiency R1PE-R1 R2PE-R2 R3PE-R3 R4PE-R4

Layman +0.019 +0.011 +0.011 +0.011
Student +0.009 +0.005 +0.001 −0.002
Professional +0.025 +0.011 +0.004 +0.002

Table 3: Difference in Kendall’s τ between using
original translations (in Table 2) and their post-
edited versions. The post-editing comes from trans-
lators on different levels. The correlations are av-
eraged across all metrics; see Tables 6 and 10 for
per-metric breakdowns. In most cases, using
post-edited versions improves metric performance.

4. Experiments

4.1. Reference Quality is Important

As stated in Section 3, we have access to four hu-
man translations of varying quality. In Table 2, we
show the metric success measured by correlation
with human scores. The metrics stay the same but
the references they use are changed. Across both
string-matching and parametrized model-based
metrics, R1, the worst human translation, leads
to the worst metric performance. The best perfor-
mance is achieved with R3, a standard professional
translation. Notably, it is not R4 which was cre-
ated by professional translatologists and was also
the most expensive one. This can be explained
by the presence of translation shifts, which occur
more frequently on this professionality level, but
can negatively impact the utility of the reference
(Fomicheva, 2017). Translation shifts in general re-
fer to deviation from the original structure or mean-
ing. For our new references, the translatologists
paid attention to preserve the meaning but they
often restructured the sentences. They did this to
avoid translationese as much as possible and to ex-
press the subtleties of information structure (given

Aggregation R3 R{3,4} Rx RxPE

Average 0.154 ■ 0.159 ■ 0.166 ■ 0.164 ■

Max 0.154 ■ 0.155 ■ 0.165 ■ 0.167 ■

Table 4: Average performance of metrics with mul-
tiple references. See Table 9 for per-metric break-
down. All aggregation methods improve the
performance over the best single one, R3.

vs. new information) which is natively expressed
via Czech word order. These boosted word order
differences make it harder for automatic metrics
to match the, rather translationese, candidate and
the reference. We anticipate that more fluent large
language model-based MT could sound less trans-
lationese and the “optimal reference translations”
will serve better in this setting. See Section 5 for
an example and analysis.

A simple way of improving a translation is to post-
edit (refine) it, which is cheaper that translating it
from scratch (Daems and Macken, 2020; Zouhar
et al., 2021). Moreover, Bojar et al. (2013, Figure
7) show that such post-edited references lead to
a better performance of BLEU, because “every n-
gram mismatch indicates an error”. With standard
references, an n-gram mismatch often means just
lack of reference coverage. However, such post-
edited references need to be ideally created for
each evaluated MT system. In our case, the post-
edits were created starting from human reference
translations Rx. We mark them RxPE and use them
as references for the automatic metrics in Table 3.
The post-editors are either laymen with knowledge
of both languages, students of translatology, or pro-
fessional translators. While the proficiency level
plays a role, in most cases the post-edited transla-
tions serve as better references. Table 6 below lists
the raw metric score changes in a closer detail.

4.2. Multiple References are Useful

The previous section provided an analysis of how
individual references affect metric performance. In
many situations, however, multiple references are
available. While some metrics, such as BLEU, sup-
port multiple references natively, one can also ag-
gregate them using either segment-level averages
or maxima (i.e. compute multiple scores for each
segment and take the average or maximum). In Ta-
ble 4 we consider three setups: (1) two high-quality
references, R3 and R4, (2) all human translations,
Rx, or (3) all post-edited human translations, RxPE.
Across all metrics, this segment-level aggregation
improves the correlation with humans, especially
in the case of using the original four human trans-
lations. Taking the maximum and not the aver-
age has the advantage that there exists a specific
reference which yields that particular score. The
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Figure 1: Metric performance with multiple sam-
pled references from the pool of the original human
translations and their post-edited versions. Confi-
dence t-test intervals indicate 99% confidence of
the mean (of 10 samples) being in the shaded area.

Biggest advantage is gained from at least three
references and taking their segment-level average
(max aggregation not shown).

maximum also reflects the spirit of automated eval-
uation: measuring some similarity between the
candidate and reference translations. With more
references, taking the maximum corresponds to
first finding the most similar reference. We include
all subsets as references in Table 9.

To systematically study the effect of reference
count on metric performance, in Figure 1 we ran-
domly sample x references from the whole pool of
original and post-edited translations, irrespective
of their quality. The biggest gains in metric per-
formance are achieved until seven references and
further gains are negligible, which is in line with the
observations of Bojar et al. (2013, Section 5).

Metric R1 R2 R4 R3 R1PE R3PE

BLEU 24.2 31.5 27.3 37.1 23.9 31.0
chrF 55.7 60.3 56.1 63.0 54.5 58.4
TER -63.3 -53.0 -59.4 -48.7 -64.1 -58.9
COMET20 65.5 68.9 61.0 68.2 60.4 61.4
COMET22 84.6 84.9 83.6 84.8 83.6 83.7
BLEURT 61.3 66.1 64.5 68.8 61.6 64.9

Table 5: Raw average scores across metrics and
references. TER scores are flipped to make higher
numbers be better. The columns are sorted by
quality of references from worst to best as reported
in Table 2. For most metrics, higher absolute
metric scores correspond to better evaluation (num-
bers are growing from left to right), except for post-
edited human references RxPE which serve better
as references (are more to the right) but lead to
lower absolute metric scores.

4.3. References and Metric Scores

To understand the effect of different metrics, we
show the average raw scores of each metric in
Table 5. While it appears that the higher the raw

score, the better the metric performance (low score
of R1 and high scores of R3 and R4), this trend
does not explain the improvements of using the
post-edited versions, e.g. as R1PE over R1, or
R3PE over R3. In fact, the post-edited versions
always lead to lower raw scores. This could be
the result of either further translation shifts as the
post-edits are based on a translation and not the
source or additional (fully justified) corrections in
the references which lead to fewer matches with
the candidates.

4.4. Allocating a Budget for References

Usually, it is simple to gather many source sen-
tences and let multiple systems translate them.
Evaluating all of them using human annotators
is unattainable but running automatic metrics is
not. However, these require references, which are
also costly. It remains unclear how many refer-
ences and of which quality to obtain to achieve the
most reliable automatic quality assessment under
a given budget.
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Figure 2: Metric performance with references (or-
dered by usefulness) from mixed sources (e.g.
25% R1 and 75% R2; rightmost is 100% R3).

Mixing references does not hurt any metric.

Can references be mixed? To assess what
types of configurations of references can lead to
the most reliable automatic evaluation, we first vali-
date if references can be meaningfully mixed. For
example, if it is viable that 75% of the sources can
have references from a cheaper vendor R1 and
25% from a higher-quality but more expensive ven-
dor R3. This is different from Table 4 where each
segment had exactly two references from the same
two sources. In Section 4.3, we show that using
lower-quality references R1 leads to lower absolute
metric scores (e.g. BLEU = 24.2) as opposed to
higher-quality ones R3 (e.g. BLEU = 37.1). This
holds across all metrics. Bojar et al. (2010) ob-
serve that lower BLEU scores are less reliable, but
they refer to the range of BLEU < 20. It is thus
questionable if BLEUs at 20–40 correlate differently
with human MT quality judgements. In Figure 2,
we mix some of the references together for eval-
uation, but staying at single-reference evaluation.
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Algorithm 1 Budget Allocation for References
Input: Source segments S, levels L, cost function COST : L→ R+, utility function

UTIL. : L→ R+, tradeoff hyperparameter λ ∈ [0, 1], temperature t > 0, budget B ∈ R+.
Output: Assignment R : L→ 2S .
Note: Figure 4 contains a patience mechanism instead of exit on error.

1: L← SORT(L,COST)
2: R[L0]← S; O ← R ▷ Assign everything to the cheapest level at first.
3: while

∑
l∈L |R[l]| · COST(l) < B ∧ no exception do

4: O ← R
5: a ∼ SAMPLE(PROMOTE : λ,ADD : 1− λ) ▷ Select action.
6: X+ ← {⟨s, l⟩|l ∈ L, s ∈ S \R[l]} ▷ Samples that could be added to R[l].
7: X− ← {⟨s, l⟩|l ∈ L, s ∈ R[l]} ▷ Samples that could be removed from R[l].

8: if a = ADD then
9: x, l ∼ SAMPLE({⟨x, l⟩ : σ(UTIL.(l)−COST(l))1/t

Z |x, l ∈ X+}) ▷ Sample a segment to add.
10: R[l]← R[l] ∪ {x} ▷ Commit transaction.

11: else if a = PROMOTE then

12: x+, l+ ∼ SAMPLE({⟨x, l⟩ : σ(UTIL.(l)−COST(l))1/t

Z |x, l ∈ X+}) ▷ Sample a segment to add.
▷ Sample where to move from.

13: _ , l− ∼ SAMP.({⟨x, l⟩ : σ(COST(l)−UTIL.(l))1/t

Z |x, l ∈ X−, x=x+ ∧ UTIL.(l−)<UTIL.(l+)})
14: R[l+]← R[l+] ∪ {x+}; R[l−]← R[l−] \ {x+} ▷ Commit transaction.
15: end if
16: end while; return O

Figure 3: Illustration of two operations from Algorithm 1. The initial state is on the left. Then, a new
segment x89 is added to the l3 level. Lastly, the segment x0 is promoted from l1 to l2.

Despite the varying absolute scores of metrics un-
der different references, as explored in Section 4.3,
mixing of multiple references leads to an almost
perfectly linear combination of the endpoint metric
performances. The biggest gains in this respect
are obtained by BLEURT, chrF and BLEU, while
COMET20 is almost unaffected. There is no for-
mal guarantee that the mix of score distributions
will not lower the overall Kendall’s τ . Nevertheless,
a positive conclusion is that if there is budget to
only translate 25% of segments with high quality, it
should be done and it can only improve the overall
evaluation reliability.

Budget Allocation Algorithm. We provide a
heuristic stochastic algorithm to find an assignment
of source segments S to be translated by vendors
of different costs and qualities within a specific bud-
get. For the current dataset, we set the cost of a
segment in R1, R2, R3, and R4 to be 1, 1, 2, and
3, respectively. Their quality (or “fitness” for the

purpose of automatic evaluation) were set to 1, 2,
4, and 3 based on our observations in Section 4.1.
Algorithm 1 contains a hyperparameter λ that con-
trols whether the budget will be allocated more
towards having multiple references per-segment or
more towards having fewer but higher-quality ref-
erences per-segment, and the temperature t than
controls the the sampling randomness.

We formalize the problem with a segment cost
COST(l) for a reference on level l∈L and the utility
UTIL.(l). The levels might correspond to transla-
tion vendors which have costs and qualities. In
our case, COST = {R1: 1,R2: 1,R3: 2,R4: 3} and
UTIL. = {R1: 1,R2: 2,R3: 4,R4: 3}. Given a set
of source sentences S, the goal is to assign the
segments to different levels R1 . . . R4. The same
segment can be assigned to different quality lev-
els at once, leading to multiple references for that
segment. The selection should maximize perfor-
mance of a particular metric on a number of sys-
tems but needs to fit under a fixed budget B, i.e.
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∑
l |Rl| · COST(l) ≤ B. In our setup, to preserve

fair comparison, each segment needs to have at
least one reference. This is because the smaller
the testset, the easier it is to achieve higher but
spurious correlations. Therefore,

⋃
l∈L Rl = S.

The formalization explicitly allows for parts of the
testset to be translated multiple times but requires
the budget to cover at least the full test set with
the cheapest references. This requirement can be
fulfilled by subsampling the testset, as commonly
done in WMT evaluation campaigns (Kocmi et al.,
2023, inter alia).

The pseudocode is provided in Algorithm 1 and
explanatory illustration of the two operations in Fig-
ure 3. The algorithm continually applies one of the
two operations until they can either no longer be
applied or the budget is reached. The algorithm will
always terminate because ADD increases the cost
and utility and PROMOTE increases the utility by
at least minl∈L COST(l) and minl1,l2∈L |UTIL.(l2)−
UTIL.(l1)|, respectively. Therefore either the bud-
get will be filled or every segment will receive a
reference from all vendors.

In Figure 4, we show chrF and COMET20 corre-
lations when using the references selected by our
algorithm. The optimal preference between quality
and quantity changes with increasing budget. Us-
ing all of the budget on either quality or quantity
would correspond to the bottom or top row, which
are not optimal. The best reference configurations
for a particular budget, such as |S|×4, four-times
the price of the cheapest translation, contain a mix-
ture of references from R1, R2, R3, and R4 with
multiple references for some segments. In addition
to the metric correlations in Figure 4, we show the
average number of references per source segment
in Figure 5. With focus on quality, each segment
has fewer references.

5. Qualitative Analysis

In Tables 7 and 8, we show a single source seg-
ment, one system translation and multiple refer-
ences and the metric scores. BLEU ranges from
0 to 100 and both extremes are almost achieved
just with a different reference. The best human
translation led to the lowest BLEU score because
of a translation shift. This is not surprising because
BLEU operates on the surface-level. Unexpect-
edly, a similar thing happens also with COMET20,
which uses a distributed semantic representation of
the segments. This shows that parametric model-
based metrics are not robust to changes in refer-
ences. In Table 8, the COMET20 difference be-
tween references is large due to some translators
deciding to drop the verb “spolupracovat” (collabo-
rate), which changes the meaning and the system
translation is penalized.

Figure 4: Heatmaps of chrF (left) and COMET20

(right) Kendall’s τ correlations on reference config-
urations created with a specific budget (x-axis) and
quality-quantity trade-off λ (y-axis). ⋆ marks the
best value in each column (fixed budget). The first
column corresponds to the cheapest translation
for all test segments, with no room for selection.
λ ∈ [0, 0.7] and t = 0.5. With a limited budget,
e.g. 2|S| or 3|S|, it makes more sense to add some
references of a higher quality rather than covering
the whole test set with a second reference. With
more budget available, multiple references per seg-
ment become more beneficial.

6. Conclusion

We showed that the quality of references is im-
portant for accurate automatic machine transla-
tion metrics. The relationship is not straightfor-
ward: translatologists’ translations, despite being
the peak translation quality, are not the best ref-
erences. Rather, it is the standard commercial
professional translations that work best for current
metrics. The trend applies to both string-matching
metrics as well as to parametric model-based ones.
Taking the average over multiple references pro-
vides the biggest benefit, with diminishing returns
after 7 references. We also provided a heuristic-
based algorithm for finding a good configuration of
references given a budget, which surpasses opti-
mizing solely for quantity or quantity.
Future work. The dataset size prevents system-
level investigations. Because there is little point in
evaluating segments that are easy to translate, a
follow-up approach could prioritize difficult-to trans-
late segments. This is used by Isabelle et al. (2017)
for creating a challenge set. Future works should
quantify the references quality and ask how many
segments are needed to fulfill a certain desidera-
tum, such as effect size or metric accuracy.
Limitations. We note the limitation of using a
small dataset and a single language translation di-
rection due to the costs of creating multiple rounds
of high-quality references. We are convinced the
results hold in other scenarios as the effect direc-
tions are the same across multiple metrics and
setups.
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1

2

3

4

Figure 5: Average number of references per one
segment allocated by Algorithm 1 with τ = 0.5 (top)
and τ = 10−3 (bottom).

Metric R1PE-R1 R2PE-R2 R3PE-R3 R4PE-R4

La
ym

an
P

E

BLEU +0.019 +0.007 +0.009 +0.010
chrF +0.027 +0.015 +0.016 +0.019
TER +0.026 +0.015 +0.013 +0.014
COMET20 +0.016 +0.011 +0.010 +0.009
COMET22 +0.008 +0.006 +0.007 +0.005
BLEURT +0.017 +0.015 +0.011 +0.010

S
tu

de
nt

P
E

BLEU +0.010 +0.001 −0.004 −0.001
chrF +0.011 +0.001 +0.000 −0.004
TER +0.003 +0.001 +0.005 −0.002
COMET20 +0.010 +0.003 −0.002 −0.002
COMET22 +0.002 +0.001 +0.000 −0.002
BLEURT +0.021 +0.022 +0.005 −0.004

P
ro

f.
P

E

BLEU +0.035 +0.011 +0.007 −0.000
chrF +0.040 +0.010 +0.008 +0.004
TER +0.023 +0.014 +0.003 −0.002
COMET20 +0.016 +0.006 +0.000 +0.005
COMET22 +0.008 +0.002 +0.003 +0.005
BLEURT +0.027 +0.022 +0.005 −0.001

Table 6: Difference between using original transla-
tions (in Table 2) and post-edited translations as
references. Sections are divided based on who
did the post-editing (layman, translatology student,
or professional translator). This table expands on
Table 3. Absolute scores of individual reference
subsets are in Table 10.

Table 7: BLEU and COMET20

scores of the source “Three
Scottish students named among
Europe’s best” and the sys-
tem translation “Tři skotští stu-
denti byli zařazeni mezi nejlepší v
Evropě”. Both metrics are multi-
plied by 100. All references
are good translations but the
scores vary.

BLEU COMET20 Reference

10 78 K evropské špičce nově patří i tři skotští studenti
23 120 Tři skotští studenti se umístili mezi nejlepšími v Evropě
23 121 Tři skotští studenti mezi nejlepšími v Evropě
28 116 Tři skotští studenti byli oceněni jako jedni z nejlepších v Evropě
28 115 Tři skotští studenti byli jmenováni jako jedni z nejlepších v Evropě
28 114 Tři skotští studenti byli vyhlášeni jako jedni z nejlepších v Evropě
32 117 Tři skotští studenti byli jmenováni jednimi z nejlepších v Evropě
37 122 Tři skotští studenti byli jmenováni mezi nejlepšími v Evropě
43 125 Tři skotští studenti se zařadili mezi nejlepší v Evropě
43 121 Tři skotští studenti patří mezi nejlepší v Evropě.
43 122 Tři skotští studenti patří mezi nejlepší v Evropě
60 127 Tři skotští studenti zařazeni mezi nejlepší v Evropě
100 131 Tři skotští studenti byli zařazeni mezi nejlepší v Evropě

Table 8: BLEU and COMET20

scores of the source “Sony,
Disney Back To Work On Third
Spider-Man Film” and the sys-
tem translation “Disney se vrací,
bude spolupracovat se Sony na
třetím sólovém Spider-Man filmu”.
Both metrics are multiplied by
100. Some references omit
part of the information and
COMET20 thus penalizes the
system translation.

BLEU COMET20 Reference

4 -42 Sony a Disney točí třetí film o Spidermanovi
4 -33 Sony a Disney točí třetí film o Spider-Manovi
8 -9 Sony a Disney pracují na třetím filmu o Spider-Manovi
8 -4 Sony a Disney pokračují v práci na třetím filmu o Spider-Manovi
8 1 Sony a Disney opět pracují na třetím filmu o Spider-Manovi
8 15 Sony a Disney spolupracují na třetím filmu o Spider-Manovi
4 16 Sony a Disney budou spolupracovat při natáčení třetího filmo o Spider-manovi
8 28 Sony a Disney opět spolupracují na třetím filmu o Spider-Manovi
8 30 Sony a Disney budou spolupracovat na třetím filmu o Spider-Manovi
8 35 Sony a Disney budou opět spolupracovat na třetím filmu o Spider-Manovi

17 52 Disney bude znovu spolupracovat se společností Sony na třetím filmu Spider-Man
10 64 Disney bude se Sony dál pracovat na třetím filmu se Spider-Manem
50 73 Disney bude spolupracovat se Sony na třetím sólovém filmu o Spider-Manovi
75 99 Disney se vrací, bude spolupracovat se Sony na třetím filmu o Spider-Manovi
78 106 Disney se vrací, bude spolupracovat se Sony na třetím sólovém filu Spider-Man.
79 108 Disney se vrací, bude spolupracovat se Sony na třetím Spider-Man filmu
100 121 Disney se vrací, bude spolupracovat se Sony na třetím sólovém Spider-Man filmu
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R1 R2 R3 R4 R{1,2} R{1,3} R{1,4} R{2,3} R{2,4} R{3,4} R{1,2,3} R{1,2,4} R{1,3,4} R{2,3,4} Rx

A
ve

ra
ge

BLEU 0.082 ■ 0.103 ■ 0.109 ■ 0.103 ■ 0.109 ■ 0.122 ■ 0.114 ■ 0.132 ■ 0.124 ■ 0.114 ■ 0.136 ■ 0.124 ■ 0.125 ■ 0.130 ■ 0.134 ■

chrF 0.090 ■ 0.125 ■ 0.128 ■ 0.123 ■ 0.121 ■ 0.135 ■ 0.124 ■ 0.148 ■ 0.139 ■ 0.135 ■ 0.146 ■ 0.135 ■ 0.140 ■ 0.147 ■ 0.147 ■

TER 0.082 ■ 0.092 ■ 0.114 ■ 0.105 ■ 0.095 ■ 0.120 ■ 0.107 ■ 0.125 ■ 0.117 ■ 0.120 ■ 0.121 ■ 0.110 ■ 0.123 ■ 0.127 ■ 0.124 ■

COMET20 0.172 ■ 0.176 ■ 0.185 ■ 0.181 ■ 0.181 ■ 0.189 ■ 0.185 ■ 0.191 ■ 0.183 ■ 0.188 ■ 0.190 ■ 0.185 ■ 0.190 ■ 0.189 ■ 0.189 ■

COMET22 0.189 ■ 0.195 ■ 0.191 ■ 0.192 ■ 0.195 ■ 0.197 ■ 0.194 ■ 0.201 ■ 0.197 ■ 0.195 ■ 0.200 ■ 0.197 ■ 0.197 ■ 0.199 ■ 0.199 ■
BLEURT 0.159 ■ 0.156 ■ 0.199 ■ 0.178 ■ 0.171 ■ 0.203 ■ 0.183 ■ 0.201 ■ 0.180 ■ 0.203 ■ 0.201 ■ 0.184 ■ 0.204 ■ 0.202 ■ 0.202 ■

Average 0.129 ■ 0.141 ■ 0.154 ■ 0.147 ■ 0.145 ■ 0.161 ■ 0.151 ■ 0.166 ■ 0.157 ■ 0.159 ■ 0.166 ■ 0.156 ■ 0.163 ■ 0.166 ■ 0.166 ■

M
ax

BLEU 0.082 ■ 0.103 ■ 0.109 ■ 0.103 ■ 0.116 ■ 0.122 ■ 0.118 ■ 0.135 ■ 0.132 ■ 0.111 ■ 0.138 ■ 0.137 ■ 0.121 ■ 0.135 ■ 0.137 ■

chrF 0.090 ■ 0.125 ■ 0.128 ■ 0.123 ■ 0.133 ■ 0.137 ■ 0.129 ■ 0.139 ■ 0.146 ■ 0.135 ■ 0.144 ■ 0.148 ■ 0.140 ■ 0.144 ■ 0.147 ■

TER 0.082 ■ 0.092 ■ 0.114 ■ 0.105 ■ 0.101 ■ 0.124 ■ 0.116 ■ 0.132 ■ 0.128 ■ 0.117 ■ 0.132 ■ 0.130 ■ 0.126 ■ 0.135 ■ 0.134 ■

COMET20 0.172 ■ 0.176 ■ 0.185 ■ 0.181 ■ 0.177 ■ 0.184 ■ 0.185 ■ 0.180 ■ 0.183 ■ 0.183 ■ 0.181 ■ 0.183 ■ 0.184 ■ 0.181 ■ 0.182 ■

COMET22 0.189 ■ 0.195 ■ 0.191 ■ 0.192 ■ 0.195 ■ 0.191 ■ 0.196 ■ 0.191 ■ 0.195 ■ 0.191 ■ 0.192 ■ 0.197 ■ 0.191 ■ 0.192 ■ 0.192 ■

BLEURT 0.159 ■ 0.156 ■ 0.199 ■ 0.178 ■ 0.180 ■ 0.199 ■ 0.190 ■ 0.188 ■ 0.181 ■ 0.193 ■ 0.197 ■ 0.192 ■ 0.200 ■ 0.188 ■ 0.197 ■

Average 0.129 ■ 0.141 ■ 0.154 ■ 0.147 ■ 0.150 ■ 0.159 ■ 0.156 ■ 0.161 ■ 0.161 ■ 0.155 ■ 0.164 ■ 0.164 ■ 0.160 ■ 0.162 ■ 0.165 ■

Table 9: Comparison using either a single or multiple references and taking the average or maximum on
segment-level. This table expands on Table 4. The black boxes indicate the reported value of Kendall’s τ
visually and are comparable across columns as well as rows.

R1PE R2PE R3PE R4PE RxPE R{1,1PE} R{2,2PE} R{3,3PE} R{4,4PE} R{x,xPE}

La
ym

an
P

E

BLEU 0.101 ■ 0.111 ■ 0.117 ■ 0.113 ■ 0.144 ■ 0.092 ■ 0.107 ■ 0.113 ■ 0.108 ■ 0.140 ■

chrF 0.118 ■ 0.139 ■ 0.144 ■ 0.142 ■ 0.164 ■ 0.106 ■ 0.134 ■ 0.137 ■ 0.135 ■ 0.159 ■

TER 0.107 ■ 0.107 ■ 0.127 ■ 0.119 ■ 0.142 ■ 0.099 ■ 0.102 ■ 0.123 ■ 0.116 ■ 0.139 ■

COMET20 0.188 ■ 0.187 ■ 0.195 ■ 0.190 ■ 0.198 ■ 0.183 ■ 0.184 ■ 0.193 ■ 0.188 ■ 0.197 ■
COMET22 0.197 ■ 0.201 ■ 0.198 ■ 0.197 ■ 0.203 ■ 0.195 ■ 0.200 ■ 0.196 ■ 0.196 ■ 0.202 ■
BLEURT 0.176 ■ 0.170 ■ 0.210 ■ 0.188 ■ 0.209 ■ 0.169 ■ 0.165 ■ 0.206 ■ 0.186 ■ 0.209 ■

Average 0.148 ■ 0.153 ■ 0.165 ■ 0.158 ■ 0.177 ■ 0.141 ■ 0.149 ■ 0.161 ■ 0.155 ■ 0.174 ■

S
tu

de
nt

P
E

BLEU 0.092 ■ 0.104 ■ 0.105 ■ 0.102 ■ 0.123 ■ 0.089 ■ 0.107 ■ 0.108 ■ 0.103 ■ 0.130 ■

chrF 0.102 ■ 0.126 ■ 0.128 ■ 0.119 ■ 0.139 ■ 0.097 ■ 0.127 ■ 0.130 ■ 0.122 ■ 0.144 ■

TER 0.085 ■ 0.093 ■ 0.119 ■ 0.103 ■ 0.119 ■ 0.084 ■ 0.095 ■ 0.119 ■ 0.104 ■ 0.123 ■

COMET20 0.182 ■ 0.179 ■ 0.183 ■ 0.179 ■ 0.186 ■ 0.179 ■ 0.179 ■ 0.186 ■ 0.181 ■ 0.188 ■

COMET22 0.191 ■ 0.196 ■ 0.191 ■ 0.189 ■ 0.195 ■ 0.191 ■ 0.197 ■ 0.193 ■ 0.191 ■ 0.197 ■
BLEURT 0.180 ■ 0.178 ■ 0.203 ■ 0.174 ■ 0.199 ■ 0.172 ■ 0.170 ■ 0.204 ■ 0.177 ■ 0.202 ■

Average 0.139 ■ 0.146 ■ 0.155 ■ 0.144 ■ 0.160 ■ 0.136 ■ 0.146 ■ 0.157 ■ 0.146 ■ 0.164 ■

P
ro

fe
ss

io
na

lP
E BLEU 0.118 ■ 0.114 ■ 0.115 ■ 0.103 ■ 0.127 ■ 0.103 ■ 0.113 ■ 0.113 ■ 0.104 ■ 0.133 ■

chrF 0.131 ■ 0.135 ■ 0.136 ■ 0.127 ■ 0.146 ■ 0.113 ■ 0.133 ■ 0.135 ■ 0.126 ■ 0.149 ■

TER 0.105 ■ 0.106 ■ 0.116 ■ 0.103 ■ 0.118 ■ 0.094 ■ 0.102 ■ 0.118 ■ 0.104 ■ 0.122 ■

COMET20 0.188 ■ 0.182 ■ 0.185 ■ 0.186 ■ 0.190 ■ 0.183 ■ 0.181 ■ 0.189 ■ 0.185 ■ 0.191 ■

COMET22 0.198 ■ 0.198 ■ 0.195 ■ 0.196 ■ 0.199 ■ 0.195 ■ 0.199 ■ 0.195 ■ 0.195 ■ 0.200 ■
BLEURT 0.186 ■ 0.178 ■ 0.204 ■ 0.176 ■ 0.197 ■ 0.177 ■ 0.172 ■ 0.206 ■ 0.179 ■ 0.202 ■

Average 0.154 ■ 0.152 ■ 0.159 ■ 0.149 ■ 0.163 ■ 0.144 ■ 0.150 ■ 0.159 ■ 0.149 ■ 0.166 ■

Table 10: Metric performance when using post-edited references also jointly with their original versions
(averaged at the segment-level). This table expands on Tables 3 and 6.
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Věra Kloudová, Ondřej Bojar, and Martin Popel.
2021. Detecting post-edited references and their
effect on human evaluation. In Proceedings of
the Workshop on Human Evaluation of NLP Sys-
tems (HumEval), 114–119, Stroudsburg, USA.
Association for Computational Linguistics.

Tom Kocmi, Eleftherios Avramidis, Rachel Bawden,
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Results of the WMT20 metrics shared task. In
Fifth Conference on Machine Translation - Pro-
ceedings of the Conference, 688–725, Strouds-
burg, PA, USA. Association for Computational
Linguistics, Association for Computational Lin-
guistics.

Vânia Mendonça, Ricardo Rei, Luísa Coheur, and
Alberto Sardinha. 2023. Onception: Active
Learning with Expert Advice for Real World Ma-
chine Translation. Computational Linguistics,
49(2):325–372.

Chenggang Mi, Lei Xie, and Yanning Zhang. 2020.
Improving adversarial neural machine translation
for morphologically rich language. IEEE Trans-
actions on Emerging Topics in Computational
Intelligence, (4):417–426.

https://doi.org/10.1017/S1351324915000339
https://doi.org/10.1017/S1351324915000339
https://aclanthology.org/N09-1047
https://aclanthology.org/N09-1047
https://aclanthology.org/C08-2010
https://aclanthology.org/C08-2010
https://aclanthology.org/C08-2010
https://doi.org/10.18653/v1/D17-1263
https://doi.org/10.18653/v1/D17-1263
https://doi.org/10.18653/v1/2020.emnlp-main.7
https://doi.org/10.18653/v1/2020.emnlp-main.7
https://doi.org/10.18653/v1/2020.emnlp-main.7
http://cejsh.icm.edu.pl/cejsh/element/bwmeta1.element.58270194-d276-4b97-b3c5-d04951bcdbc8
http://cejsh.icm.edu.pl/cejsh/element/bwmeta1.element.58270194-d276-4b97-b3c5-d04951bcdbc8
http://cejsh.icm.edu.pl/cejsh/element/bwmeta1.element.58270194-d276-4b97-b3c5-d04951bcdbc8
http://cejsh.icm.edu.pl/cejsh/element/bwmeta1.element.58270194-d276-4b97-b3c5-d04951bcdbc8
https://aclanthology.org/2021.humeval-1.13/
https://aclanthology.org/2021.humeval-1.13/
https://doi.org/10.18653/v1/2023.wmt-1.1
https://doi.org/10.18653/v1/2023.wmt-1.1
https://doi.org/10.18653/v1/2023.wmt-1.1
https://aclanthology.org/2021.wmt-1.57
https://aclanthology.org/2021.wmt-1.57
https://aclanthology.org/2021.wmt-1.57
http://arxiv.org/abs/2401.06760
http://arxiv.org/abs/2401.06760
http://arxiv.org/abs/2401.06760
https://aclanthology.org/2021.wmt-1.58
https://aclanthology.org/2021.wmt-1.58
https://aclanthology.org/2021.wmt-1.58
http://www.lrec-conf.org/proceedings/lrec2016/workshops/LREC2016Workshop-MT%20Evaluation_Proceedings.pdf#page=73
http://www.lrec-conf.org/proceedings/lrec2016/workshops/LREC2016Workshop-MT%20Evaluation_Proceedings.pdf#page=73
https://aclanthology.org/W14-3336
https://aclanthology.org/W14-3336
https://aclanthology.org/2008.amta-papers.13
https://aclanthology.org/2008.amta-papers.13
https://aclanthology.org/2008.amta-papers.13
https://aclanthology.org/2008.amta-papers.13
https://aclanthology.org/2020.wmt-1.77/
https://doi.org/10.1162/coli_a_00473
https://doi.org/10.1162/coli_a_00473
https://doi.org/10.1162/coli_a_00473
https://doi.org/10.1109/TETCI.2019.2960546
https://doi.org/10.1109/TETCI.2019.2960546


11

Myle Ott, Michael Auli, David Grangier, and
Marc’Aurelio Ranzato. 2018. Analyzing uncer-
tainty in neural machine translation. In Proceed-
ings of the 35th International Conference on Ma-
chine Learning, volume 80 of Proceedings of Ma-
chine Learning Research, 3956–3965. PMLR.

Kishore Papineni, Salim Roukos, Todd Ward, and
Wei-Jing Zhu. 2002. Bleu: a method for au-
tomatic evaluation of machine translation. In
Proceedings of the 40th Annual Meeting of ACL,
311–318. Association for Computational Linguis-
tics.
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