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Abstract

This paper presents an analysis of first-
person gender in five different transla-
tion variants of Amazon product reviews:
those produced by professional translators,
by translation students, with different ma-
chine translation (MT) systems and with
ChatGPT. The analysis revealed that the
majority of the reviews were translated
into the masculine first-person gender both
by humans and by machines. Further in-
spection revealed that the choice of the
gender in a translation is not related to the
actual gender of the translator. Finally, the
analysis of different products showed that
there are certain bias tendencies, because
the distribution of genders notably differ
for different products.

1 Introduction

In this paper, we focus on the distribution of gen-
dered words in human and machine translations of
product reviews from English into Croatian and
Russian. In contrast to English, both Croatian
and Russian have gender marking not only on pro-
nouns, but also on nouns, adjectives, verbs, deter-
miners and numbers. The gender implicit in the
English source needs to be specified in the target.
This may result in translation errors, mismatches
and inconsistencies, as well as gender bias in train
and test data.

In reviews, the texts are written in the first per-
son form as illustrated in example (1). While trans-
lating from English into Croatian or Russian, the
© 2024 The authors. This article is licensed under a Creative
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gender of the adjectives and verb past and passive
participles should be specified: o6oxkas (mascu-
line) vs. oboxkasia (feminine).

a.
b.

(1) I loved using this makeup
st oboxkasi(a) MOIB30BATHCS ITOI

KOCMETHKOIA.

The decision for either feminine or masculine form
is required not only in case of machine translation.
Human translators need to specify this form, too.
If no information on the text author is available
and no specific instructions are given for transla-
tors, this may result in inconsistencies and individ-
ual decisions by human translators.

Therefore, we decide to look into this variation
analysing and comparing translations produced by
two different groups of translators (professional
and student) as well as with two machine trans-
lation systems and ChatGPT large language model
in the two language pairs at hand.

Our work is similar to the studies of gender bias
in machine translation (MT). However, our pri-
mary focus is not on reducing the gender bias, but
rather on regularities in human and machine trans-
lation data that may follow in the emerging gender
bias in the data.

Gender bias (preference or toward one gender
over the other) exists in training data, pre-trained
models such as word embeddings and also algo-
rithms themselves (Zhao et al., 2018a; Bolukbasi
et al., 2016; Caliskan et al., 2017; Garg et al.2018),
so that a machine translation system containing
bias can produce gender biased predictions. Al-
though this issue belong to active research topics,
detection and evaluation of gender bias in machine
translation systems have not been thoroughly in-
vestigated yet.
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In our analysis, we focus on the following re-
search questions:

RQ1: What is the distribution of first person gen-
der in different translations?

RQ2: Is choice of the gender in human transla-
tions related to the gender of the translator?

RQ3: Is choice of the gender related to the
topic/product?

The remainder of the paper is organised as fol-
lows: Section 2 provides and overview of related
studies. The data is described in Section 3. The
analyses and the results are presented in Sections 4
and 5, and conclusions in Section 6.

2 Related Work

Our work is similar to the studies of gender bias
in natural language processing and specifically in
machine translation. However, our descriptive
aims differ from those existing in most studies.
Some studies do describe bias in the data. For in-
stance, Zhao et al. (2018) addressed gender bias in
word embeddings and Sun et al. (2019) provides
an overview of existing biases.

Some works focus on the creation of challenge
or test suites. Stanovsky et al. (2019) presented a
challenge set and evaluation protocol for the anal-
ysis of gender bias in MT. Their automatic gen-
der bias evaluation method was developed for eight
target languages (including Russian) with gram-
matical gender. They tested six MT systems them-
selves, including also Google. Vanmassenhove
and Monti (2021) presented an English-Italian
challenge set focusing on the resolution of natural
gender phenomena by providing word-level gen-
der tags on the English source side and multiple
gender alternative translations, where needed, on
the Italian target side. The data analysed in our
study can potentially serve as a test suite as well.

In our work, we also address bias dependence
on topic or product. Similarly, bias variation was
addressed in (Zhao et al., 2017) who found that
on the one hand, data sets for specific tasks (e.g.
cooking) contain significant gender bias and, on
the other hand, models trained on these datasets
further amplify existing bias.

Some works showed that bias can be measured,
see e.g. (Cho et al., 2019) who proposed a measure
called ‘translation gender bias index’ (TGBI).
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We analyse both human and machine-translated
texts. The latter were analysed in several other
works. For instance, Saunders et al. (2020) ex-
plored the potential of gender-inflection controlled
translation in case the gender is identifiable ei-
ther from a human reference or when it can be
automatically gender-tagged. The authors found
out that simple existing approaches could over-
generalize a gender-feature to multiple entities in
a sentence, and suggested effective alternatives in
the form of tagged co-reference adaptation data.
They also proposed an extension to assess transla-
tions of gender-neutral entities from English given
a corresponding linguistic convention in the tar-
get language. In another study, the authors anal-
yse and evaluate gender bias comparing bias mea-
surements across multiple metrics for pre-trained
embeddings and the ones learned by their own ma-
chine translation model (Ramesh et al., 2021). A
summary of various analyses of gender bias in ma-
chine translation was presented by Savoldi et al.
(2021). The authors also discussed the mitigating
strategies proposed in various studies. Méchura
(2022) presented a taxonomy of phenomena which
caused bias in machine translation. Interestingly,
it included not only gender bias on people being
male and female, but also number and formality
bias (singular you vs. plural you as well as infor-
mal you vs. formal you).

In our study, we focus not only on the machine
translations but also on the human ones and com-
pare them across each other. We also distinguish
two groups of translators according to their expe-
rience: professionals and students. In this way,
we also consider the bias introduced by the hu-
man translators, which has not been thoroughly
analysed so far. Human bias has been addressed
in a few studies only. For instance, Hada et al.
(2023) investigated the generation and consequent
receptivity of manual annotators to bias of vary-
ing degrees. The authors created the first dataset
of GPT-generated English text with normative rat-
ings of gender bias. The variation of themes of
gender biases in the observed ranking was then
systematically analysed. The authors showed that
identity-attack was most closely related to gender
bias. They also showed the performance of exist-
ing automated models trained on related concepts
on their dataset.

We believe that our work has an added value to
the studies existing in the area of machine transla-



tion and natural language processing, as it adds to
the awareness (Daems and Hackenbuchner, 2022)
of the bias existing in the translation data, both in
human and machine translations.

3 Data

For our analysis, we use the publicly available cor-
pus DiHuTra! (Lapshinova-Koltunski et al., 2022).
The corpus contains 196 English Amazon product
reviews (14 reviews in each of 14 different product
categories) and their human and machine transla-
tions into three languages, Croatian, Russian and
Finnish. Since the Finnish language does not have
grammatical gender in any word category, not even
in personal pronouns, only Croatian and Russian
were included in our analysis. The number of run-
ning words and vocabulary size for the source text
and for each of the translations can be seen in Ta-
ble 1.

In most of the reviews, the gender of the writer
is not known, and not specified by any information
in the English source. In two reviews only, the text
indicates that the writer was a female. The human
translations were produced by two groups of trans-
lators: several professional translators and several
students. The translators were only instructed to
keep the given segmentation and not to use any
MT system. They did not receive any guidelines
about how to treat the gender in the target lan-
guage. Therefore, the corpus is appropriate to ex-
plore the subjectivity.

The machine translations in the corpus were
generated by different MT systems. Croatian
MT outputs are the two best ranked outputs by
human evaluation from the WMT 2022 shared
task? (Kocmi et al., 2022). Russian MT out-
puts were generated using Google Translate® and
DeepL Translator*. ChatGPT * translations for all
target languages were generated using the publicly
available GPT 3.5 version. Since human transla-
tors were given only simple instructions, a similar
approach was used for ChatGPT as well, namely a
simple prompt "translate into Croatian/Russian".

"http://hdl.handle.net/21.11119/
0000-000A-1BAS-A
https://www.statmt .org/wmt22/
translation-task.html

3https ://translate.google.com/,
February 2023
*https://www.deepl.com/en/translator,
cessed in August 2023
Shttps://chat.openai.com/, accessed in November
2023

accessed in

ac-
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text running words | vocabulary
en source 15,236 3,155
hr prof 13,981 4,359
hr stud 13,931 4,446
hr mt1 13,467 4,309
hr mt2 13,465 4,247
hr gpt3.5 14,170 4,265
ru prof 14,217 4,414
ru stud 14,247 4,523
ru mtl 14,472 4,348
ru mt2 14,635 4,391
ru gpt3.5 15,015 4,397

Table 1: Corpus statistics.

4 Analysis of first-person gender

As mentioned in Section 3, the gender of the writer
is not known, and with the exception of two re-
views, not specified by any information in the En-
glish source. Therefore, the choice of the first
person gender in the translation is totally free.
The analysis of first-person gender was carried out
manually, finding that the majority of the first-
person gendered words are verb past participles,
followed by adjectives and verb passive partici-
ples. This analysis revealed that some student
translations and many ChatGPT translations con-
tain the inclusive gender forms. These words were
not properly recognised by the part-of-speech tag-
ger and were tagged as masculine nouns.

For each review, a gender label was assigned ac-
cording to the gendered words it contained. If all
first-person gendered words within a review have
the same gender (feminine, masculine or inclu-
sive), the review was assigned this gender label.
If there was a mixture of first-person genders, the
review got the label "mixed".

An example of gender labels for Croatian and
Russian translations® is shown in Table 2. The En-
glish source text contains two words referring to
the first person (one verb past participle received
and one adjective upset) which should be gendered
in the translations. The first translation is labelled
as feminine since both relevant words are in the
feminine form. Analogously, the second transla-
tion is labelled as masculine, and the third one as
inclusive. The fourth and fifth translation are la-
belled as mixed, because the two relevant words
have different genders.

%Sentences are shown instead of entire reviews for the sake of
space and clarity.



this is fake MAC, i just received mine and super upset to find out it isnt real MAc.

Ovo je fejk MAC, upravo sam dobila svoj i jako sam ljuta $to nije pravi MAC.
7o nomgesika MAC, st TOBKO UTO MOJIYyIHIa CBOKO KOCMETHKY U Y2KACHO

paccTpoeHa, MOTOMY 4TO 3TO He HacTosmas Kocmeruka MAC!

Ovo je fejk MAC, upravo sam dobio svoj i jako sam ljut Sto nije pravi MAC.
1o nopgesnka MAC, s TOJBKO YTO MOJIYIHJI CBOIO KOCMETHKY U y?KaCHO

paccTpoeH, IOTOMY YTO 9TO He HacTosmas kocMernka MAC!

Ovo je fejk MAC, upravo sam dobio/la svoj i jako sam ljut/a $to nije pravi MAC.
1o nomeska MAC, st TOJILKO 9TO 110J1y4ni(a) CBOIO KOCMETUKY U Y?KaCHO

paccTpoeH(a), moToMy 9To 9To He HacTosmasa Kocmernka MAC!

Ovo je fejk MAC, upravo sam dobila svoj i jako sam ljut Sto nije pravi MAC.
1o nomgesnka MAC, s TOJBKO ITO MOJIYIHJI CBOIO KOCMETHKY U y?KaCHO

paccTpoeHa, MOTOMY 4TO 3TO He HacTosimas KocMmeruka MAC!

fem. hr
ru
masc hr
ru
incl. hr
ru
mixed hr
ru
mixed hr

ru

Ovo je fejk MAC, upravo sam dobio/la svoj i jako sam ljut Sto nije pravi MAC.
970 nopgesika MAC, st TOJIBKO UTO MOJIYIIIa CBOIO KOCMETHKY U Y2KACHO

paccTpoeH(a), moroMy 4To 3To He HacTosas kocmernka MAC!

Table 2: Example of gender labels according to first-person gendered words.

It should be noted that there are still no non-
binary forms in the analysed target languages.
Neuter gender is never used for people, only for
objects, and would sound awkward, and even pos-
sibly offensive. Also, while in some texts it is pos-
sible to avoid the gender and generate a "neutral"
translation, it is very difficult to avoid all adjectives
and past participles. The only way for a proper in-
clusion is to use the "inclusive" form, comprising
both gender variants in a word.

5 Results

5.1 Distribution of first-person gender

First of all, it was found out that about two thirds
of the translated reviews (slightly more in Croatian
than in Russian) are found to contain indicators of
the writer’s gender. The rest does not contain any
indicator of the writer’s gender and was not taken
into account in the analysis.

The gender distribution of the gendered reviews
is shown in Figure 1: feminine reviews are pre-
sented in red, masculine in blue, inclusive in or-
ange, and mixed in grey. For each gender category,
lighter nuance represents Croatian and darker nu-
ance Russian.

It can be seen that masculine first-person gender
is dominant for both languages and all translation
variants, both human and machine-generated. The
difference between the percentage of masculine
and feminine reviews is smaller in human transla-
tions, but still notable. For both target languages,
there are slightly less feminine reviews in student

25

translations than in professional ones.

As for machine-generated translations, distribu-
tions are slightly different for different systems and
target languages, but the overall tendency is the
same: the vast majority of the reviews are written
in masculine. The most extreme are Russian Chat-
GPT translations with only 0.5% of all gendered
reviews being written in the feminine gender.

The inclusive reviews are mainly found in Croa-
tian ChatGPT translations, although there are a
few Russian ones, too. One Croatian student also
opted to use the inclusive form. The rest of transla-
tions (MT outputs, professional translations, Rus-
sian student translations) do not contain any inclu-
sive reviews.

Mixed reviews were found in all machine-
generated translations, more in Croatian than in
Russian. The smallest amount of mixed reviews
was found in the Russian ChatGPT output (0.5%,
the same as feminine reviews). It should be noted
that in ChatGPT translations there was no mixing
of masculine and feminine forms as in MT outputs,
but of inclusive and masculine or feminine forms.

Overall, even human translations "prefer" to
write in masculine gender, and the "preference" is
even stronger in MT systems and ChatGPT, espe-
cially Russian ChatGPT.

As for the two reviews with indicators of a fe-
male author, all human translators used the fem-
inine gender, while most MT translations had
mixed gender. As for ChatGPT, both Russian
translations were feminine, while one Croatian



first person (writer's) gender
adjectives and verbs

100%

75%

50%

25%

0%

prof stud mt1

mixed ru

] mixed hr
I inclru
incl hr
B mascru
M maschr
B femru
B femhr
mt2 gpt

Figure 1: Distribution of first-person genders in different translations: red = feminine, blue = masculine, orange = inclusive,
grey = mixed; darker shade = Russian, lighter shade = Croatian.

beauty

100% mixed ru
mixed hr
W inciru
75% incl hr
W mascru
I maschr
W femru

W femhr

50%
25%

prof stud

mt1 mt2 gpt

0%

toys and games

100% mixed ru
mixed hr
W inciru
75% incl hr
W mascru
W maschr

W e
W femhr

50%

25%

0%

prof stud mt1 mt2 apt

home and kitchen

mt1 mt2 gpt

100% mixed ru
mixed hr
W inciru
75% incl hr
W mascru
B maschr

W femru
W femhr

50%

25%

prof stud

0%

grocery, gourmet and food

100% mixed ru
mixed hr
W inciru
75% incl hr
W mascru
B maschr

W femru
W femhr

50%

25%

0%

prof stud mt1 mt2 gpt

Figure 2: Distribution of first person gender for different products, part 1.

translation was masculine and one mixed, contain-
ing feminine and inclusive forms.

5.2 Translators’ gender

In order to analyse the preference for masculine
gender in human translations, we looked into the
meta-data which provide the actual gender of the
translator for each review. Overall, there were
more female than male translators, and conse-
quently more reviews translated by female trans-
lators, which already indicated that the translators
do not necessarily use their own gender in transla-
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tions.

Table 3 presents the percentage of translated re-
views written in particular gender for each group
of the translators. For example, the first row should
be interpreted in the following way: of all Croatian
professional translations, 50 reviews were trans-
lated by a male translator. Of these reviews,
44% were written in masculine gender (meaning
that the translator kept his own gender) and 34%
in feminine gender (meaning that the translator
changed his own gender).



cell phones

mt1 mt2 gpt

100% mixed ru
mixed hr

W inciru

incl hr

~
a

W mascru
B maschr
W femru
B femhr

a
2
53

25%

0%

prof stud

cd and vinyl

100% mixed ru
mixed hr
W inciru
75% incl hr
W mascru
B maschr
W femru

W femhr

50%

25%

0%

prof stud mt1 mt2 apt

health and care

mt1 mt2

100% mixed ru
mixed hr
W incru

incl hr

7

a
2

B mescru
B maschr
W femru
W femhr

5

3

25%

prof stud gpt

0%

books

100% mixed ru
mixed hr
W inciru
75% incl hr
W mascru
B maschr
W femru

W femhr

50%

25%

0%

prof stud mt1 mt2 gpt

Figure 3: Distribution of first person gender for different products, part 2.

translator translations
number of gender

group lang. gender reviews || masc. | fem. | incl.

prof. hr m 50 || 440 [ 340| O

f 146 || 39.7 | 288 | O

. m| 20 || 40.0 [200] ©

f 176 || 454 | 182 | O

stud. hr m 51 || 549 | 17.6 0
f 145 || 40.7 | 255 | 2.8
~rw m| 0 0 | 0] 0

f 196 || 464 | 398 | O

Table 3: Translators’ reported gender and percentage of gender chosen for the translations.

In total, the numbers in Table 3 shows that trans-
lators choose masculine gender more often, re-
gardless of their actual gender.

5.3 Tendencies for different products

Since the previous analysis showed that both fe-
male and male translators "prefer" the masculine
writer’s gender, we decided to look into the gender
distributions for different products.

We have to point out that there are only 14 re-
views for each of the 14 products, and not all of
them are gendered, so that it is not possible to draw
any hard conclusions from this analysis, but cer-
tain tendencies can definitively be observed. Fig-
ures 2, 3 and 4 show the distributions for each of
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the products, ordered by the proportion of femi-
nine reviews in human translations.

The main observation is that there are clear dif-
ferences in gender distributions for certain prod-
ucts (namely bias), and that the product-related
differences are even more notable in human trans-
lations.

Regarding human translations, almost all
"beauty" reviews are feminine, followed by "home
and kitchen" and "toys and games" (Figure 2,
while there are only a few feminine translations of
"sports and outdoors", "movies and TV" as well as
"patio, lawn and garden", and there is no single
feminine review for "musical instruments" (Fig-

ure 4).



pet supplies
100% ‘ mixed ru
mixed hr

W inciru

75% incl hr
B mascru
B maschr

W femru

mt2

B femhr

50%

25%

0%

prof stud mt1 apt

sports and outdoors

100% S [ mixed ru
mixed hr
W inciru
75% incl hr
W mascru
B maschr
W femru

W femhr

50%
25%

0%

prof stud mt1 mt2 apt

patio, lawn and garden
100% I mixed ru

mixed hr

W inciru
75% incl hr
W mascru
B maschr
mt1 mt2 gpt

W femru
W femhr

50%

25%

0%

prof stud

video games

100% I mixed ru
mixed hr
W incru
incl hr
B mescru
B maschr
W femru
W femhr

gpt

movies and TV

100% I mixed ru
mixed hr
W inciru
75% incl hr
W mascru
B maschr
W femru

W femhr

25%

0%

prof stud mt1 mt2 gpt

musical instruments

0% —— ===

prof stud mt1 mt2 gpt

100% I mixed ru
mixed hr
W inciru
75% incl hr
B mascru
B maschr

W femru
W femhr

50%

25%

Figure 4: Distribution of first person gender for different products, part 3.

As for machine-generated translations, there
are less feminine reviews than in human transla-
tions for each of the products. For example, for
the category "beauty", gender in machine transla-
tions is balanced, while the predominant gender in
human translations is feminine. For the middle-
range’ products such as "cell phones" or "books",
there are about 25-35% of feminine reviews in hu-
man translations, but very few or none in machine-
generated ones. Finally, for "patio, lawn and gar-
den" there are some feminine reviews in human
translations but none in machine-generated ones,
and for "musical instruments" there is no single
feminine review at all. It should be noted, however,
that there are inclusive Croatian ChatGPT outputs.

Another interesting observation is that Rus-
sian ChatGPT inclusive reviews are only found
in the predominantly "feminine" products, namely
"beauty” and "home and kitchen", while there no
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clear product-related tendencies could be observed
for the Croatian ChatGPT inclusive translations.

6 Conclusions

This work presents results of analysis of first-
person gender in Russian and Croatian translations
of English user reviews. We addressed three re-
search questions concerning the distribution of the
first person gender, the relation between the choice
of the gender for translation and the real gender
of the translator, as well as a tendency towards a
product or product group bias. We group the find-
ings according to the three research questions ad-
dressed:

RQ1: What is the distribution of first person gen-
der in different translations?

We could observe that in all translations,
the predominant gender is masculine. Inter-



estingly, the difference is much stronger in
machine-translated texts. This indicates the
intensification of the gender bias existing in
human translations.

RQ2: Is choice of the gender in human transla-
tions related to the gender of the translator?

Our data shows that it is not the case. All
translators in our dataset at hand, regardless
of their gender, translated more reviews into
the masculine form. It is interesting to note
that we also observed the cases of a male
translator using feminine forms.

RQ3: Is choice of the gender related to the
topic/product?

Although the data set is too small to draw
hard conclusions, we noticed a clear ten-
dency, especially in human translations. Sim-
ilar tendencies are observed in machine-
generated output, although the overall trend
is notably less feminine translations in each
of the product categories.

The reported findings also open several direc-
tions for future work. Apart from including more
target languages from different families, as well as
more domains and topics, more language models
should be included, also the outputs using differ-
ent prompts such as giving particular instructions
regarding gender specification.

Furthermore, a test suite specifically designed
for first-gender analysis should be used in future
experiments.

Limitations

First of all, our analysis includes only two target
languages belonging to the same language family.
Furthermore, only one domain was analysed on a
relatively small corpus. Therefore, the analysis of
different products/topics, although showing some
clear tendencies, is not fully reliable. Furthermore,
the corpus is not designed for gender evaluation,
so that only two thirds of the corpus were actu-
ally convenient for the experiment. Due to the na-
ture of the two languages, only two genders were
included. However, the possibilities for inclusive
language were discussed.

As for ChatGPT translations, we used the ver-
sion based on GPT-3.5 instead of the newest one
based on GPT-4. However, the free version is still

based on GPT-3.5, so that a large number of users
are still using this one.
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