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Abstract

With the usage of tremendous amounts of text
data for training powerful large language mod-
els such as ChatGPT, the issue of analysing and
securing data quality has become more pressing
than ever. Any biases, stereotypes and discrimi-
natory patterns that exist in the training data can
be reproduced, reinforced or broadly dissemi-
nated by the models in production. Therefore,
it is crucial to carefully select and monitor the
text data that is used as input to train the model.
Due to the vast amount of training data, this pro-
cess needs to be (at least partially) automated.
In this work, we introduce a novel approach for
automatically detecting gender discrimination
in text data on the actor level based on linguistic
discourse analysis. Specifically, we combine
existing information extraction (IE) techniques
to partly automate the qualitative research done
in linguistic discourse analysis. We focus on
two important steps: Identifying the respective
person-named-entity (an actor) and all forms it
is referred to (Nomination), and detecting the
characteristics it is ascribed (Predication). As
a proof of concept, we integrate these two steps
into a pipeline for automated text analysis. The
separate building blocks of the pipeline could
be flexibly adapted, extended, and scaled for
bigger datasets to accommodate a wide range
of usage scenarios and specific ML tasks or
help social scientists with analysis tasks. We
showcase and evaluate our approach on several
real and simulated exemplary texts.

1 Introduction

Ethical considerations as, e.g., formulated in the
UNESCO’s Recommendations on the Ethics of Ar-
tificial Intelligence, as well as emerging legislation
such as the EU Al Act, require that any Al system
adheres to fundamental values such as “the invio-
lable and inherent dignity of every human” (UN-
ESCO, 2022). Specifically, this demand also holds
true for systems based on large language models
(LLMs). This implies that systems based on LLMs

must carefully ensure that they do not reproduce,
reinforce or broadly disseminate any existing bi-
ases, stereotypes or other discriminatory patterns,
as this would violate the inherent human dignity.

However, LLMs are trained on existing data. If
this input data is pervaded by stereotypes, biases
and discrimination (as is often the case), the result-
ing model will reflect these discriminatory patterns.
Thus, if developers need to ensure that an LLM-
based system adheres to the ethical standards men-
tioned above, they can take one of two approaches:
filter the LLM’s output downstream to ensure that
it is free from discrimination — or purge the input
data from any discriminatory patterns, to ensure
that the LLM itself will be free from discrimination
in the first place.

Research on downstream gender bias mitiga-
tion in word embeddings by Gonen and Gold-
berg (2019) shows that downstream mitigation only
hides bias and does not remove it. Thus, the ef-
fective alternative is to address bias upstream by
selecting unbiased training data.

As the training corpora for LLMs need to be very
extensive, it is impossible to ensure their quality
manually. Therefore, technical means need to be
developed that automatically detect discrimination
in vast amounts of natural language texts.

What we read and see in media shapes our re-
ality (Lippmann, 1929). If we are surrounded by
bias and discrimination, we are likely to include
these in our reality and act on them. That explains
why media, notably text, plays an important role
in the striving for equality for all genders. By de-
tecting bias and especially discrimination against
particular genders, it is possible to be wary of these
texts and not distribute them. This is particularly
important when choosing training data for natural
language processing (NLP) tasks.

The term gender has at least three different no-
tations: the linguistic gender, sex, and the social
gender. The linguistic or grammatical gender can
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be defined as follows: “[...] grammatical gender
in the narrow sense, which involves a more or less
explicit correlation between nominal classes and
biological gender (sex).” (Janhunen, 2000). For
example, in German, nouns could be female, male,
or neutral. The sex, however, refers to a “biolog-
ical” notion of gender that is “binary, immutable
and physiological” (Keyes, 2018). This notion is
flawed because intersex humans do exist, as well
as trans-persons, thus refuting the binary and im-
mutable part of this notion. For our work, we use
the third notion, the social gender. This notion de-
fines gender as a social construct represented by
a person’s intentional and unintentional actions to
represent their gender and the reception of these
actions. Therefore, the social gender is non-binary,
flexible, and constructed by the person themselves
and the persons perceiving them (West and Zim-
merman, 1987; Devinney et al., 2022). We use
the terms woman for persons who can be read as
female-identifying, men for persons who can be
read as male-identifying, and non-binary for per-
sons who do not adhere to the before mentioned.

Bias against a particular gender entails discrimi-
nating against this gender. While bias contains all
notions and beliefs towards a person/group (Ma-
teo and Williams, 2020), (social) discrimination
is a more intentional act: an offender treats some-
one or a group of people differently in a negative
way, based on a specific feature of this person/-
group (Reisigl, 2017). Textual discrimination is a
special kind of (social) discrimination because the
offender is not always apparent.

Linguistics and sociology have studied discrim-
ination for over eighty years, mainly focusing on
racism in the early research (Myrdal et al., 1944;
Razran, 1950; Allport et al., 1954). During this
period, different definitions of discrimination were
defined, leading to different approaches for de-
tecting it. One of these approaches is linguistic
discourse analysis (LingDA), which inspects dis-
course to identify discriminating tendencies by
combining research from sociology and linguis-
tics (Bendel Larcher, 2015). Computational lin-
guistics integrates LingDA and computer science
into computational discourse analysis. So far, this
discipline concentrates on the quantitative parts
of LingDA, mostly focusing on coherence and co-
hesion (Dascalu, 2014). We concentrate on the
qualitative parts of LingDA and partly automate
the discrimination detection within the text.
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2 Problem Formulation and Goals

Existing approaches for automatic discrimination
detection often focus on identifying drastic word-
ing, which is relatively easy to detect by sim-
ple comparison with a database of discriminatory
terms. However, in many cases, textual discrim-
ination manifests more subtly, requiring a more
semantic approach to detect it.

To achieve our goal of automatically identifying
discrimination and biases in text, we seek to en-
hance computational discourse analysis (CompDA)
by integrating two fundamental, qualitative strate-
gies from linguistic discourse analysis for detecting
gender discrimination on the actor level: Identify-
ing the respective person named entity (an actor)
and all forms in which it is referred to (Nomina-
tion), and then detecting the traits, characteristics,
qualities, and features that are ascribed to this actor
(Predication). By focusing on actors, we aim to
reveal even subtle gender-specific discrimination.
Furthermore, we can analyse the text’s meaning on
a deeper level.

To automatically process large amounts of in-
put text data, we implement a pipeline for auto-
mated text analysis that integrates nomination and
predication by using IE techniques (cf. Figure 1).
Specifically, as a first step, we identify nominations
by extracting the actors and detecting their pro-
nouns. Second, we extract the predication of these
actors and finally use the extracted information to
analyse the whole text for discrimination. By en-
suring a modular structure built from exchangeable
components, we aim to make our pipeline flexibly
adaptable, accommodating a wide range of usage
scenarios and specific ML tasks. For example, the
pipeline should be able to scale from single texts
to a whole corpus, process different languages, and
focus on different criteria, thus reflecting cultural
differences.

Finally, we evaluate our approach and implemen-
tation by analysing several sample texts, two real-
world examples, and three generated texts, and dis-
cuss the discrimination markers identified in these
samples.

3 Background

This work combines qualitative research on
LingDA with IE, thus enhancing quantitative Com-
pDA methods for detecting gender discrimination
in text. Discrimination is a form of bias. We define
discrimination and its relation to bias.



Gender

Discrimination

Actor Extraction

Y

Approximation

»|Predication Extraction

Y

Analysis

Figure 1: Visualisation of the flexible and language agnostic pipeline introduced in this work.

3.1 Linguistic Discourse Analysis

In LingDA, discourse is defined as a collection
of text about a topic relevant to society (Ben-
del Larcher, 2015). This contrasts with computa-
tional linguistics, which defines discourse as “any
multi-sentence text (Grishman, 1986). The focus
of LingDA is the so-called actor. Actors are the
entities in a text that perform some action. Actors
can be individuals, groups, institutions, or organi-
sations (Spitzmiiller and Warnke, 2011).

Discourse is normally analysed on the corpus
level as an extension of text linguistics that analyses
single texts (Niehr, 2014). For our work, we con-
centrate on the level of single texts, especially on
written text, potentially extending the approach to a
whole corpus in future work. In this work, we disre-
gard multimodal media, conversations, and pictures
in general to scope our research. When analysing
texts, Bendel Larcher (2015) points out that the
nomination and predication is one of six aspects
that should be considered. Nomination comprises
how and what an actor in a text is named (Knobloch,
1996). The predication of the actor is what the text
conveys about traits, characteristics, qualities, and
features ascribed to this actor (Kamlah and Loren-
zen, 1996).

When detecting nomination, the following as-
pects could be considered (Bendel Larcher, 2015):

1. Proper Names: Are actors referred to with
their full name, surname, or just the first
name?

2. Generic Names: When actors are not re-
ferred to by their proper names but with
generic terms. Reisigl (2017) lists the follow-
ing categories of problematic generic names:
Negatively annotated general descriptions,
ethnonyms, metaphorical slurs, animalistic
metaphors, proper names used for a general
description, and referring to an actor by their
relation to someone else.

3. Pronouns: Pronouns can distance oneself
from others (we vs. them), which is the basis
for treating someone differently. Furthermore,
using the wrong pronouns for someone (mis-
gendering) is a clear aggression. Using the

“generic masculine” in gendered languages
like German can be considered problematic.
Women and non-binary people are not directly
addressed but are “included” in the word’s
meaning. Therefore, women and non-binary
people are not represented by the language.

4. Deagentification: The actor of the text is

not named. The text only generally describes
what is happening without giving credit to the
person.

The predication detection analyses the text for
characteristics, features, and qualities attributed
to an actor. These can convey stereotypes and bi-
ases that can be extracted by looking at the fol-
lowing grammatical indicators (Reisigl, 2017; Ben-
del Larcher, 2015):

* Attributes: e.g. skinny, bright

* Prepositional Attributes: e.g. the professor

living in Munich

* Collocations e.g. working mom

* Relative Clauses e.g. the tennis player who

has a nice dress

For this work, we focus on indicators of discrim-
ination based on the actor’s gender.

3.2 Computational Discourse Analysis

CompDA focuses on the analysis of cohesion and
coherence. Cohesion describes how sentences are
grammatically and lexically linked together to re-
flect the status of an actor through discourse. Typ-
ical methods include topics, coreferencing, and
lexical and semantic word relatedness from on-
tologies. CompDA differentiates between refer-
ential cohesion (how often words, concepts, and
phrases are repeated or related through the text) and
causal cohesion (explicit use of connectives) (Das-
calu, 2014). Coherence addresses the “continuity
of senses” (De Beaugrande and Dressler, 1981)
throughout the text. In other words, coherence
conveys to the reader that the text is semantically
connected. Dascalu (2014) distinguishes informa-
tional level coherence (causal relations between
utterances, lexical chains, and centring theory) and
intentional level coherence (tracing of the changes
in the mental state of the discourse participants
during the discourse).
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Our approach combines cohesion and coherence
by analysing the text using methods used in co-
hesion analysis to track actors (and their states)
throughout the text.

3.3 Bias and Discrimination

Text can contain a lot of problematic properties
regarding gender. The most problematic ones are
biases and discrimination. However, also insults,
defamation or misinformation should be avoided.

Mateo and Williams (2020) define bias as fol-
lows: “Biases are preconceived notions based on
beliefs, attitudes, and/or stereotypes about people
pertaining to certain social categories that can
be implicit or explicit.””. They continue that dis-
crimination is the manifestation of biases through
behaviour and actions. Reisigl (2017) has a clearer
definition of discrimination: *“[...] social discrim-
ination occurs when someone disadvantages or
favours (i.e., treats unequally) a particular group
or members of that group through a linguistic or
other act or process, in comparison to someone
else and on the basis of a particular distinguishing
characteristic (such as an alleged ‘race’ or ‘sexual
orientation’).” leading to the following five parts
of discrimination:

1. Offender

2. Victim (beneficiary in case of ‘positive dis-
crimination’)

Disadvantaging (or favouring) act, process
Comparison group that is treated differently

5. Distinguishing feature on which the disadvan-

taging or favouring is grounded

Discrimination in written text is a manifestation
of social discrimination. We consider discrimina-
tion as the manifestation of biases. Therefore, we
consider the author of the text as the offender, and
the victim is an actor of the text. The feature that
distinguishes the victim from its comparison group
is their gender. To scope our work, we only explore
gender discrimination, even though we are aware
that other kinds of discrimination, especially the
intersection of different kinds of discrimination,
exist and should not be part of NLP training data
or other text. We extract the disadvantaging ac-
t/process from the text by quantifying differences
between genders using LingDA and IE.

In manual LingDA researchers focus on the con-
text of a text: was it released for a specific group
of people from a specific kind of people? In the
proper context, some kind of language that is of-
fensive outside a group is acceptable if it is uttered

Sl

by one person of a group towards another person
of this group if it has an in-group context. Fur-
thermore, some texts are seen as products of their
time and represent the social norms of these times.
However, when training NLP models, the context
of a text is lost. The models learn equally on all
text data. Therefore, we always have to assume
an out-group context and the current social norms
when evaluating textual data for training purposes.
Not removing discrimination and biases from
training data leads to representational harms: gen-
der stereotypes are spread in generated texts and,
therefore, hardened in readers’ minds. This harms
all genders. Furthermore, not representing non-
binary individuals in text generated by large lan-
guage models (LLM) decreases their visibility.
However, non-binary individuals are a part of our
world and should be visible in LLM-generated
texts. A text corpus not containing non-binary rep-
resentation can not be considered balanced.

3.4 Information Extraction

IE locates predefined information in natural lan-
guage text. According to Grishman (2015), the
following steps are performed during IE (not nec-
essarily in the order mentioned):

1. Named Entity Recognition: extraction of
entities with proper names (persons, organisa-
tions, places, or suchlike)

2. Syntactic Analysis: extraction of syntactic
information from sentences and tokenisation

3. Coreference Resolution: combining several
mentions of an entity into one (e. g. a text
mentions Dr. Ruth Harriet Bleier, further men-
tions may take the form of “Dr. Bleier”, “Ms.
Bleier”, “R. H. Bleier”, “R. B.” or “she”) (we
also add generic names to form the full nomi-
nation of an actor)

4. Semantic Analysis: extracting relations be-
tween entities and mapping of sentences con-
taining an entity to this entity (predication of
an actor)

5. Resolution of Cross-Document Corefer-
ences: coreferencing an entity through several
documents (We are not exploring this step in
this work.)

4 Methodical Approach

Our analysis pipeline can be subdivided into four
consecutive steps that build on each other (cf. Fig-
ure 1): The first task is to extract the actors, fol-
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lowed by a gender approximation for each actor. In
these steps, we save the nomination of each actor
in our knowledge base. The third step expands the
knowledge base with the predication of each actor
detected in step one. As the fourth and final step of
the pipeline, we analyse the extracted information
for potential discrimination.

4.1 Nomination

The nomination process starts with the tokenisation
of the text. No further preprocessing is applied to
retain the full semantic meaning of the text. Subse-
quently, the dependency trees are parsed for each
sentence. Therefore, each token is annotated with
its relation to its semantic neighbours and its part
of speech. All tokens that are proper nouns are
analysed using named entity recognition (NER).
Person entities are the actors of the text. As ac-
tors are mentioned more than once in a text, it is
essential to coreference all mentions of the same
actor. Coreferencing combines all references of
one actor (this can be done in one text or the whole
corpus). Therefore, the full name of an actor is
matched to its name parts (e.g. first name, last
name, last name, and abbreviations of first name),
pronouns, and titles. In less formal settings, actors
are referred to by generic names. These are not
detected as proper nouns during NER. Therefore,
generic names must be detected in an additional
step and coreferenced with actors. We use a list of
commonly used generic names to detect the generic
names. All coreferenced entities and pronouns are
the nomination of the actor. These are saved into a
knowledge base using the same key for later use.
Every actor in the knowledge base is assigned
one of the following gendered entries: woman,
man, non-binary, unknown. The gendered entry
is assigned by pronouns in the actor nomination.

4.2 Predication

The predication analyses what is ascribed to an ac-
tor. Ideally, the predication should only contain
text that describes an actor. If a sentence contains
more than one actor, this sentence should be split
and matched accordingly. Furthermore, if an actor
describes another actor, the sentence should only
match the described actor and not the active one.
For our proof of concept implementation, we sim-
plify the sentence-matching process and assign a
sentence to an actor if the actor is contained in
this sentence. The predication is also stored in the
knowledge base.

4.3 Discrimination Detection

We analyse the nomination for common derogatory
terms for each entry in the knowledge base. To
scope the research, we only use lists of derogatory
terms referring to women, men, and transgender
people'. For all predication sentences, the senti-
ment of the sentence is computed. Furthermore, the
predication is analysed for feminine-coded words
and masculine-coded words”. The authors show
that women are associated with communal traits
and men with more agency-related terms. Overus-
ing gender-coded language can embed stereotypes.
Using the computed information, we compile a dis-
crimination report. For detailed report components,
see Section 5.3.

5 Implementation and Validation

As mentioned in Section 4, we start by collecting
the nomination of actors and subsequently enhance
our knowledge base with the predication of the
actors. The content of the knowledge base is sub-
sequently analysed for discrimination and biases?.

The code for our pipeline can be found on GitHub*.

5.1 Nomination

SpaCy can perform tokenisation, dependency pars-
ing, part of speech tagging, and named entity recog-
nition out of the box. The named entity recognition
can detect all actors in the text. When manually
evaluating the results of our pipeline in the sample
texts, we found that one actor’s name was not clas-
sified as a person. Still, the error was not severe
enough to justify changing libraries. We use the
person entities as seed for the nomination.

In the first step, we extract all compounds of an
actor’s name; the head element of the compound
is used as a key in a dictionary of actors. In a text

'derogatory  terms  were collected from the
following websites (accessed on  2024-05-08):
https://en.wikipedia.org/wiki/Category:
Pejorative_terms_for_women, https://en.wikipedia.
org/wiki/Category:Pejorative_terms_for_men,
https://genderkit.org.uk/slurs/, https://en.
wiktionary.org/wiki/Category:English_swear_words

2We use the lists of feminine/masculine coded words
as found on the gender decoder website https://
gender-decoder.katmatfield. com/about, which is based
on work from Gaucher et al. (Gaucher et al., 2011)

*We use Python (version 3.9.18) and the NLP library
SpaCy (Honnibal and Montani, 2017) in version 3.7.2, in com-
bination with the en_core_web_lg model, for our experiments.
Furthermore, we use the packages coreferee (version 1.4.1)
and spacytextblob (version 4.0.0).

4https: //github.com/Ognatai/nomination_
predication
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about Bill Clinton, the key Bill Clinton contains
the values Bill Clinton, Clinton, President,
and unexpectedly trail. We can also extract titles;
for example, the key Kirsten Gillibrand con-
tains the values Sen. and Kirsten Gillibrand.
This implementation combines all actors with the
same first or last names into one nomination.

In the second step, keys that are part of the value
of another key are merged into the other key. Thus,
all nomination keys are full names (if the actor is
mentioned with their last name; otherwise, the key
is a first name), and first names and last names are
assumed to be unambiguous. These nominations
are extended by a list of generic names found in
the text and not coreferenced to other actors.

We determine the pronouns and, therefore, ap-
proximate the gender of the actors by using
coreferee. This package references pronouns to
actors. Unfortunately, coreferee has problems
identifying gender-neutral/non-binary pronouns. In
two of three test texts, it cannot detect the non-
binary actors. Due to the lack of better-performing
packages, we use coreferee nonetheless. Ac-
tors are assigned woman or man if the majority
(at least 70%) of used pronouns refer to one of
these gendered entries (we use a majority of at
least five pronouns to be able to react to software
problems stemming from the matching algorithm
of coreferee). A non-binary entry is only as-
signed if gender-neutral/non-binary pronouns are
used consistently. Otherwise, the gender is listed
as unknown.

The last step of the nomination detection is to
combine all information into a knowledge base
stored as a pandas (pandas development team,
2023) data frame.

5.2 Predication

In the predication phase, the knowledge base is
extended by all sentences that mention the corre-
sponding actor. Each token object contains infor-
mation about its position in the text. Therefore, we
generate a text span with the size of the token and
obtain the sentence that includes the text span of
the token. Duplicates within one actor are removed.
If a sentence contains more than one actor, this
sentence is matched to all contained actors.

5.3 Discrimination Detection

For the discrimination detection, we extend the
knowledge base by the sentiment of each pred-
ication sentence and the gender-coded words

used in the predication. We use the pack-
age spacytextblob®, which builds upon the
textblob® library, to assign a value between -1
(very negative sentiment) and 1 (very positive sen-
timent) to each sentence. The sentiment analysis
utilises a naive Bayes classifier trained on movie
reviews. To detect gender-coded words, we use a
list of feminine-coded and masculine-coded word
stems by Gaucher et al. (2011) and test if these
stems occur in the predication. We create a discrim-
ination report for a text, building on the information
of the knowledge base we created for this text. The
report contains the following information:
 count of woman, man, non-binary, and unde-
fined actors overall and per actor
 count of woman, man, non-binary, and unde-
fined actor mentions overall and per actor
* sentiment towards woman, man, non-binary,
and undefined actors overall and per actor
e count of feminine-coded words and
masculine-coded words in the actor pred-
ication of woman, man, non-binary, and
undefined actors overall and per actor
¢ abusive words used for woman, man, non-
binary, and undefined actors and overall

5.4 Validation

Most NLP tasks like hate speech detection or senti-
ment analysis tend to utilise short utterances, like
tweets or social media posts, for training purposes.
In contrast, our approach aims to analyse longer
texts like news articles or blog posts that describe
one Or more persons.

For testing our pipeline, we generate three texts
with ChatGPT (OpenAl, 2023) that contain sev-
eral actors, with at least one respectively using
feminine, masculine, or gender-neutral/non-binary
pronouns. All these actors have a full name and
interact with each other. The content of all three
generated texts is rather generic and not biased. We
generated these texts mainly to test the pipeline on
non-binary actors, but we do not further discuss
the results of these texts because of their generic
nature’. Instead, we collected texts about Bill and
Hillary Clinton from Fox News?.

The Hillary Clinton text describes Hillary Clin-

5https: //spacy.io/universe/project/
spacy-textblob

6https: //textblob.readthedocs.io/en/dev/

7All text are available on GitHub: https://github.com/
Ognatai/nomination_predication

8https://www.foxnews.com/
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ton’s controversial statement that Trump followers
should be ‘deprogrammed’ and reactions to this
statement. The Bill Clinton text details how Bill
Clinton “reemerges as Democrat surrogate after

being silenced by #MeToo movement” .’

We use our pipeline on these texts and compare
the results by manually checking the corresponding
texts for the correctness of the results.

The pipeline can detect all actors contained in the
texts. Only the texts generated with ChatGPT con-
tain non-binary actors. When analysing these texts,
we found that coreferee has problems matching
gender-neutral/non-binary pronouns to actors. Non-
binary actors are detected in only one of three texts.
Otherwise, our pipeline can mainly match the cor-
rect pronouns to the corresponding actor. We en-
counter problems in the text about Hillary Clinton.
Here, coreferee has problems matching a pro-
noun from a partial sentence to one of the three
actors mentioned before.

To count the mentions of each actor, we count all
entries in the nomination and pronoun columns of
the knowledge base. This leads to a minor problem
since titles are not part of the name token and are
counted as additional mentions. In our test data,
this behaviour leads to one to two additional men-
tions per actor. In a future version of the pipeline,
this behaviour will be fixed. Figure 2a and Figure
2b shows how many actors of a specific gender are
part of the text and how often actors of a specific
gender are mentioned throughout the text. Both
texts do not contain non-binary actors. Interest-
ingly, in the text about Hillary Clinton (Figure 2a,
we detect four women (mentioned 38 times) and
one man (mentioned 26 times). However, of the 38
women mentioned, Hillary Clinton is mentioned 26
times. Therefore, Donald Trump, the only recog-
nised man, is mentioned as often in a text about
Hillary Clinton as Hillary Clinton herself. How-
ever, the text describes how Hillary Clinton criti-
cises Donald Trump’s followers; therefore, many
mentions make sense. In the text about Bill Clinton
(Figure 2b, we detect four men, which are men-
tioned 45 times; 35 are mentions of Bill Clinton.

The sentiment analysis we use in our pipeline
encounters problems when used for news articles.
Figure 3b shows a moderately negative sentiment
for Henry Cuellar and Michelle Vallejo which
refers to the sentence “During the trip, Clinton will

°All text are available on GitHub: https://github.com/
Ognatai/nomination_predication
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Figure 2: Comparison of how often actors of a certain
gender occur in the text and how often actors of a certain
gender are mentioned. Both texts do not contain non-
binary actors.

rally with Rep. Henry Cuellar and Democratic can-
didate Michelle Vallejo — each of whom is locked
in a difficult contest with Republicans.” The sen-
tence has a very neutral tone. In contrast, the model
detects almost no negative sentiments in the text
about Hillary Clinton (see Figure 3a. However, the
predication of Hillary Clinton contains the follow-
ing sentences: “Sen. Marsha Blackburn, R-Tenn.,
posted to X, “Hillary Clinton wants Trump sup-
porters to be formally reeducated., Independent
Jjournalist Glenn Greenwald shredded Clinton over
the comments, saying, “As she gets increasingly
bitter about her 2016 defeat — even when you think
there’s no way she can — Hillary Clinton is more
and more the liberal id: she just spews what liber-
als really think and feel but know not to say., Clin-
ton’s 'deprogramming’ hopes for Trump supporters
a long shot in the era of political silos Clinton has
had sharp words for Trump supporters over the
years, once calling them 'deplorables’.” The sen-
tence contains a negative sentiment towards Hillary
Clinton, but spacyblob cannot detect those neg-
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ative sentiments. These examples showcase that
the language used in news articles is too different
from that used in movie reviews (which are one of
the standard sources of training data for sentiment
analysis approaches). Therefore, it is impossible to
use a model trained on movie reviews for every do-
main; in future work, a domain-specific sentiment
model will be utilised.
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Figure 3: Visualisation about the sentiments towards
certain actors. Both texts do not contain non-binary
actors.

In all texts, gender-coded words are rarely used.
Both “real-world” texts contain a few feminine-
coded words (Bill Clinton: 1, Hillary Clinton: 6)
but no masculine-coded ones. Nevertheless, these
could be an interesting feature if used for the whole
corpus. We have a very explicit list of abusive
words, but none are used in our sample texts. This
list should be exchanged with domain-specific hate
speech detection.

6 Discussion

Our method shows promising first results, even on
our limited test data.

6.1 Strengths

Our pipeline can detect how different actors in a
text are described. By approximating the gender of
the actors, we can analyse if the text differentiates
between genders and discriminates against a partic-
ular gender. Texts with very negative sentiments to-
wards certain genders could then be excluded from
model training, for instance. Our pipeline differen-
tiates from other discrimination detection methods
by focusing on actors and not the text as a whole.
Therefore, it is possible to detect more subtle dis-
crimination. Our pipeline is modular and, there-
fore, flexible. Single modules can be exchanged for
domain-specific modules, and the pipeline can be
extended anytime. Other discrimination detection
approaches like hate speech detection or word lists
can be included. The flexibility of the pipeline of-
fers the possibility of even changing the languages
of the texts analysed. Our proof of concept ver-
ifies the assumption that we can partly automate
the qualitative parts of linguistic discourse analy-
sis. Our discrimination report helps, for example,
social scientists to decide if a text may contain dis-
crimination or biases. This pipeline will be scaled
to the corpus level to fully analyse the discourse
within the corpus.

6.2 Limitations

Our proof-of-concept pipeline is tailored to detect
actors in text. We cannot analyse the text if the text
does not describe specific actors but a general situa-
tion. We combine actors with the same first and/or
last name into one and do not coreference generic
nominations to already detected actors. The predi-
cation should only consider text parts that attribute
something to an actor. Currently, we use all sen-
tences that contain the actor. If a sentence contains
more than one actor, we match this sentence to
all actors instead of doing an in-depth analysis of
which parts of the sentence could belong to which
actor. This also affects the sentiment analysis. A
sentence containing an actor is not always a sen-
tence containing a sentiment towards this actor. An-
other source of limitations is the general-purpose
models we use in our pipeline. These are not tai-
lored to the domain of news articles, leading to a
sub-optimal performance. These general-purpose
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models also have problems in detecting gender-
neutral/non-binary pronouns.

7 Conclusion and Future Work

In this work, we build a flexible pipeline to anal-
yse newspaper articles and blog posts about people.
We use linguistic methods to detect how actors are
described within a text. In contrast to common dis-
crimination detection methods, we do not treat the
whole text as one object. By focusing on actors and
the gender of the actors, we can do more nuanced
text analyses that can detect subtle discrimination
on a gender basis. First, limited tests on newspa-
per articles show that we can detect how actors are
treated differently, depending on their gender. The
first proof-of-concept pipeline implementation has
some limitations that will be addressed in future
work.

Other future work includes using the pipeline
in different languages, such as German. Further-
more, instead of analysing one text at a time, we
will scale the input to several documents, analysing
complete corpora. We will also experiment with
different pipeline components, for example, ex-
changing the simplistic abusive language detection
with a sophisticated hate-speech detection or coref-
erencing detected actors with real-world actors to
detect their pronouns. As today’s discourse is not
only written, analysis of multi-modal data might
also be an interesting endeavour.

Ethical Consideration Statement

Defining discrimination for LLM training data
means defining the value system for internationally
used systems, but we do not share one common
international value system. We can all agree on
international human rights. However, an LLM also
generates texts containing opinions about religion,
race, gender, and sexual orientation. There are cur-
rently no common international values regarding
these topics. As computer scientists, we define the
values and opinions that our systems should convey.
However, we are only able to adhere to our value
system. Therefore, it is essential to work in diverse
teams. The author team enriches their perspective
by discussing our research with researchers from
fields outside of computer science and from dif-
ferent cultural backgrounds. Our team consists of
white Western European researchers. Three of us
identify as women, representing the feminine and
masculine gender spectrum but not the non-binary.

Nevertheless, our group’s diversity helps analyse
gender-specific discrimination. Our understanding
of discrimination stems from the system of beliefs
and values based on Western European culture.
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