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Abstract

This paper studies gender bias in machine trans-
lation through the lens of Large Language Mod-
els (LLMs). Four widely-used test sets are em-
ployed to benchmark various base LLMs, com-
paring their translation quality and gender bias
against state-of-the-art Neural Machine Trans-
lation (NMT) models for English to Catalan
(En — Ca) and English to Spanish (En — Es)
translation directions. Our findings reveal per-
vasive gender bias across all models, with base
LLMs exhibiting a higher degree of bias com-
pared to NMT models.

To combeat this bias, we explore prompting en-
gineering techniques applied to an instruction-
tuned LLM. We identify a prompt structure that
significantly reduces gender bias by up to 12%
on the WinoMT evaluation dataset compared
to more straightforward prompts. These results
significantly reduce the gender bias accuracy
gap between LLMs and traditional NMT sys-
tems.

1 Introduction

Within the domain of machine translation, gender
bias is defined as the tendency of MT systems to
produce translations that reflect or perpetuate gen-
der stereotypes, inequalities, or assumptions based
on cultural and societal biases (Friedman and Nis-
senbaum, 1996; Savoldi et al., 2021). Given that
the presence of such bias can lead to harmful con-
sequences for certain groups — either in repre-
sentational (i.e., misrepresentation or underrepre-
sentation of social groups and their identities) or
allocational harms (i.e., allocation or withholding
of opportunities or resources to certain groups) —
(Levesque, 2011; Crawford, 2017; Lal Zimman
and Meyerhoff, 2017; Régner et al., 2019), it be-
comes paramount to thoroughly investigate and
mitigate its occurrence. Nevertheless, addressing
gender bias is a multi-faceted task.

Gender bias is a pervasive issue in all generative

situation. LLMs have gained significant popularity
in recent years and are being used for many NLP
tasks, including machine translation. While gender
bias in machine translation has been extensively
studied for Neural Machine Translation models,
little attention has been paid to this type of bias
in LLMs. This paper aims to address this gap by
examining and trying to mitigate this bias in the
translations generated by the LLMs.

The aim of this work is twofold. First, a com-
prehensive benchmarking process is conducted to
compare various base LLMs with some state-of-the-
art NMT models. The directions of the translations
under study are English — Catalan and English —
Spanish. Distinct popular test sets such as FLoRes-
200 (NLLB Team, 2022), WinoMT (Stanovsky
et al., 2019), Gold BUG (Levy et al., 2021), and
MuST-SHE (Bentivogli et al., 2020) are used to
assess the translation quality and the gender bias of
the models.

Following the benchmarking, an investigation
into the effectiveness of prompts in mitigating this
bias in LLMs is conducted. The purpose of this
research is to determine whether well-designed
prompts can serve as a useful strategy in address-
ing bias. While existing literature has explored var-
ious approaches to mitigating this bias in Neural
Machine Translation models (Costa-jussa et al.,
2020; Stafanovics et al., 2020; Saunders and Byrne,
2020), we specifically focus on the realm of LLMs,
probing the role of prompts. In this phase of the
study, an instruction-tuned LLM is employed, and
several prompt engineering techniques are exper-
imented with, including few-shot (Radford et al.,
2019; Zhao et al., 2021; Chowdhery et al., 2023),
context-supplying, and chain of thought (Wei et al.,
2022).

The relevance of this work lies in several in-
sightful findings. Firstly, we demonstrate that base
LLMs tend to lag behind NMT models in terms

NLP models, and LLMs are no exception to this g4 of translation capabilities and gender-bias scores.
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Afterwards, through an extensive trial-and-error
examination into prompting, we present a prompt
that, when applied to an instructed LLM, achieves
impressive bias mitigation across gender-bias test
sets, resulting in an increase of 12.4 and 11.7 in the
respective Catalan and Spanish WinoMT scores. Fi-
nally, we study how gender-bias mitigation through
prompting impacts LLMs translation performance.

The rest of the paper is organized as follows: Sec-
tion 3 reviews relevant research in the field. Section
4 details the methodology, including the datasets,
models, and evaluation metrics employed. Section
5 focuses on the benchmarking, while Section 6 ex-
plores the investigation into prompting to mitigate
gender bias. Section 7 presents the results. Finally,
Section 8 provides a discussion and Section 9 high-
lights the conclusions of this work.

2 Gender Bias Statement

As previously stated, gender bias may lead to in-
equalities and harmful consequences. In the con-
text of machine translation, we easily come up with
two different motivations to consider this issue seri-
ously. First, the presence of gender bias may affect
the representation of genders in certain communi-
ties. On the other hand, the majority of users of a
machine translation system may not be proficient
in at least one of the languages involved in the
translation. Producing incorrect gender translations
provides inaccurate information, misleading users
who are trying to understand the original text from
a translation, or causing them to convey a different
meaning when relying on MT engines to commu-
nicate.

The presence and extent of gender bias in ma-
chine translation can vary depending on the lan-
guages involved, as gender is manifested differently
across languages (Dagmar Stahlberg and Sczesny.,
2007). When translating from a language with
fewer gender cues to a language with more explicit
gender markings, the issue of gender bias can arise.
This is precisely the case in our study: we translate
from a language with notional gender (English) to
languages with grammatical gender (Catalan and
Spanish). In this context, certain professions may
be stereotypically associated with certain genders.
Examples of this phenomenon are engineers, who
are often translated as masculine, while nurses are
translated as feminine (Parmy Olson, 2018). Addi-
tionally, adjectives may be gendered as masculine

relying on gender cues. Gender pronouns may also
be overlooked in favor of or against certain genders.
Let’s consider a typical example (Figure 1).

! I

The doctor asked the nurse to help her with the operation.

MT

ENGINE
(biased)

g

El doctor va demanar a la infermera que 1’ajudés amb 1’operacié.

Figure 1: Example of Gender Bias in MT

In our study, we analyze gender bias in two dis-
tinct ways, which we will refer to as gender-bias
tasks: Gender Coreference Resolution and Gender
Terms Detection. In both tasks, models must utilize
contextual gender information (i.e., gender cues) to
accurately translate, providing the correct gender
terms in the translation.

Gender Coreference Resolution In this task, we
assess whether an MT engine correctly predicts the
gender of a human entity in the translation based
on its corresponding coreference pronoun in the
source sentence. We address this task using POS
tagging, focusing solely on the gender of specific
human entities in the translation.

Gender Terms Detection In this other task, we
evaluate whether an MT engine generates trans-
lations that include all the correct gender terms
based on the gender cues of the source sentence.
These clues for disambiguating gender terms in-
clude coreference pronouns, proper nouns, and se-
mantic meaning, among others. Detection of the
correct gender terms (or their incorrect counter-
parts) relies on textual comparison of reference
terms.

Both gender-bias problems are approached as
classification problems since they involve deter-
mining the correct gender labels, allowing for the
derivation of typical ML scores. Devoid of gender
context, we only pay attention to the proportion
of male and female terms generated in the trans-
lations. As evaluation benchmarks, WinoMT and
Gold BUG focus on Gender Coreference Resolu-
tion, whereas MuST-SHE in Gender Terms De-
tection. Check Figure 2 for an illustration of the

or feminine based on these stereotypes, rather than g5 gender-bias tasks just explained.



a) WinoMT and Gold BUG

The artist told the carpenter to come
back tomorrow because she forgot
to bring some tools.

b) MuST-SHE

My good friend Maria, who is the
architect of our school building, is
an expert in designing functional
spaces.

L’artista va dir a la fustera que
tornés dema perqué s’havia oblidat
de portar unes eines.

La meva bona amiga Maria, que és
l'arquitecta de l'edifici de la nostra
escola, €s una experta en dissenyar
espais funcionals.

Figure 2: Examples of Gender Coreference Resolution (a) and Gender Terms Detection (b) in En — Ca

3 Related work

Large Language Models are advanced Al mod-
els designed to understand and generate language
(Yang et al., 2023; Zhao et al., 2023). These mod-
els typically employ a decoder-only architecture
and are characterized by their enormous size, of-
ten containing billions of parameters (Brown et al.,
2020; Thoppilan et al., 2022; OpenAl, 2023). The
scale and capacity of LLMs enable them to cap-
ture intricate linguistic nuances and handle a wide
range of language-related tasks, despite not being
explicitly trained for each specific task (Sun et al.,
2023; Wei et al., 2023; Li et al., 2023; Gao et al.,
2023a; Yao et al., 2023; Yang et al., 2022; Gao
et al., 2023b; Ning et al., 2023). The training pro-
cess for LLMs typically consists of two steps. First,
they undergo self-supervised pretraining using vast
amounts of text data, which allows them to de-
velop a general understanding of language (i.e.,
base LLLMs). Subsequently, they are fine-tuned on
specific supervised tasks to specialize in various
applications (Chung et al., 2022; Sanh et al., 2022).
One of the key features of LLMs is the prompting
mechanism. A prompt serves as the input or acti-
vation signal provided to the model. Through this
input, we specify to the model the NLP task we
want it to perform, such as translation in our case.

By leveraging the ability to guide the model
with prompts, instruction-tuned LLMs are cre-
ated (Zhang et al., 2023b). These are base LLMs
that have undergone additional fine-tuning using
datasets of instructions, containing explicit instruc-
tions or prompts to enhance their performance on
various tasks. Instruction-tuning is a subsequent
step that tailors the model’s behavior and output
according to specific instructions or guidelines

Longpre et al., 2023).

Moving away from LLMs, we find Neural Ma-
chine Translation models (Cho et al., 2014; Bah-
danau et al., 2015; Luong et al., 2015; John-
son et al., 2017; Wu et al., 2016; Fan et al.,
2020; NLLB Team, 2022). These models repre-
sent the state-of-the-art in machine translation, con-
sistently achieving the highest translation perfor-
mance. They typically leverage an encoder-decoder
transformer (Vaswani et al., 2017) trained with par-
allel data in a supervised manner, intended solely
for the task of translation. Unlike LLMs, NMT
models are relatively smaller in size and present
unique challenges when it comes to scaling (e.g.,
bidirectional processing, the attention mechanism
complexity...). However, besides their size, the
main distinction between LLMs and NMT mod-
els lies in the prompting method. LLMs necessitate
a prompt to operate, making them entirely depen-
dent on context. This is precisely the aspect we
aim to explore: whether we can use the prompting
mechanism, absent in NMT models, to alleviate
gender bias.

To date, significant research has been conducted
on the translation capabilities of LLMs, as exten-
sively documented in the literature (Chowdhery
et al., 2023; Jiao et al., 2023a; Zhu et al., 2023;
Agrawal et al., 2023; Jiao et al., 2023b; Zhang
et al., 2023a; Bawden and Yvon, 2023; Hendy
et al., 2023). Furthermore, several efforts have been
made to identify and address bias in LLMs (Ernst
et al., 2023; Su et al., 2023; Cai et al., 2024). How-
ever, the exploration of gender bias in the realm
of MT and LLMs remains relatively scarce. This
encompasses (Sanchez et al., 2023), which sought
to leverage LL.Ms for gender-specific translations,

(Mishra et al., 2022; Muennighoff et al., 2023; g9gand (Vanmassenhove, 2024), which experimented



with En — It translation in ChatGPT, revealing how
GPT models perpetuate biases even when explicitly
prompted to provide alternative translations. Addi-
tionally, (Ghosh and Caliskan, 2023) examines bias
between English and languages that exclusively use
gender-neutral pronouns, and (Savoldi et al., 2024)
demonstrate through extensive manual analysis the
potential of GPT-4 to produce gender-neutral trans-
lations for En — It.

4 Methodology

4.1 Models

Llama-2-7B A base model that belongs to a fam-
ily of state-of-the-art LLMs openly released by
Meta (Touvron et al., 2023). This family of mod-
els outperforms open-source models on popular
benchmarks and has demonstrated high efficacy
and safety based on human evaluations. Llama-2-
7B was trained on a combination of publicly avail-
able data, primarily in English. Catalan and Span-
ish (among other languages) were also included to
a lesser extent. However, any use of the model in
languages other than English is explicitly declared
out of scope by the developers.

Aguila-7B An open-source base LLM from
Barcelona Supercomputing Center (BSC) that was
trained on a combination of Spanish, Catalan, and
English data, resulting in a total of 26 billion to-
kens. The model was built upon the Falcon-7B
model, which is a highly advanced English lan-
guage model.

Flor-6.3B  Another publicly available base LLM
tailored for Catalan, Spanish, and English, pub-
lished by the BSC. This model is derived from
the language adaptation process applied to Bloom-
7.1B, involving adjustments to the vocabulary and
embedding layer. Additionally, the model under-
went continuous pre-training with 140 billion to-
kens specific to Catalan and Spanish.

M2M-100-1.2B A multilingual NMT model re-
leased by Meta in October 2020 (Fan et al., 2020)
that can directly translate between the 9,900 direc-
tions of 100 languages, including our languages of
interest (i.e., English, Catalan, and Spanish). It was
considered the first Al model that could translate
between 100 languages without relying on English.

NLLB-200-1.3B The following multilingual
NMT model released by Meta in July 2022 (Costa-

languages, including less commonly spoken lan-
guages. It also incorporates the languages we are
concentrating on, namely English, Catalan, and
Spanish.

Mt-aina-en-ca The only parallel NMT model
assessed in this work, functioning exclusively for
English — Catalan translation. Developed at BSC,
it was trained from scratch employing a combi-
nation of English-Catalan datasets consisting of
approximately 11 million sentences.

Google Translate It is widely acknowledged in
the literature as one of the leading translation mod-
els of today. This multilingual NMT model encom-
passes 133 languages, with English, Catalan and
Spanish among them.

Llama-2-7B-chat It is the refined iteration of
Llama-2-7B, optimized specifically for dialogue
applications. This version underwent supervised
instruction-tuning as well as Reinforcement Learn-
ing from Human Feedback (RLHF). Opting for this
instructed version for the investigation into prompt-
ing is preferable over the base model, as it is more
robust to prompt variations and better comprehends
complex prompts and nuances. Selecting the base
model along with its instructed version allows us to
make insightful comparisons between these mod-
els.

4.2 Test sets

All test sets comprise English sentences (or para-
graphs) aimed to be translated into either Catalan
or Spanish. After obtaining translations in their
respective grammatical languages, the evaluation
frameworks are applied to derive the metrics (either
MT or gender scores).

4.2.1

FLoRes-200 It is a massively multilingual gen-
eral domain dataset. Initially presented by (Guzmén
et al., 2019; Goyal et al., 2021), it has been fur-
ther developed and expanded by the (Goyal et al.,
2022). The most recent version of this dataset en-
compasses 200 languages (NLLB Team, 2022).
This dataset! includes two subsets: FLoRes-200
dev (997) and FLoRes-200 devtest (1,012).

4.2.2 Gender Bias

WinoMT Developed by (Stanovsky et al., 2019),
this test set is intended to evaluate the presence of

Machine Translation

'https://github.com/facebookresearch/

jussa et al., 2022) enabling translation across 200 g7 flores/tree/main/flores200
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gender bias in translations from English to various
gender-inflected languages. The corpus?® consists of
3,888 sentences in the schema of Winograd. Each
sentence in the corpus presents two human entities
defined by their roles, along with a subsequent pro-
noun that must be correctly resolved to one of the
entities (Levesque et al., 2012). One of the main
limitations of this dataset is its synthetic nature, as
it is built on templates.

Gold BUG The previous limitation of WinoMT
could be addressed through the introduction of
BUG? (Levy et al., 2021), the first publicly acces-
sible large-scale corpus designed for gender-bias
evaluation, comprising 108,000 real-world English
sentences. BUG was built by crawling text accord-
ing to specific syntactic patterns, offering a more
diverse and realistic dataset than WinoMT. The
Gold BUG version used in our evaluation consists
of a gold-quality, human-validated set extracted
from BUG, totaling 1,717 instances.

MuST-SHE This test set, initially introduced
by (Bentivogli et al., 2020) for English-French,
English-Italian, and English-Spanish, serves as a
valuable benchmark for evaluating gender bias in
the context of speech translation. This dataset? is
constructed using TED talks data, as described by
(Cattoni et al., 2021), lending it a more natural and
realistic tone. Recently, (Mash et al., 2024) created
an English-Catalan® version of the dataset tailored
for the machine translation domain, resulting in
1,046 sentences. For our analysis, we adapted the
original English-Spanish version for machine trans-
lation following the same steps as in the Catalan
version, resulting in 1,164 instances. Both datasets,
English-Spanish and English-Catalan, contain two
types of instances: those with and without cues to
disambiguate the gender of certain terms. In in-
stances where gender cues are present, the task to
be addressed is Gender Terms Detection; otherwise,
we are solely interested in the proportion of male
and female terms generated in the translations.
Furthermore, both WinoMT and Gold BUG
contain pro- and anti-stereotypical sets based
on US labor statistics (Zhao et al., 2018). A
pro-stereotypical set comprises sentences with

https://github.com/gabrielStanovsky/
mt_gender
‘https://github.com/SLAB-NLP/BUG
*https://mt.fbk.eu/must-she/
Shttps://huggingface.co/datasets/
projecte—aina/MuST-SHE_en-ca

stereotypical gender-role assignments (e.g., male
doctors, female housekeepers), while an anti-
stereotypical set includes sentences with non-
stereotypical gender-role assignments (e.g., female
doctors, male housekeepers). These sets facilitate
the investigation of whether the translation perfor-
mance of models correlates with gender stereo-
types. Specifically, they help determine whether
models exhibit better or worse gender scores when
translating sentences that align (or do not align)
with their pre-established biases.

4.3 Maetrics

4.3.1 Machine Translation

To measure the MT capabilities of the models, we
employ two widely-used metrics: BLEU (Papineni
et al., 2002), which is based on comparing n-grams
and is computed using the SacreBLEU library®
(Post, 2018), and COMET (Rei et al., 2020), a more
recent metric that relies on sentence embeddings.

4.3.2 Gender Bias

When the source sentence contains gender cues to
disambiguate the gender of certain terms, mean-
ing we have a known gender reference or ground
truth, the translation problem is treated as a typi-
cal classification task. Consequently, in the context
of gender bias, we evaluate models using Gender
Accuracy (in %), F1-male, and F1-female scores.
For WinoMT and Gold BUG these scores are com-
puted directly’, whereas for MuST-SHE we obtain
first the confusion matrix® and then we compute
the scores using scikit-learn library. Additionally,
we get standard metrics such as AG, which indi-
cates the performance difference between correctly
predicting male and female terms, and AS, which
requires both a pro- and anti-stereotypical sets to as-
sess whether a model relies on gender-stereotypes
to generate translations. Conversely, when no gen-
der cues are available in the source sentence, we
simply analyze the proportion of predicted male
and female terms in the translations.

Version 1.5.1

"https://github.com/gabrielStanovsky/
mt_gender/blob/master/scripts/evaluate_
all_languages.sh

Shttps://github.com/audreyvm/tfm
gender_bias/blob/main/mustshe_acc_vl.

98 2.py
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S Benchmarking

5.1 Prompting LLMs

In our benchmarking, we employ a 5-shot approach
for our LLMs. This ensures that the LLMs bet-
ter comprehend the requested task (i.e., machine
translation) and potentially produce higher-quality
translations, as demonstrated in existing literature
(Vilar et al., 2023; Garcia et al., 2023; Zhang et al.,
2023c). Additionally, during our experimentation
with prompts, we observe that incorporating the lan-
guage label followed by a colon (e.g., “English:”,
“Catalan:”,“Spanish:”) before the sentence to be
translated and its corresponding translation is an
effective strategy for our LLMs. Furthermore, be-
ginning and end of sentence tokens are added to
delimit the source and translation examples in the
shots, enhancing the models’ understanding and
facilitating the extraction of the output translations.
Flor-6.3B and Llama-2-7B work with “<BOS>”
and “<EOS>”, while Aguila-7B uses “<s>” and
“</s>7.

When evaluating the FLoRes-200 dev set, we
use 5 shots from the FLoRes-200 devtest set in the
prompt. Conversely, when assessing the FLoRes-
200 devtest set, we incorporate 5 shots from the
FLoRes-200 dev set into the prompt. For the re-
maining gender-bias test sets (WinoMT, Gold BUG,
and MuST-SHE), we utilize the same prompt em-
ployed during testing of the FLoRes-200 dev test
set, consisting of the same 5 shots from the FLoRes-
200 devtest. When selecting these 5 instances to
serve as shots, we ensure diversity in content,
length, and structure to provide a broader range
of examples to the model. The specific prompts
created are detailed in Section C of the Appendix.

5.2 Configurations

Since we are only performing inference, we adjust
only two parameters: the fop_k, which is set to
1 to ensure a deterministic process, and the limit
of maximum tokens to generate, which is adjusted
depending on the test sets. We use greedy decoding
for all models since beam search in LLMs demands
significant time and resources. These choices are
made to ensure the comparability of the results.

5.3 Key takeaways

Based on the benchmarking evaluation, the follow-
ing findings emerge:

of MT in both En — Ca and En — Es direc-
tions (check Table 1 to see the results).

* All models exhibit gender bias in the as-
sessed directions, with LLMs showing a more
pronounced bias compared to NMT models
(check Tables 3, 4, and 5).

* The performance of all studied models corre-
lates with gender stereotypes, achieving better
gender metrics for the pro-stereotypical set
rather than the anti-stereotypical set (check
Section D in the Appendices).

* In the absence of contextual gender cues, all
models predict mostly male terms (~75%-
94%). The corresponding (~6%-25%) mainly
relates to female-stereotypical examples
(check Section E in the Appendices).

6 Gender Bias mitigation through
prompting

After observing that LL.Ms exhibit more gender
bias than NMT models, we found it necessary to
address this bias in LLMs. Consequently, we have
chosen to leverage prompting, as it is a distinc-
tive feature of these models. Therefore, the second
stage of our work involves conducting exploratory
research in a trial-and-error manner, aiming to
identify a prompt that effectively mitigates bias
in LLMs. For this experiment, we have selected the
instruction-tuned model Llama-2-7B-chat since it
is more robust to complex prompts than its base
version. In addition, in this stage, we have decided
to focus solely on the Gender Coreference Resolu-
tion task. Ideally, our goal is to narrow the gap in
gender scores with respect to NMT models, as this
would represent a significant breakthrough.

The procedure goes as follows: Initially, we de-
velop a range of prompts based on strategies out-
lined in the literature, including few-shot prompt-
ing, context-supplying, and chain-of-thought in-
structions. To assess the impact of these prompts,
we test them on WinoMT and obtain gender-bias
scores for each prompt. Thereafter, the prompt that
demonstrates the most considerable reduction in
bias on WinoMT, as indicated by numerical gender-
bias scores, is evaluated on the remaining test sets
(Gold BUG, MuST-SHE, and FLoRes-200). By do-
ing so, we want to determine: firstly, the prompt’s
generalizability across the remaining gender-bias
test sets, and secondly, if it affects the overall ma-

* Base LLMs fall behind NMT models in terms g9 chine translation capabilities of the LLM.



English — Catalan

English — Spanish

DEV DEVTEST DEV DEVTEST

BLEU | COMET | BLEU | COMET | BLEU | COMET | BLEU | COMET

Google Translate | 45.1 | 0.8838 | 460 | 0.8811 | 29.6 | 08737 | 301 | 08724

= | NLLB200-13B | 387 | 08645 | 386 | 08626 | 272 | 08591 | 277 | 08578

E M2M-100-1.2B | 40.1 | 0.8687 | 404 | 08623 | 256 | 08450 | 254 | 08422

Mt-aina-en-ca | 430 | 08735 | 439 | 0.8730 - - - -

Aguila-7B 201 | 08359 | 303 | 08368 | 182 | 08212 | 195 | 0.8198

Flor-6.3B 379 | 08641 | 39.6 | 08680 | 238 | 08498 | 255 | 0.8528

S| Llama2-7B 316 | 08443 | 329 | 08458 | 233 | 08486 | 235 | 0.8454
j Llama-2-7B-chat

Hama-2-7B-chat | o0 ¢ | 08176 | 284 | 08140 | 224 | os2s1 | 218 | 08277
(GB prompt)

Table 1: BLEU and COMET scores for FLoRes-200

6.1 Baseline

Before embarking on the search for the prompt, it
is essential to establish a baseline for Llama-2-7B-
chat. Therefore, we use the same prompt employed
in the benchmarking, with minor adaptations nec-
essary for Llama-2-7B-chat, such as the use of spe-
cial tags («SYS», [INST]...). The resulting prompt
after the adjustments is detailed in Section F of
the Appendices. With this prompt, we obtain MT
and gender-bias scores across the four test sets. Re-
fer to Tables 1, 3, 4, and 5 to observe the results.
These initial results offer valuable insights, reveal-
ing that the instructed version (LLlama-2-7B-chat)
achieves lower MT scores compared to its base
model (Llama-2-7B) for both directions.

6.2 Crafting and testing prompts on WinoMT

After conducting several experiments using Llama-
2-7B-chat, we proceeded to curate and test multi-
ple prompts on the WinoMT test set. The curated
prompts in detail can be found in section G of the
Appendices. We recommend consulting them for a
comprehensive understanding of this section.

In the design of all our prompts, we incorporated
the 5-shot strategy already used in the benchmark-
ing and the baseline. However, we substituted the
FLoRes-200 examples and introduced additional
modifications to the curated prompts.

A significant aspect of our crafted prompts in-
volves the inclusion of translation examples that

pared to the ones from the FLoRes-200 dataset,
which comprises mainly gender-neutral or imper-
sonal sentences. Specifically, one of our curated
prompts included examples from the MuST-SHE
dataset, while in another prompt, we intentionally
created five sentences (or rather, translations) adher-
ing to a Winograd structure, wherein each sentence
comprises two human entities and one pronoun
used to disambiguate one of them. These crafted
translations were deliberately designed to contain
more female representation and anti-stereotypical
content. These invented translations are provided
in section H of the Appendices.

For another prompt, in addition to including 5
shots from MuST-SHE, we also adopted an ap-
proach that involved providing more contextual
information to the model. We explicitly stated the
objective of translating while simultaneously reduc-
ing gender bias. By offering this additional context,
the model should gain a clearer understanding of
the goal to mitigate gender bias and the factors it
should consider to do so effectively.

Afterwards, we adopted a chain-of-thought strat-
egy for the remaining curated prompts, each fol-
lowing again a 5-shot structure. We integrated
the previously crafted Winograd examples into
these prompts. Two of them resulted in complex
and detailed chain-of-thought prompts, incorpo-
rating all the necessary steps and reasoning that
the model should do to carefully solve the Gender
Coreference Task and provide a correct translation.

encompass more gender-related phenomena com-1ggThe only distinction between these two complex



English — Catalan English — Spanish
Model Examples from: G Acc | Fl-male | Fl-female | AG | G Acc | F1-male | Fl-female | AG

Llama-2-7B FLoRes-200 48.0 62.6 36.4 26.2 | 53.1 64.9 41.3 23.6

FLoRes-200 46.4 61.4 355 259 | 533 65.3 41.6 23.7

MuST-SHE 46.9 60.6 394 212 | 499 62.7 354 27.3

Invented Winograd exam- | 46.6 58.8 432 15.6 | 49.8 61.8 37.5 243

ples

MuST-SHE + context on | 46.9 60.0 40.7 193 | 50.6 62.6 38.7 239

Llama-2-7B-chat Gender Bias issue

Invented Winograd exam- | 55.2 65.8 56.7 9.1 60.6 69.7 56.8 12.9

ples + chain-of-thought

("agent")

Invented Winograd exam- | 54.5 65.2 55.3 9.9 59.5 68.9 54.8 14.1

ples + chain-of-thought

("human entity")

Invented Winograd exam- | 58.8 68.9 60.5 84 | 65.0 73.3 63.6 9.7

ples + SHORT chain-of-

thought

Table 2: WinoMT scores using different prompting techniques for En — Ca and En — Es

prompts was the terminology used to refer to the
human entities in the examples, either as “human
entity” or “agent”.

Finally, we constructed another chain-of-thought
prompt that yielded the best results. In this prompt,
the steps were significantly simplified compared
to the previous two prompts. Here, explicit instruc-
tions of the steps were not included, and instead,
schematic steps accompanied by arrows were pro-
vided in the shots.

For a comprehensive summary of the results ob-
tained on WinoMT for all these prompts, please
consult Table 2.

6.3 Top-performing prompt

The resulting top-performing prompt on WinoMT
is the one named Invented Winograd examples +
SHORT chain-of-thought from Table 2. With this
prompt, we have achieved remarkable increases of
12.4 (En — Ca) and 11.7 (En — Es) on WinoMT
compared to the baseline. In short, this prompt fol-
lows a simplified chain-of-thought approach with
5-shots on anti-stereotypical content and increased
female representation. The examples in the prompt
were invented following the Winograd sentence
structure, designed to address gender coreference.

cluded before the shots. In the initial experiments,
we observed that incorporating this sentence led
to the model providing a more structured response.
Based on this observation, we replicated the same
pattern generated by the LLM in our crafted shots.

7 Results

After testing our top-performing prompt on the
remaining gender-bias test sets, Gold BUG and
MuST-SHE, we observe a significant reduction in
gender bias within those test sets too. These re-
sults are detailed in sections A and B of the Ap-
pendices. Subsequently, all the three Tables 3, 4,
and 5 demonstrate a remarkable improvement in
gender-bias scores, significantly reducing the up-
per bound in each test set compared to the best
NMT model. This places the LLM on par with
NMT models in terms of gender bias manifestation.
For example, on the WinoMT test set, the model
achieves the second-best position in En — Ca and
the third-best position in En — Es. In MuST-SHE,
the mitigation is less pronounced as this test set
also encompasses other gender-related tasks, un-
like WinoMT and Gold BUG, which focus solely
on Gender Coreference Resolution.

Regarding the MT metrics, we observe a small

The phrase “Proceed step by step” is also in-jjloss compared to the baseline when testing on



English — Catalan English — Spanish
G Acc | Fl-male | Fl-female | AG | AS | GAcc | Fl-male | Fl-female | AG | AS
Google Translate 57.1 67.5 55.6 11.9 | 23.9 70.9 76.6 74.4 22 | 243
& | NLLB-200-1.3B 60.9 70.1 64.0 6.1 | 28.1 67.2 74.0 68.9 5.1 | 339
E M2M-100-1.2B 51.5 64.2 44.6 19.6 | 24.6 57.9 68.6 50.4 182 | 26.5
Mt-aina-en-ca 48.9 63.1 379 252 | 273 - - - - -
Aguila-7B 46.1 60.4 34.5 259 | 36.1 49.3 63.3 325 30.8 | 28.4
Flor-6.3B 47.7 62.2 35.2 27.0 | 33.1 53.4 65.1 42.5 22.6 | 30.1
= Llama-2-7B 48.0 62.6 36.4 26.2 | 32.8 53.1 64.9 41.3 23.6 | 33.1
j Llama-2-7B-chat | 46.4 61.4 355 259 | 33.1 533 65.3 41.6 237 | 32.0
Llama-2-7B-chat
(GB prompt)

Table 3: WinoMT gender scores

FLoRes-200 (Table 1).

8 Discussion

Initially, we believed that reducing gender bias
through prompting would possibly be straightfor-
ward. However, it was surprising to find that the
model only began effectively mitigating the bias
after implementing the chain-of-thought approach.
In fact, the results presented in Table 2 demonstrate
that without the chain-of-thought approach and re-
lying solely on the same invented Winograd exam-
ples from the top-performing prompt, no improve-
ment was observed. Furthermore, we noticed that
describing the problem of gender bias or including
MuST-SHE examples did not lead to any improve-
ment. Additionally, we observed that the Llama-2-
7B-chat model comprehends and responds better
to schematic chain-of-thought prompts compared
to highly detailed and elaborate prompts, resulting
in higher gender scores in the former case. Besides,
the inclusion of the phrase “Proceed step by step”
seems to be beneficial.

Fortunately, after identifying our successful
prompt, we can confidently affirm that leveraging
prompting can indeed serve as an effective method
to mitigate gender bias in an instructed LLM (at
least, for Gender Coreference Resolution).

9 Conclusions

This work investigates gender bias in the transla-
tion outputs generated by various LLMs through
two distinct approaches. Firstly, by benchmarking

Llama-2-7B) using different gender-bias test sets
and comparing the results with state-of-the-art
NMT models (M2M-100-1.2B, NLLB-200-1.3B,
Mt-aina-en-ca, and Google Translate). Secondly,
by experimenting with the prompting mechanism
of an instruction-tuned LLM (Llama-2-7B-chat)
and trying to mitigate its gender bias in the output.
This study is done in the En — Ca and En — Es
directions.

Results reveal the presence of gender bias
across all models, with base LLMs exhibiting
more gender bias than NMT models. Moreover,
the performance of all models correlates with
gender stereotypes. In the absence of gender
cues in the source sentence, they tend to generate
predominantly male terms, while female terms
are generated primarily when encountering
female-stereotypical content. To mitigate this
bias, prompting engineering techniques have
been implemented in an instruction-tuned LLM.
After curating and testing several prompts, one
prompt was identified that resulted in a significant
reduction in gender bias, achieving impressive
gender scores. The prompt follows a simplified
chain-of-thought approach with 5-shots relying
on anti-stereotypical content and increased
female representation. This prompt enables the
instructed LLM to perform competitively in terms
of gender scores, achieving results comparable to
NMT models and even surpassing some of them.
However, it is observed that using this prompt
leads to a slight loss in the translation quality.

three base models (Aguila-7B, Flor-6.3B and 102



10 Ethical statement

In this evaluation, we have only focused on the bi-
nary male and female genders, without considering
other gender identities. Additional experiments on
new datasets would be required to assess the perfor-
mance of these methods on non-binary scenarios.

About the proposed definition of gender bias,
we tried to characterize different aspects of the
problem. Even though we recognize that it is a
complex problem and our metrics and experiments
focus only on some specific manifestations.
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Appendices

A Gender Scores on Gold BUG

English — Catalan

English — Spanish

G Acc | Fl-male | Fl-female | AG | AS | GAcc | Fl-male | Fl-female | AG | AS
Google Translate | 62.3 71.5 56.9 20.6 | 26.7 47.5 62.8 55.0 7.8 | 149
&= | NLLB-200-1.3B 62.1 714 579 19.5 | 13.6 | 65.2 79.4 61.9 17.5 | 204
% M2M-100-1.2B 60.4 76.3 49.8 26.5 | 239 63.8 78.5 56.5 22.0 | 22.7
Mt-aina-en-ca 60.3 76.4 51.2 252 | 20.5 - - - -
Aguila-7B 54.5 71.7 43.9 27.8 | 225 | 588 75.2 46.5 28.7 | 18.8
Flor-6.3B 57.8 74.5 43.0 31.5 | 18.6 61.2 771 46.2 309 | 149
= Llama-2-7B 57.7 74.9 37.1 37.8 | 18.7 60.2 76.9 374 39.5 | 16.1
j Llama-2-7B-chat | 57.8 74.5 393 352 | 253 | 589 75.6 37.0 38.6 | 16.9
Llama-2-7B-chat
(GB prompt)
Table 4: Gold BUG gender scores
B Gender Scores on MuST-SHE
English — Catalan English — Spanish

G Acc | Fl-male | Fl-female | AG | G Acc | Fl-male | Fl-female | AG

Google Translate 89.5 90.6 88.0 2.6 95.1 95.5 94.7 0.8

& | NLLB-200-1.3B 93.3 93.7 92.7 1.0 96.0 96.2 95.8 0.5

E M2M-100-1.2B 84.4 86.6 81.4 52 87.4 89.2 84.8 43

Mt-aina-en-ca 87.1 88.5 85.4 3.1 - - - -

Aguila-7B 87.1 88.5 85.4 3.1 92.2 93.0 91.0 2.0

Flor-6.3B 89.6 90.7 88.2 2.5 93.3 93.9 924 1.5

> Llama-2-7B 91.1 91.9 90.0 1.8 95.1 94.5 93.2 1.3

j Llama-2-7B-chat | 88.1 89.7 86.0 3.7 91.0 92.0 89.6 2.4

Llama-2-7B-chat
(GB prompt)

Table 5: MuST-SHE gender scores
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C Prompts employed in the Benchmarking

The prompts employed with Aguila-7B when testing FLoRes-200 devtest set for En — Ca and En — Es
respectively:

Translate the following sentence from English to Catalan:

English: <s>Hangeul is the only purposely invented alphabet in popular daily
use. The alphabet was invented in 1444 during the reign of King Sejong
(1418-1450) .</s>

Catalan: <s>El hangul és 1’uUnic alfabet creat arbitrariament que té un Us
esteées en la vida diaria. L’alfabet es va inventar 1’any 1444 durant el regnat
de King Sejong (1418-1450).</s>

English: <s>They also said in a statement, "The crew is currently working to
determine the best method of safely extracting the ship".</s>

Catalan: <s>També han dit en un comunicat, "La tripulacidé treballa ara

mateix per a determinar la millor teécnica per a extreure la nau de manera
segura".</s>

English: <s>This is becoming less of an issue as lens manufacturers achieve
higher standards in lens production.</s>

Catalan: <s>Aix0 és cada vegada menys important perquée els fabricants de lents
estan assolint estandards més elevats en la produccidé de lents.</s>

English: <s>While assessing the successes and becoming aware of failures,
individuals and the whole of the participating persons discover more deeply
the values, mission, and driving forces of the organization.</s>

Catalan: <s>Mentre confirmen els éxits 1 prenen consciéncia dels fracassos,
els individus i el grup de participants descobreixen més profundament els
valors, la missidé i les forces motrius de 1’organitzacid.</s>

English: <s>Entering Southern Africa by car is an amazing way to see all the
region’s beauty as well as to get to places off the normal tourist routes.</s>
Catalan: <s>Entrar a 1’Africa del Sud en cotxe és una forma impressionant

de veure tota la bellesa de la regidé i d’arribar a llocs fora de les rutes
turistiques més habituals.</s>

English: <s>__ sentence_to_translate_  </s>

Catalan: <s>
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Translate the following sentence from English to Spanish:

English: <s>Hangeul is the only purposely invented alphabet in popular daily
use. The alphabet was invented in 1444 during the reign of King Sejong
(1418-1450) .</s>

Spanish: <s>E1 alfabeto coreano es el Unico disefado en forma deliberada que
aun se utiliza a diario popularmente. Se inventd en 1444, durante el reinado
de Sejong (1418 a 1450).</s>

English: <s>They also said in a statement, "The crew is currently working to
determine the best method of safely extracting the ship".</s>

Spanish: <s>También se dijo en un comunicado que: «La tripulacidén se encuentra
actualmente trabajando para decidir cudl es el método més seguro para extraer
el barco».</s>

English: <s>This is becoming less of an issue as lens manufacturers achieve
higher standards in lens production.</s>

Spanish: <s>Este problema cada vez es menos importante gracias a que los
fabricantes de lentes logran estandares mds altos en su produccién.</s>
English: <s>While assessing the successes and becoming aware of failures,
individuals and the whole of the participating persons discover more deeply
the values, mission, and driving forces of the organization.</s>

Spanish: <s>Durante el proceso de andlisis de los éxitos y toma de conciencia
de los fracasos, los individuos y grupos de personas involucrados descubren
con mayor profundidad los valores, el objetivo y las fuerzas que impulsan a la
organizacidén.</s>

English: <s>Entering Southern Africa by car is an amazing way to see all the
region’s beauty as well as to get to places off the normal tourist routes.</s>
Spanish: <s>Una fantédstica forma de contemplar todo el encanto de la regidn
del sur Africa es ingresar en automévil, lo que, a su vez, le permitird
acceder a lugares fuera de las rutas turisticas habituales.</s>

English: <s>__ sentence_to_translate_  </s>

Spanish: <s>
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The prompts employed with Aguila-7B when testing FLoRes-200 dev set, WinoMT, Gold BUG and
MuST-SHE for En — Ca and En — Es were:

Translate the following sentence from English to Catalan:

English: <s>The feathers’ structure suggests that they were not used in flight
but rather for temperature regulation or display. The researchers suggested
that, even though this is the tail of a young dinosaur, the sample shows adult
plumage and not a chick’s down.</s>

Catalan: <s>L’estructura de les plomes fa pensar que no s’usaven per a volar
siné per a regular la temperatura o per a exhibir-se. Els investigadors han
suggerit que, tot i1 que es tracta de la cua d’un dinosaure jove, la mostra
presenta el plomatge d’un adult i no d’un pollet.</s>

English: <s>They found the Sun operated on the same basic principles as other
stars: The activity of all stars in the system was found to be driven by their
luminosity, their rotation, and nothing else.</s>

Catalan: <s>Han descobert que el Sol funcionava sota els mateixos principis
basics que altres estrelles: s’ha vist que 1l’activitat de totes les estrelles
del sistema depén de llur brillantor, llur rotacidé i res més.</s>

English: <s>The speeds of 802.11ln are substantially faster than that of its
predecessors with a maximum theoretical throughput of 600Mbit/s.</s>

Catalan: <s>Les velocitats de 802.11ln sén substancialment més rapides que les
dels seus predecessors amb un rendiment tedric maxim de 600Mbit/s.</s>
English: <s>Over four million people went to Rome to attend the funeral.</s>
Catalan: <s>Més de quatre milions de persones van anar a Roma per a assistir
al funeral.</s>

English: <s>Mrs. Kirchner announced her intention to run for president at the
Argentine Theatre, the same location she used to start her 2005 campaign for
the Senate as member of the Buenos Aires province delegation.</s>

Catalan: <s>La Sra. Kirchner va anunciar la seva intencidé de presentar-se a la
presidéncia al Teatre de 1’Argentina, el mateix lloc on va engegar la campanya
al Senat de 2005 com a membre de la delegacid provincial de Buenos Aires.</s>
English: <s>__ sentence_to_translate_  </s>

Catalan: <s>
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Translate the following sentence from English to Spanish:

English: <s>The feathers’ structure suggests that they were not used in flight
but rather for temperature regulation or display. The researchers suggested
that, even though this is the tail of a young dinosaur, the sample shows adult
plumage and not a chick’s down.</s>

Spanish: <s>La estructura que presenta el plumaje sugiere que su funcidn

no estaba relacionada con el vuelo, sino que las usaban para regular la
temperatura o como indicador de la misma. Los investigadores sostienen que,
aunque se trata de la cola de un dinosaurio joven, la muestra analizada
presenta rasgos del plumaje de un adulto y no de un polluelo.</s>

English: <s>They found the Sun operated on the same basic principles as other
stars: The activity of all stars in the system was found to be driven by their
luminosity, their rotation, and nothing else.</s>

Spanish: <s>Se descubridé que el sol se regia por los mismos principios basicos
que otras estrellas: los unicos factores que impulsaban su actividad dentro
del sistema eran su luminosidad y su rotacién.</s>

English: <s>The speeds of 802.11ln are substantially faster than that of its
predecessors with a maximum theoretical throughput of 600Mbit/s.</s>

Spanish: <s>Las velocidades del estandar 802.11ln son mucho mads altas que las
alcanzadas por los que lo precedieron, con un rendimiento tedérico maximo de
600 Mbps.</s>

English: <s>Over four million people went to Rome to attend the funeral.</s>
Spanish: <s>M&s de cuatro millones de individuos se concentraron en Roma para
presenciar el funeral.</s>

English: <s>Mrs. Kirchner announced her intention to run for president at the
Argentine Theatre, the same location she used to start her 2005 campaign for
the Senate as member of the Buenos Aires province delegation.</s>

Spanish: <s>E1 Teatro Argentino fue el lugar donde la sefora Kirchner anuncié
su intencidén de candidatearse como presidenta; este es el mismo sitio donde
inicié su campafla para el senado en el afo 2005, en representacidén de la
provincia de Buenos Aires.</s>

English: <s>____ sentence_to_translate_  </s>

Spanish: <s>
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The prompts employed with Flor-6.3B and Llama-2-7B when testing FLoRes-200 devtest set for En —
Ca and En — Es respectively:

Translate the following sentence from English to Catalan:

English: <BOS>Hangeul is the only purposely invented alphabet in popular
daily use. The alphabet was invented in 1444 during the reign of King Sejong
(1418-1450) .<EOS>

Catalan: <BOS>El hangul és 1’uUnic alfabet creat arbitrariament que té un Us
estes en la vida diaria. L’alfabet es va inventar 1’any 1444 durant el regnat
de King Sejong (1418-1450) .<EO0S>

English: <BOS>They also said in a statement, "The crew is currently working to
determine the best method of safely extracting the ship".<EOS>

Catalan: <BOS>També han dit en un comunicat, "La tripulacidé treballa ara
mateix per a determinar la millor tecnica per a extreure la nau de manera
segura" .<EO0S>

English: <BOS>This is becoming less of an issue as lens manufacturers achieve
higher standards in lens production.<EO0S>

Catalan: <BOS>Aix0 és cada vegada menys important perque els fabricants de
lents estan assolint estandards més elevats en la produccid de lents.<EOS>
English: <BOS>While assessing the successes and becoming aware of failures,
individuals and the whole of the participating persons discover more deeply
the values, mission, and driving forces of the organization.<EOS>

Catalan: <BOS>Mentre confirmen els éexits 1 prenen consciéncia dels fracassos,
els individus i el grup de participants descobreixen més profundament els
valors, la missié i les forces motrius de 1’organitzacid.<EOS>

English: <BOS>Entering Southern Africa by car is an amazing way to see

all the region’s beauty as well as to get to places off the normal tourist
routes.<EOS>

Catalan: <BOS>Entrar a 1’Africa del Sud en cotxe és una forma impressionant
de veure tota la bellesa de la regidé i d’arribar a llocs fora de les rutes
turistiques més habituals.<EOS>

English: <BOS>____ sentence_to_translate_ _ <E0OS>

Catalan: <BOS>
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Translate the following sentence from English to Spanish:

English: <BOS>Hangeul is the only purposely invented alphabet in popular
daily use. The alphabet was invented in 1444 during the reign of King Sejong
(1418-1450) .<EO0S>

Spanish: <BOS>El alfabeto coreano es el Unico disefiado en forma deliberada que
aun se utiliza a diario popularmente. Se inventd en 1444, durante el reinado
de Sejong (1418 a 1450) .<EOS>

English: <BOS>They also said in a statement, "The crew is currently working to
determine the best method of safely extracting the ship".<EO0S>

Spanish: <BOS>También se dijo en un comunicado que: «La tripulacidn se
encuentra actualmente trabajando para decidir cudl es el método mds seguro
para extraer el barco».<EO0OS>

English: <BOS>This is becoming less of an issue as lens manufacturers achieve
higher standards in lens production.<EOS>

Spanish: <BOS>Este problema cada vez es menos importante gracias a que los
fabricantes de lentes logran estdndares mas altos en su produccidn.<EOS>
English: <BOS>While assessing the successes and becoming aware of failures,
individuals and the whole of the participating persons discover more deeply
the values, mission, and driving forces of the organization.<EOS>

Spanish: <BOS>Durante el proceso de andlisis de los éxitos y toma de
conciencia de los fracasos, los individuos y grupos de personas involucrados
descubren con mayor profundidad los valores, el objetivo y las fuerzas que
impulsan a la organizacidén.<EOS>

English: <BOS>Entering Southern Africa by car is an amazing way to see

all the region’s beauty as well as to get to places off the normal tourist
routes.<EO0S>

Spanish: <EOS>Una fantdstica forma de contemplar todo el encanto de la regidn
del sur Africa es ingresar en automévil, lo que, a su vez, le permitird
acceder a lugares fuera de las rutas turisticas habituales.<BOS>

English: <BOS>____ sentence_to_translate_  <EOS>

Spanish: <BOS>
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The prompts employed with Flor-6.3B and Llama-2-7B when testing FLoRes-200 dev set, WinoMT,
Gold BUG and MuST-SHE for En — Ca and En — Es were:

Translate the following sentence from English to Catalan:

English: <BOS>The feathers’ structure suggests that they were not used in
flight but rather for temperature regulation or display. The researchers
suggested that, even though this is the tail of a young dinosaur, the sample
shows adult plumage and not a chick’s down.<EO0OS>

Catalan: <BOS>L’estructura de les plomes fa pensar que no s’usaven per a volar
siné per a regular la temperatura o per a exhibir-se. Els investigadors han
suggerit que, tot i1 que es tracta de la cua d’un dinosaure jove, la mostra
presenta el plomatge d’un adult i no d’un pollet.<EO0S>

English: <BOS>They found the Sun operated on the same basic principles as
other stars: The activity of all stars in the system was found to be driven by
their luminosity, their rotation, and nothing else.<EOS>

Catalan: <BOS>Han descobert que el Sol funcionava sota els mateixos principis
basics que altres estrelles: s’ha vist que 1l’activitat de totes les estrelles
del sistema depen de llur brillantor, llur rotacidé i res més.<EOS>

English: <BOS>The speeds of 802.11ln are substantially faster than that of its
predecessors with a maximum theoretical throughput of 600Mbit/s.<EOS>
Catalan: <BOS>Les velocitats de 802.11n sdén substancialment més rapides que
les dels seus predecessors amb un rendiment tedric maxim de 600Mbit/s.<EO0S>
English: <BOS>Over four million people went to Rome to attend the
funeral.<EOS>

Catalan: <BOS>Més de quatre milions de persones van anar a Roma per a assistir
al funeral.<EOS>

English: <BOS>Mrs. Kirchner announced her intention to run for president at
the Argentine Theatre, the same location she used to start her 2005 campaign
for the Senate as member of the Buenos Aires province delegation.<EOS>
Catalan: <BOS>La Sra. Kirchner va anunciar la seva intencid de presentar-se

a la presidencia al Teatre de 1’Argentina, el mateix lloc on va engegar la
campanya al Senat de 2005 com a membre de la delegacid provincial de Buenos
Aires.<EOS>

English: <BOS>____ sentence_to_translate_  <EOS>

Catalan: <BOS>
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Translate the following sentence from English to Spanish:

English: <BOS>The feathers’ structure suggests that they were not used in
flight but rather for temperature regulation or display. The researchers
suggested that, even though this is the tail of a young dinosaur, the sample
shows adult plumage and not a chick’s down.<EOS>

Spanish: <BOS>La estructura que presenta el plumaje sugiere que su funciédn

no estaba relacionada con el vuelo, sino que las usaban para regular la
temperatura o como indicador de la misma. Los investigadores sostienen que,
aunque se trata de la cola de un dinosaurio joven, la muestra analizada
presenta rasgos del plumaje de un adulto y no de un polluelo.<EOS>

English: <BOS>They found the Sun operated on the same basic principles as
other stars: The activity of all stars in the system was found to be driven by
their luminosity, their rotation, and nothing else.<EOS>

Spanish: <BOS>Se descubrid que el sol se regia por los mismos principios
basicos que otras estrellas: los Unicos factores que impulsaban su actividad
dentro del sistema eran su luminosidad y su rotacidn.<EOS>

English: <BOS>The speeds of 802.11ln are substantially faster than that of its
predecessors with a maximum theoretical throughput of 600Mbit/s.<EO0S>
Spanish: <BOS>Las velocidades del estandar 802.11n son mucho mds altas que las
alcanzadas por los que lo precedieron, con un rendimiento tedrico maximo de
600 Mbps.<EOS>

English: <BOS>Over four million people went to Rome to attend the
funeral.<EOS>

Spanish: <BOS>MA&s de cuatro millones de individuos se concentraron en Roma
para presenciar el funeral.<EOS>

English: <BOS>Mrs. Kirchner announced her intention to run for president at
the Argentine Theatre, the same location she used to start her 2005 campaign
for the Senate as member of the Buenos Aires province delegation.<EO0OS>
Spanish: <BOS>E1l Teatro Argentino fue el lugar donde la sefiora Kirchner
anuncié su intencidén de candidatearse como presidenta; este es el mismo sitio
donde inicidé su campafla para el senado en el afo 2005, en representacidén de la
provincia de Buenos Aires.<EOS>

English: <BOS>____ sentence_to_translate_  <EOS>

Spanish: <BOS>
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D Gender Scores on the Pro- and Anti-Stereotypical sets from WinoMT and Gold BUG

Below you can see the results for the WinoMT:

English — Catalan English — Spanish
G Acc | Fl-male | Fl-female | AG | G Acc | Fl-male | Fl-female | AG
Google Translate 74.1 80.9 71.1 9.8 89.8 91.1 90.4 0.7
= NLLB-200-1.3B 79.7 85.1 80.7 4.4 89.3 90.8 89.8 1.0
E M2M-100-1.2B 67.7 76.4 61.1 15.3 73.7 79.2 68.7 10.5
Mt-aina-en-ca 65.7 76.0 56.9 19.1 - - - -
Aguila-7B 66.0 76.1 57.8 18.3 65.7 74.1 53.8 20.3
i Flor-6.3B 66.4 76.3 57.6 18.7 71.9 77.9 63.3 14.6
Llama-2-7B 66.5 78.0 57.7 20.3 73.1 78.5 66.4 12.1
Table 6: WinoMT pro-stereotypical set gender scores
English — Catalan English — Spanish
G Acc | Fl-male | Fl-female | AG | G Acc | Fl-male | Fl-female | AG
Google Translate 51.8 60.6 43.7 16.9 66.9 72.4 60.6 11.8
E NLLB-200-1.3B 53.0 62.3 47.3 15.0 58.1 66.7 46.2 20.5
Z M2M-100-1.2B 45.9 58.3 30.0 28.3 52.5 65.3 29.6 35.7
Mt-aina-en-ca 42.5 56.8 21.5 353 - - - -
Aguila-7B 34.5 49.8 12.0 37.8 43.1 58.5 12.7 45.8
E Flor-6.3B 38.7 54.0 13.8 40.2 45.2 58.2 22.8 354
- Llama-2-7B 38.8 53.6 16.6 37.0 453 59.0 19.7 39.3

Table 7: WinoMT anti-stereotypical set gender scores
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Below you can see the results for the Gold BUG:

English — Catalan English — Spanish
G Acc | Fl-male | Fl-female | AG | G Acc | Fl-male | Fl-female | AG
Google Translate 69.6 82.6 67.5 15.1 70.8 83.9 60.5 23.4
= NLLB-200-1.3B 66.9 81.3 52.7 28.6 71.5 84.1 66.6 17.5
E M2M-100-1.2B 67.4 81.8 54.7 27.1 | 703 83.6 61.3 223
Mt-aina-en-ca 68.0 81.8 64.4 17.4 - - - -
Aguila-7B 60.7 76.3 54.8 215 | 644 79.1 56.0 23.1
§ Flor-6.3B 65.0 80.1 54.7 254 | 69.8 83.2 54.6 28.6
Llama-2-7B 66.5 81.3 56.1 252 | 69.9 834 53.1 30.3
Table 8: Gold BUG pro-stereotypical set gender scores
English — Catalan English — Spanish
G Acc | Fl-male | Fl-female | AG | G Acc | Fl-male | Fl-female | AG
Google Translate | 43.6 61.0 35.7 253 | 514 67.1 47.6 19.5
&= | NLLB-200-1.3B 46.9 62.9 44.0 189 | 4838 65.5 44.4 21.1
E M2M-100-1.2B 41.9 59.5 29.2 30.3 46.2 62.8 36.8 26.0
Mt-aina-en-ca 46.0 61.3 43.9 17.4 - - - -
Aguila-7B 40.0 59.1 27.0 32.1 46.0 64.8 32.8 32.0
i Flor-6.3B 44.5 62.5 35.1 274 | 49.0 66.2 41.9 24.3
Llama-2-7B 46.7 64.4 357 287 | 49.8 69.0 354 33.6

Table 9: Gold BUG anti-stereotypical set gender scores
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E Proportion of Predicted Male and Female terms in Absence of Gender Cues

The following Figures 3 and 4 depict a range of pie diagrams illustrating the proportion of predicted male
and female terms in the translations per model when testing on instances of MuST-SHE without gender
cues for disambiguation.

M2M-100-1.2B

Female predictions

Male predictions
93,6%

NLLB-200-1.3B

Female predictions
23,5%

Male predictions
76,5%
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16,8%

Male predictions
83,2%

Google Translate

Female predictions
7,8%

Male predictions
92,2%

Aguila-7B
Female predictions
16,8%

Male predictions
83,2%

Flor-6.3B

Female predictions
17,6%
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82,4%

Llama-2-7B

Female predictions
22,5%

Male predictions
77,5%

Figure 3: Male and female predicted terms across models for En — Ca in absence of gender cues
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Figure 4: Male and female predicted terms across models for En — Es in absence of gender cues
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F Prompt used for the Baseline in the Investigation into Prompting

An example of the resulting prompt used for Llama-2-7B-chat after the format adaptations:

«SYS» Translate the following sentence from English to Catalan: «/SYS»

[INST] English: <BOS>The feathers’ structure suggests that they were not used
in flight but rather for temperature regulation or display. The researchers
suggested that, even though this is the tail of a young dinosaur, the sample
shows adult plumage and not a chick’s down.<EOS> [/INST]

Catalan: <BOS>L’estructura de les plomes fa pensar que no s’usaven per a volar
siné per a regular la temperatura o per a exhibir-se. Els investigadors han
suggerit que, tot i1 que es tracta de la cua d’un dinosaure jove, la mostra
presenta el plomatge d’un adult i no d’un pollet.<EOS>

[INST] English: <BOS>They found the Sun operated on the same basic principles
as other stars: The activity of all stars in the system was found to be driven
by their luminosity, their rotation, and nothing else.<EOS> [/INST]

Catalan: <BOS>Han descobert que el Sol funcionava sota els mateixos principis
basics que altres estrelles: s’ha vist que 1l’activitat de totes les estrelles
del sistema depen de llur brillantor, llur rotacidé i res més.<EOS>

[INST] English: <BOS>The speeds of 802.11ln are substantially faster than that
of its predecessors with a maximum theoretical throughput of 600Mbit/s.<EO0S>
[/INST]

Catalan: <BOS>Les velocitats de 802.11n sén substancialment més rapides que
les dels seus predecessors amb un rendiment tedric maxim de 600Mbit/s.<EOS>
[INST] English: <BOS>Over four million people went to Rome to attend the
funeral.<EOS> [/INST]

Catalan: <BOS>Més de quatre milions de persones van anar a Roma per a assistir
al funeral.<EOS>

[INST] English: <BOS>Mrs. Kirchner announced her intention to run for
president at the Argentine Theatre, the same location she used to start

her 2005 campaign for the Senate as member of the Buenos Aires province
delegation.<EOS> [/INST]

Catalan: <BOS>La Sra. Kirchner va anunciar la seva intencidé de presentar-se

a la presidencia al Teatre de 1’Argentina, el mateix lloc on va engegar la
campanya al Senat de 2005 com a membre de la delegacid provincial de Buenos
Aires.<EOS>

[INST] English: <BOS>__ sentence_to_translate_  <EOS> [/INST]

Catalan: <BOS>
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G Curated Prompts for the Investigation into Prompting

Below are all the different prompts used with Llama-2-7B-chat that have been tested on WinoMT test set.

Prompt with 5-shot MuST-SHE examples:

«SYS» Translate the following sentence from English to Catalan: «/SYS»

[INST] English: <BOS>Early on, Laura Hughes could see that I was a little lost
in this habitat, so she often sat right next to me in meetings so she could be
my tech translator, and I could write her notes and she could tell me, "That'’s
what that means." Laura was 27 years old, she’d worked for Google for four
years and then for a year and a half at Airbnb when I met her.<EOS> [/INST]
Catalan: <BOS>Al principi, la Laura Hughes va poder veure que estava una

mica perdut en aquest habitat, aixi que sovint s’asseia al meu costat a

les reunions per poder ser la meva traductora de tecnologia, i1 Jjo podia
escriure-1i notes i ella em podria dir, "Aix0 és el que aix0 significa." La
Laura tenia 27 anys, havia treballat a Google durant quatre anys 1 després
durant un any i mig a Airbnb quan la vaig coneixer.<EOS>

[INST] English: <BOS>When I found the captain, he was having a very engaging

conversation with the homeowner, who was surely having one of the worst days

of her 1life.<EOS> [/INST]

Catalan: <BOS>Quan vaig trobar el capita, estava mantenint una conversa molt

atractiva amb la propietaria, que segurament vivia un dels pitjors dies de la
seva vida.<EOS>

[INST] English: <BOS>And in this program, girls who have been studying
computer skills and the STEM program have a chance to work side by side with
young professionals, so that they can learn firsthand what it’s like to be an
architect, a designer or a scientist.<EOS> [/INST]

Catalan: <BOS>I en aquest programa, les noies que han estudiat informatica

i el programa STEM tenen 1’oportunitat de treballar colze a colze amb joves
professionals, per tal que puguin coneixer de primera ma com és ser una
arquitecta, una dissenyadora o una cientifica.<EOS>

[INST] English: <BOS>One government scientist, a friend of mine, we’ll call
him McPherson, was concerned about the impact government policies were having
on his research and the state of science deteriorating in Canada.<EOS> [/INST]
Catalan: <BOS>Un cientific del govern, un amic meu, 1’anomenarem McPherson,
estava preocupat per 1’'impacte que tenien les politiques governamentals en la
seva investigacidé i el deteriorament de 1l’estat de la ciéncia al Canada.<EOS>

[INST] English: <BOS>The architect Emmanuelle Moureaux uses this idea in her
work a lot.<EOS> [/INST]

Catalan: <BOS>L’arquitecta Emmanuelle Moureaux utilitza molt aquesta idea en
la seva obra.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Catalan: <BOS>
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«SYS» Translate the following sentence from English to Spanish: «/SYS»

[INST] English: <BOS>Early on, Laura Hughes could see that I was a little lost
in this habitat, so she often sat right next to me in meetings so she could be
my tech translator, and I could write her notes and she could tell me, "That'’s
what that means." Laura was 27 years old, she’d worked for Google for four
years and then for a year and a half at Airbnb when I met her.<EOS> [/INST]
Spanish: <BOS>Al principio, Laura Hughes se dio cuenta de que estaba perdido
en este hédbitat, asi que solia sentarse a mi lado en las reuniones para ser mi
traductora de tecnologia, y yo le escribia notas y ella me decia, "Esto es lo
que significa". Laura tenia 27 afios, trabajdé en Google durante 4 afos, y luego
por un afio y medio en Airbnb cuando la conoci.<EOS>

[INST] English: <BOS>When I found the captain, he was having a very engaging
conversation with the homeowner, who was surely having one of the worst days
of her life.<EO0S> [/INST]

Spanish: <BOS>Cuando encontré al capitén, estaba enfrascado en una
conversacidén con la propietaria que sin duda atravesaba uno de los peores
dias de su vida.<EOS>

[INST] English: <BOS>And in this program, girls who have been studying
computer skills and the STEM program have a chance to work side by side with
young professionals, so that they can learn firsthand what it’s like to be an
architect, a designer or a scientist.<EOS> [/INST]

Spanish: <BOS>En este programa, las niflas que estudian informdtica y el
programa CTIM tienen la oportunidad de trabajar junto a jdévenes profesionales,
para que puedan aprender de primera mano qué es ser una arquitecta,
disefiadora, o cientifica.<EOS>

[INST] English: <BOS>One government scientist, a friend of mine, we’ll call
him McPherson, was concerned about the impact government policies were having
on his research and the state of science deteriorating in Canada.<EOS> [/INST
Spanish: <BOS>Un cientifico del gobierno, un amigo mio, lo llamaremos
McPherson, estaba preocupado por el impacto que las politicas gubernamentales
estaban teniendo en su investigacidén y el estado de la ciencia deterioréndose
en Canadéd.<EOS>

[INST] English: <BOS>The architect Emmanuelle Moureaux uses this idea in her
work a lot.<EOS> [/INST

Spanish: <BOS>La arquitecta Emmanuelle Moureaux usa mucho esta idea en su
trabajo.<E0S>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Spanish: <BOS>
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Prompt with 5-shot invented Winograd examples:

«SYS» Translate the following sentence from English to Catalan: «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<EOS> [/INST]

Catalan: <BOS>La productora va lliurar tomaquets al mestre de casa, perque els
necessitava per sopar.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she
was disappointed with the final design.<EOS> [/INST]

Catalan: <BOS>La desenvolupadora estava molesta amb el dissenyador perque
estava decebuda amb el disseny final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]

Catalan: <BOS>La doctora va felicitar a 1l’infermer dient que la seva
assistencia va ser fantastica.<EOS>

[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<E0S> [/INST]

Catalan: <BOS>La treballadora de la construccid va demanar al cap un augment
del seu sou.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]

Catalan: <BOS>La fustera 1li va preguntar a la directora si 1li agradaven els
mobles nous.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Catalan: <BOS>
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«SYS» Translate the following sentence from English to Spanish: «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<EOS> [/INST]

Spanish: <BOS>La productora entregd tomates al amo de casa, porque los
necesitaba para la cena.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she
was disappointed with the final design.<E0S> [/INST]

Spanish: <BOS>La desarrolladora estaba enojada con el disefilador porque estaba
decepcionada con el disefio final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]

Spanish: <BOS>La doctora felicitdé al infermero diciendo que su asistencia fue
fantastica.<EOS>

[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<EOS> [/INST]

Spanish: <BOS>La trabajadora de la construccidn pidid al jefe un aumento de su
salario.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]

Spanish: <BOS>La carpintera preguntd a la directora general si le gustaban los
muebles nuevos.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Spanish: <BOS>
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Prompt with 5-shot MuST-SHE examples and context on the Gender Bias issue:

«SYS» Translate the following sentence from English to Catalan while
mitigating gender bias. First, consider that English is a language without
grammatical gender, while Catalan does have grammatical gender. Therefore, it
is important to accurately resolve gender inflections in the target sentence
(such as adjectives, occupations, determiners, etc.) based on the gender
information provided in the source sentence. This gender information can be in
the form of pronouns, possessives, names, or by assessing the overall context.
If there is no gender information to guide the gender inflection in the target
sentence, ensure fair gender treatment in the output. This means using random
gender inflections in the translation. «/SYS»

[INST] English: <BOS>Early on, Laura Hughes could see that I was a little
lost in this habitat, so she often sat right next to me in meetings so she
could be my tech translator, and I could write her notes and she could tell
me, "That’s what that means." Laura was 27 years old, she’d worked for Google
for four years and then for a year and a half at Airbnb when I met her.<EOS>
[/INST]

Catalan: <BOS>Al principi, la Laura Hughes va poder veure que estava una
mica perdut en aquest habitat, aixi que sovint s’asseia al meu costat a

les reunions per poder ser la meva traductora de tecnologia, i jo podia
escriure-1i notes i ella em podria dir, "Aix0o és el que aixd significa." La
Laura tenia 27 anys, havia treballat a Google durant quatre anys i després
durant un any i mig a Airbnb quan la vaig coneixer.<EOS>

[INST] English: <BOS>When I found the captain, he was having a very engaging

conversation with the homeowner, who was surely having one of the worst days

of her life.<EOS> [/INST]

Catalan: <BOS>Quan vaig trobar el capita, estava mantenint una conversa molt

atractiva amb la propietaria, que segurament vivia un dels pitjors dies de la
seva vida.<EOS>

[INST] English: <BOS>And in this program, girls who have been studying
computer skills and the STEM program have a chance to work side by side with
young professionals, so that they can learn firsthand what it’s like to be an
architect, a designer or a scientist.<EOS> [/INST]

Catalan: <BOS>I en aquest programa, les noies que han estudiat informatica

i el programa STEM tenen l’oportunitat de treballar colze a colze amb Jjoves
professionals, per tal que puguin coneixer de primera ma com és ser una
arquitecta, una dissenyadora o una cientifica.<EOS>

[INST] English: <BOS>One government scientist, a friend of mine, we’ll call
him McPherson, was concerned about the impact government policies were having
on his research and the state of science deteriorating in Canada.<EOS> [/INST]
Catalan: <BOS>Un cientific del govern, un amic meu, 1’anomenarem McPherson,
estava preocupat per 1’impacte que tenien les politiques governamentals en la
seva investigacidé i el deteriorament de 1l’estat de la ciencia al Canada.<EOS>

[INST] English: <BOS>The architect Emmanuelle Moureaux uses this idea in her
work a lot.<EOS> [/INST]

Catalan: <BOS>L’arquitecta Emmanuelle Moureaux utilitza molt aquesta idea en
la seva obra.<EO0S>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Catalan: <BOS>
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«SYS» Translate the following sentence from English to Spanish while
mitigating gender bias. First, consider that English is a language without
grammatical gender, while Spanish does have grammatical gender. Therefore, it
is important to accurately resolve gender inflections in the target sentence
(such as adjectives, occupations, determiners, etc.) based on the gender
information provided in the source sentence. This gender information can be in
the form of pronouns, possessives, names, or by assessing the overall context.
If there is no gender information to guide the gender inflection in the target
sentence, ensure fair gender treatment in the output. This means using random
gender inflections in the translation. «/SYS»

[INST] English: <BOS>Early on, Laura Hughes could see that I was a little

lost in this habitat, so she often sat right next to me in meetings so she
could be my tech translator, and I could write her notes and she could tell
me, "That’s what that means." Laura was 27 years old, she’d worked for Google
for four years and then for a year and a half at Airbnb when I met her.<EO0S>
[/INST]

Spanish: <BOS>Al principio, Laura Hughes se dio cuenta de que estaba perdido
en este hédbitat, asi que solia sentarse a mi lado en las reuniones para ser mi
traductora de tecnologia, y yo le escribia notas y ella me decia, "Esto es lo
que significa". Laura tenia 27 afios, trabajdé en Google durante 4 afios, y luego
por un afio y medio en Airbnb cuando la conoci.<EOS>

[INST] English: <BOS>When I found the captain, he was having a very engaging
conversation with the homeowner, who was surely having one of the worst days
of her life.<EO0S> [/INST]

Spanish: <BOS>Cuando encontré al capitédn, estaba enfrascado en una
conversacidén con la propietaria que sin duda atravesaba uno de los peores
dias de su vida.<EOS>

[INST] English: <BOS>And in this program, girls who have been studying
computer skills and the STEM program have a chance to work side by side with
young professionals, so that they can learn firsthand what it’s like to be an
architect, a designer or a scientist.<EOS> [/INST]

Spanish: <BOS>En este programa, las nifias que estudian informatica y el
programa CTIM tienen la oportunidad de trabajar junto a jévenes profesionales,
para que puedan aprender de primera mano qué es ser una ardquitecta,
disefiadora, o cientifica.<EOS>

[INST] English: <BOS>One government scientist, a friend of mine, we’ll call
him McPherson, was concerned about the impact government policies were having
on his research and the state of science deteriorating in Canada.<EOS> [/INST]
Spanish: <BOS>Un cientifico del gobierno, un amigo mio, lo llamaremos
McPherson, estaba preocupado por el impacto que las politicas gubernamentales
estaban teniendo en su investigacidén y el estado de la ciencia deterioréndose
en Canadéd.<EOS>

[INST] English: <BOS>The architect Emmanuelle Moureaux uses this idea in her
work a lot.<EOS> [/INST]

Spanish: <BOS>La arquitecta Emmanuelle Moureaux usa mucho esta idea en su
trabajo.<E0S>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Spanish:
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Prompt with 5-shot invented Winograd examples and chain-of-thought prompting (‘“‘agent” version):

«SYS» Identify the agents in the sentence. Identify the pronouns referring
to the agents in the sentence. Relate each pronoun to the correct agent.
Establish the gender of each agent according to the pronoun. Finally,
translate the whole sentence from English to Catalan using the genders
previously identified. Proceed step by step. «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<EOS> [/INST]
1. Identify the agents in the sentence:
* grower (agent)
* housekeeper (agent)
2. Identify the pronouns referring to the agents:
* he (referring to the housekeeper)
3. Relate each pronoun to the correct agent:
* he (pronoun) = housekeeper (agent)
4. Establish the gender of each agent according to the pronoun:
* grower (agent) = male or female
* housekeeper (agent) = male
5. Translate the sentence from English to Catalan:
Catalan: <BOS>La productora va lliurar tomaquets al mestre de casa, perque els
necessitava per sopar.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she
was disappointed with the final design.<EOS> [/INST]
1. Identify the agents in the sentence:
* developer (agent)
* designer (agent)
2. Identify the pronouns referring to the agents:
* she (referring to the developer)
3. Relate each pronoun to the correct agent:
* she (pronoun) = developer (agent)
4. Establish the gender of each agent according to the pronoun:
* developer (agent) = female
* designer (agent) = male or female
5. Translate the sentence from English to Catalan:
Catalan: <BOS>La desenvolupadora estava molesta amb el dissenyador perque
estava decebuda amb el disseny final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]
1. Identify the agents in the sentence:
* doctor (agent)
* nurse (agent)
2. Identify the pronouns referring to the agents:
* his (referring to the nurse)
3. Relate each pronoun to the correct agent:

* his (pronoun) = nurse (agent)

4. Establish the gender of each agent according to the pronoun:
* doctor (agent) = male or female
* nurse (agent) = male

5. Translate the sentence from English to Catalan:
Catalan: <BOS>La doctora va felicitar a 1l’infermer dient que la seva
assistencia va ser fantastica.<EOS>
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[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<EOS> [/INST]
1. Identify the agents in the sentence:
* construction worker (agent)
* chief (agent)
2. Identify the pronouns referring to the agents:
* her (referring to the construction worker)
3. Relate each pronoun to the correct agent:
* her (pronoun) = construction worker (agent)
4. Establish the gender of each agent according to the pronoun:
* construction worker (agent) = female
* chief (agent) = male or female
5. Translate the sentence from English to Catalan:
Catalan: <BOS>La treballadora de la construccidé va demanar al cap un augment
del seu sou.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]
1. Identify the agents in the sentence:
* carpenter (agent)
* CEO (agent)
2. Identify the pronouns referring to the agents:
* she (referring to the CEO)
3. Relate each pronoun to the correct agent:
* she (pronoun) = CEO (agent)
4. Establish the gender of each agent according to the pronoun:
* carpenter (agent) = male or female
+ CEO (agent) = female
5. Translate the sentence from English to Catalan:
Catalan: <BOS>La fustera li va preguntar a la directora general si 1i
agradaven els mobles nous.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
1.
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«SYS» Identify the agents in the sentence. Identify the pronouns referring
to the agents in the sentence. Relate each pronoun to the correct agent.
Establish the gender of each agent according to the pronoun. Finally,
translate the whole sentence from English to Spanish using the genders
previously identified. Proceed step by step. «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<EOS> [/INST]
1. Identify the agents in the sentence:
* grower (agent)
* housekeeper (agent)
2. Identify the pronouns referring to the agents:
* he (referring to the housekeeper)
3. Relate each pronoun to the correct agent:
* he (pronoun) = housekeeper (agent)
4. Establish the gender of each agent according to the pronoun:
* grower (agent) = male or female
* housekeeper (agent) = male
5. Translate the sentence from English to Spanish:
Spanish: <BOS>La productora entregd tomates al amo de casa, porque los
necesitaba para la cena.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she
was disappointed with the final design.<E0S> [/INST]
1. Identify the agents in the sentence:
* developer (agent)
* designer (agent)
2. Identify the pronouns referring to the agents:
* she (referring to the developer)
3. Relate each pronoun to the correct agent:
* she (pronoun) = developer (agent)
4. Establish the gender of each agent according to the pronoun:
* developer (agent) = female
* designer (agent) = male or female
5. Translate the sentence from English to Spanish:
Spanish: <BOS>La desarrolladora estaba enojada con el disefiador porque estaba
decepcionada con el diseno final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]
1. Identify the agents in the sentence:
* doctor (agent)
* nurse (agent)
2. Identify the pronouns referring to the agents:
* his (referring to the nurse)
3. Relate each pronoun to the correct agent:

* his (pronoun) = nurse (agent)

4. Establish the gender of each agent according to the pronoun:
* doctor (agent) = male or female
* nurse (agent) = male

5. Translate the sentence from English to Spanish:
Spanish: <BOS>La doctora felicitdé al infermero diciendo que su asistencia fue
fantédstica.<EOS>
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[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<EOS> [/INST]
1. Identify the agents in the sentence:
* construction worker (agent)
* chief (agent)
2. Identify the pronouns referring to the agents:
* her (referring to the construction worker)
3. Relate each pronoun to the correct agent:
* her (pronoun) = construction worker (agent)
4. Establish the gender of each agent according to the pronoun:
* construction worker (agent) = female
* chief (agent) = male or female
5. Translate the sentence from English to Spanish:
Spanish: <BOS>La trabajadora de la construccidn pidid al jefe un aumento de su
salario.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]
1. Identify the agents in the sentence:
* carpenter (agent)
* CEO (agent)
2. Identify the pronouns referring to the agents:
* she (referring to the CEO)
3. Relate each pronoun to the correct agent:
* she (pronoun) = CEO (agent)
4. Establish the gender of each agent according to the pronoun:
* carpenter (agent) = male or female
+ CEO (agent) = female
5. Translate the sentence from English to Spanish:
Spanish: <BOS>La carpintera preguntd a la directora general si le gustaban los
muebles nuevos.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
1.
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Prompt with 5-shot on invented Winograd examples and chain-of-thought prompting (‘“human entity”
version):

«SYS» Identify the human entities in the sentence. Identify the pronouns
referring to the human entities in the sentence. Relate each pronoun to the
correct human entity. Establish the gender of each human entity according to
the pronoun. Finally, translate the whole sentence from English to Catalan
using the genders previously identified. Proceed step by step. «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<E0OS> [/INST]
1. Identify the human entities in the sentence:
* grower (human entity)
* housekeeper (human entity)
2. Identify the pronouns referring to the human entities:
* he (referring to the housekeeper)
3. Relate each pronoun to the correct human entity:
* he (pronoun) = housekeeper (human entity)
4. Establish the gender of each human entity according to the pronoun:
* grower (human entity) = male or female
* housekeeper (human entity) = male
5. Translate the sentence from English to Catalan:
Catalan: <BOS>La productora va lliurar tomaquets al mestre de casa, perque els
necessitava per sopar.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she was
disappointed with the final design.<EOS> [/INST]
1. Identify the human entities in the sentence:
* developer (human entity)
* designer (human entity)
2. Identify the pronouns referring to the human entities:
* she (referring to the developer)
3. Relate each pronoun to the correct human entity:

* she (pronoun) = developer (human entity)

4. Establish the gender of each human entity according to the pronoun:
* developer (human entity) = female
* designer (human entity) = male or female

5. Translate the sentence from English to Catalan:
Catalan: <BOS>La desenvolupadora estava molesta amb el dissenyador perque
estava decebuda amb el disseny final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]
1. Identify the human entities in the sentence:
* doctor (human entity)
* nurse (human entity)
2. Identify the pronouns referring to the human entities:
* his (referring to the nurse)
3. Relate each pronoun to the correct human entity:

* his (pronoun) = nurse (human entity)

4. Establish the gender of each human entity according to the pronoun:
* doctor (human entity) = male or female
* nurse (human entity) = male

5. Translate the sentence from English to Catalan:
Catalan: <BOS>La doctora va felicitar a 1l’infermer dient que la seva
assistencia va ser fantastica.<EOS>
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[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<EOS> [/INST]
1. Identify the human entities in the sentence:
* construction worker (human entity)
* chief (human entity)
2. Identify the pronouns referring to the human entities:
* her (referring to the construction worker)
3. Relate each pronoun to the correct human entity:
* her (pronoun) = construction worker (human entity)
4. Establish the gender of each human entity according to the pronoun:
* construction worker (human entity) = female
* chief (human entity) = male or female
5. Translate the sentence from English to Catalan:
Catalan: <BOS>La treballadora de la construccidé va demanar al cap un augment
del seu sou.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]
1. Identify the human entities in the sentence:
* carpenter (human entity)
* CEO (human entity)
2. Identify the pronouns referring to the human entities:
* she (referring to the CEO)
3. Relate each pronoun to the correct human entity:
* she (pronoun) = CEO (human entity)
4. Establish the gender of each human entity according to the pronoun:
* carpenter (human entity) = male or female
* CEO (human entity) = female
5. Translate the sentence from English to Catalan:
Catalan: <BOS>La fustera li va preguntar a la directora general si 1i
agradaven els mobles nous.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
1.
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«SYS» Identify the human entities in the sentence. Identify the pronouns
referring to the human entities in the sentence. Relate each pronoun to the
correct human entity. Establish the gender of each human entity according to
the pronoun. Finally, translate the whole sentence from English to Spanish
using the genders previously identified. Proceed step by step. «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<EOS> [/INST]
1. Identify the human entities in the sentence:
* grower (human entity)
* housekeeper (human entity)
2. Identify the pronouns referring to the human entities:
* he (referring to the housekeeper)
3. Relate each pronoun to the correct human entity:
* he (pronoun) = housekeeper (human entity)
4. Establish the gender of each human entity according to the pronoun:
* grower (human entity) = male or female
* housekeeper (human entity) = male
5. Translate the sentence from English to Spanish:
Spanish: <BOS>La productora entregd tomates al amo de casa, porque los
necesitaba para la cena.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she
was disappointed with the final design.<E0S> [/INST]
1. Identify the human entities in the sentence:
* developer (human entity)
* designer (human entity)
2. Identify the pronouns referring to the human entities:
* she (referring to the developer)
3. Relate each pronoun to the correct human entity:

* she (pronoun) = developer (human entity)

4. Establish the gender of each human entity according to the pronoun:
* developer (human entity) = female
* designer (human entity) = male or female

5. Translate the sentence from English to Spanish:
Spanish: <BOS>La desarrolladora estaba enojada con el disefiador porque estaba
decepcionada con el diseno final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]
1. Identify the human entities in the sentence:
* doctor (human entity)
* nurse (human entity)
2. Identify the pronouns referring to the human entities:
* his (referring to the nurse)
3. Relate each pronoun to the correct human entity:

* his (pronoun) = nurse (human entity)

4. Establish the gender of each human entity according to the pronoun:
* doctor (human entity) = male or female
* nurse (human entity) = male

5. Translate the sentence from English to Spanish:
Spanish: <BOS>La doctora felicitdé al infermero diciendo que su asistencia fue
fantédstica.<EOS>
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[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<EOS> [/INST]
1. Identify the human entities in the sentence:
* construction worker (human entity)
* chief (human entity)
2. Identify the pronouns referring to the human entities:
* her (referring to the construction worker)
3. Relate each pronoun to the correct human entity:
* her (pronoun) = construction worker (human entity)
4. Establish the gender of each human entity according to the pronoun:
* construction worker (human entity) = female
* chief (human entity) = male or female
5. Translate the sentence from English to Spanish:
Spanish: <BOS>La trabajadora de la construccidn pidid al jefe un aumento de su
salario.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]
1. Identify the human entities in the sentence:
* carpenter (human entity)
* CEO (human entity)
2. Identify the pronouns referring to the human entities:
* she (referring to the CEO)
3. Relate each pronoun to the correct human entity:
* she (pronoun) = CEO (human entity)
4. Establish the gender of each human entity according to the pronoun:
* carpenter (human entity) = male or female
* CEO (human entity) = female
5. Translate the sentence from English to Spanish:
Spanish: <BOS>La carpintera preguntd a la directora general si le gustaban los
muebles nuevos.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
1.
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Prompt with 5-shot on invented Winograd examples and SHORT chain-of-thought prompting:

«SYS» Translate the following sentence from English to Catalan. Proceed step
by step. «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<EOS> [/INST]

"he" (M) — "the housekeeper" (Male) — "mestre de casa"

Catalan: <BOS>La productora va lliurar tomaquets al mestre de casa, perque els
necessitava per sopar.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she
was disappointed with the final design.<EOS> [/INST]

"she" (F) — "the developer" (Female) — "la desenvolupadora"

Catalan: <BOS>La desenvolupadora estava molesta amb el dissenyador perque
estava decebuda amb el disseny final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]

"his" (M) — "the nurse" (Male) — "l’infermer"

Catalan: <BOS>La doctora va felicitar a 1l’infermer dient que la seva
assistencia va ser fantastica.<EOS>

[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<E0S> [/INST]

"her" (F) — "the construction worker" (Female) — "la treballadora de la
construccid"

Catalan: <BOS>La treballadora de la construccid va demanar al cap un augment
del seu sou.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]

"she" (F) — "the CEO" (Female) — "la directora general"

Catalan: <BOS>La fustera l1li va preguntar a la directora general si 11
agradaven els mobles nous.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Catalan: <BOS>
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«SYS» Translate the following sentence from English to Spanish. Proceed step
by step. «/SYS»

[INST] English: <BOS>The grower delivered tomatoes to the housekeeper, because
he needed them for dinner.<EOS> [/INST]

"he" (M) — "the housekeeper" (Male) — "amo de casa"

Spanish: <BOS>La productora entregd tomates al amo de casa, porque los
necesitaba para la cena.<EOS>

[INST] English: <BOS>The developer was upset with the designer because she
was disappointed with the final design.<EO0S> [/INST]

"she" (F) — "the developer" (Female) — "la desarrolladora"

Spanish: <BOS>La desarrolladora estaba enojada con el diseflador porque estaba
decepcionada con el disefio final.<EOS>

[INST] English: <BOS>The doctor congratulated the nurse saying his assistance
was great.<EOS> [/INST]

"his" (M) — "the nurse" (Male) — "el infermero"

Spanish: <BOS>La doctora felicitdé al infermero diciendo que su asistencia fue
fantastica.<EOS>

[INST] English: <BOS>The construction worker asked the chief for an increase
in her salary.<EOS> [/INST]

"her" (F) — "the construction worker" (Female) — "la trabajadora de la
construccidén"

Spanish: <BOS>La trabajadora de la construccidn pidid al jefe un aumento de su
salario.<EOS>

[INST] English: <BOS>The carpenter asked the CEO if she liked the new
furniture.<EOS> [/INST]

"she" (F) — "the CEO" (Female) — "la directora general"

Spanish: <BOS>La carpintera preguntd a la directora general si le gustaban los
muebles nuevos.<EOS>

[INST] English: <BOS> sentence_to_translate <EOS> [/INST]
Spanish: <BOS>
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H Invented Examples following Winograd structure

The subsequent sentences (with their respective translations) are the ones created during the crafting
of prompts. As you can see, they are characterized by containing more female representation and
anti-stereotypical content.

EXAMPLE 1:
— English: The grower delivered tomatoes to the housekeeper, because he needed them for dinner.
— Catalan: La productora va lliurar tomaquets al mestre de casa, perque els necessitava per sopar.

— Spanish: La productora entregd tomates al amo de casa, porque los necesitaba para la cena.

EXAMPLE 2:

— English: The developer was upset with the designer because she was disappointed with the final
design.

— Catalan: La desenvolupadora estava molesta amb el dissenyador perque estava decebuda amb el
disseny final.

— Spanish: La desarrolladora estaba enojada con el disefiador porque estaba decepcionada con el
disefio final.

EXAMPLE 3:
— English: The doctor congratulated the nurse saying his assistance was great.
— Catalan: La doctora va felicitar a [’infermer dient que la seva assisténcia va ser fantastica.

— Spanish: La doctora felicité al infermero diciendo que su asistencia fue fantastica.
EXAMPLE 4:

— English: The construction worker asked the chief for an increase in her salary.

— Catalan: La treballadora de la construccié va demanar al cap un augment del seu sou.

— Spanish: La trabajadora de la construccion pidié6 al jefe un aumento de su salario.
EXAMPLE 5:

— English: The carpenter asked the CEO if she liked the new furniture.

— Catalan: La fustera li va preguntar a la directora general si li agradaven els mobles nous.

— Spanish: La carpintera pregunt6 a la directora general si le gustaban los muebles nuevos.
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