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Message from the General Chair

This volume documents the Proceedings of the Games and Natural Language Processing
Workshop, held on (21st May 2024) as part of the 2024 Joint International Conference on
Computational Linguistics, Language Resources and Evaluation (LREC-COLING 2024)

This workshop examines the use of games and gamification for Natural Language Processing
(NLP) tasks, as well as how NLP research can advance player engagement and communication
within games. The Games and NLP workshop aims to promote and explore the possibilities for
research and practical applications of games and gamification that have a core NLP aspect,
either to generate resources and perform language tasks or as a game mechanic itself. This
workshop investigates computational and theoretical aspects of natural language research that
would be beneficial for designing and building novel game experiences, or for processing texts to
conduct formal game studies. NLP would benefit from games in obtaining language resources
(e.g., construction of a thesaurus or a parser through a crowdsourcing game), or in learning the
linguistic characteristics of game users as compared to those of other domains.

Workshop website: https://gamesandnlp.com
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 Actors Challenge : Collecting Data to Study Prosodic Patterns and Their 
Mappings to Meanings Across Languages  

 

Siavosh Sepanta, Natallia Chaiko, Roberto Zamparelli 
University of Trento (CIMeC) 

{siavosh.sepanta, natallia.chaiko, roberto.zamparelli }@unitn.it 

Abstract 
In this paper we describe “Actor’s Challenge”: a web-based interactive game designed to collect massively multi-
speaker, multi-lingual oral data on the connection between prosody and various aspects of meaning. Game 
participants take on the two roles of auditioners and casting directors. Auditioners are asked to record certain target 
phrases modulated according to the emotional or attitudinal profiles that correspond to contexts or stage cues given 
to them. They then switch roles and become Casting Directors. Now they have to listen to other participants’ 
recordings, guess the corresponding context/stage cue that the auditioner tried to convey, and evaluate how good 
the performance was. By having the players alternate between these two roles we obtain both data creation and 
data validation from the same set of participants. We expect that the final dataset of labeled recordings will be 
valuable for a range of applications: training multilingual Speech Emotion Recognition classifiers; discovering 
correlations and variations in prosodic patterns among unrelated languages; examining correlations between 
prosodic patterns and emotion recognizability; probing the possibility that some prosodic patterns are universal.   

Keywords: Prosody, GWAP, NLP 

1. Introduction 
Prosody is a fundamental aspect of spoken 
language, associated to units larger than the 
segment and related to word/sentence accent, 
intonation, lexical tone and rhythm/tempo (Cole, 
2014). Modification of prosodic patterns is a tool 
we use either inadvertently or intentionally (e.g. in 
acting) to convey our attitudes and emotions. By 
changing nuances in pitch, amplitude or speed, 
we can remove syntactic or semantic ambiguity, 
alter or enhance the meaning of words, or change 
focus.   
The study of Affective Prosody, an umbrella term 
that includes emotional and attitudinal prosody 
(Mitchell & Ross, 2013) involves mapping 
prosodic patterns to the information structure 
encoded in a text. Theoretical researchers 
working to establish such correspondences could 
benefit from a labeled set of cross-linguistic data 
where linguistic contexts are mapped onto 
utterances produced according to prosodic 
patterns appropriate for that context. At a 
computational level, data of this sort would cater 
to the growing interest in spoken dialogue with AI 
agents, which will ultimately be expected to 
detect emotions and attitudes in human speech 
and answer with suitably nuanced intonations.  
Our attempt to build such a dataset takes its 
moves from the success of other linguistic 
games-with-a-purpose (GWAPs, see Ahn, 2006) 
like Phrase Detective (Chamberlain et al, 2008) 
and tries to leverage the power of competitive 
gaming to enroll a large number of subjects in a 
game of acting, inspired by the Stanislavski’s 
method (as described in Jakobson, 1960). The 
byproduct of the game is the collection of highly 
controlled prosodic data, which are cross-
validated by the very same players who provide 
their voices for data production.  

1.1 Background 
There exist various data sets that may be 
compared to ours, mostly designed for Speech 
Emotion Recognition (SER, Swain, 2018). Some 
contain manually annotated video recordings 
from Youtube labeled with the 6 basic emotions 
in 4 languages (CMU-MOSEAS, Bagher Zadeh, 
et al 2020). Others draw data from talk-shows 
(e.g. for German, Vera Am Tag, Grimm et al., 
2008) or use a much more limited number of 
professional actors, instructed to record pre-set 
English phrases (RAVDESS, Livingstone & 
Russo, 2018). Without doubting the importance 
of naturalistic data, we believe that there is a 
need for a more controlled set of data where the 
very same linguistic expression is uttered with 
very different communicative intents, creating a 
set of expressions that differ only in prosody, not 
in the choice of words. This is difficult to obtain 
from naturalistic input but allows a fine-grained 
control of intonation parameters. The datasets 
above cannot provide quantitative information on 
the extent to which the communicative intent is 
met (i.e. how many listeners could recognize a 
given utterance as expressing e.g. anger and not 
disgust or fear), cannot be easily extended to 
other languages and do not address “attitudinal” 
uses of prosody (association with focus, syntactic 
or lexical disambiguation, irony, etc.). Some of 
these issues have been studied by phoneticians 
with lab experiments (for Romance languages 
see Origlia, et al 2014, Bocci 2013, Gili Fivela, et 
al. 2015) but with a limited number of speakers.   
There is at least one multilingual, massively 
multisubject database of spoken language 
(commonvoice.mozilla.org), but communicative 
intents are not labeled and may only be inferred 
from the text. All things considered, the research 
community is still missing a comprehensive 
multilingual dataset containing labeled recordings 
from a large number of speakers, suitable for 
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studying emotional as well as attitudinal prosodic 
patterns in a comparative manner across 
languages. 

2. Our Project 
This need prompted us to implement a web-
based game, [Project-Name] (AC), designed to 
collect large amounts of recordings expressing 
prosody-meaning mappings in multiple 
languages. These recordings are generated and 
validated by the same players. 
2.1  Game Setup 
The game works as follows: to address emotional 
prosody, we prepare a series of linguistic 
expressions (targets) that could be uttered in 
various contexts and are as neutral as possible in 
their affective value, such as “It’s a cappuccino”. 
Similarly, for the attitudinal prosody, target 
phrases are chosen that can lend themselves to 
various topics of study, e.g., focus: “Kevin isn't 
drinking because he is unhappy.” Next, we 
prepare a set of discriminating contexts in which 
the target phrase could be found. These contexts 
give the background to understand how the target 
should be uttered, evoking certain emotions (e.g., 
sad, angry, happy) or giving cues that resolve the 
target’s ambiguity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                         
 

Figure 1: The two modes of the AC Game, in its 
mobile version. Left: audition; right: casting                  

Example contexts for the target phrases might be: 
“She had asked you twice ‘Did you say coffee or 
cappuccino?’ and you patiently told her ‘Coffee’. 
Now she is handing you your cup and you almost 
yell ‘_____’!”; “Kevin drinks a lot. No matter if he 
is happy, or sad. He is a classic alcoholic.” We 
are also experimenting with contexts that are 

simply stage directions (“[you are angry]”), to test 
the difference between linguistic and 
metalinguistic cues.  
When they sign up, new participants are asked to 
provide basic information such as age, gender, 
region of provenance, native language and 
language they want to play in. They are also 
asked to sign an informed consent declaration, 
which clearly states that their anonymized data 
will be made publicly available under a Creative 
Commons Attribution Sharealike 4.0 license. 
Entering the game, players alternate between 
two roles: actors who are doing an audition 
(“Auditioners”) and “casting directors”, who have 
to evaluate actors’ performances.  

• Auditioners: In this role participants are 
asked to read a randomly assigned 
context or stage cue and act out the 
target phrase in a way that would be best 
suited for the situation described in that 
particular context. They can record their 
voice multiple times, listen to their      
performance, submit the recording once 
they  are satisfied and turn to the next 
context for the same target (there are 
between 2 and 4 contexts per target; see 
Fig.1, left). After recording the targets in 
all the contexts proposed, the players 
move on to another audition session. 
After a few auditions, however, they are 
automatically sent to the Casting mode.  

• Casting Directors: in this role the player 
is prompted to listen to other actors’ 
utterances and evaluate them. 
Specifically, the player hears the 
recording of a target phrase uttered by 
another actor and sees the set of 
contexts which were presented to the 
actor (Fig.1, right). The task is now to 
assign the performance to the context for 
which it was intended. After matching the 
recording, the castind director rates the 
performance of the actor on a 1-5 Likert 
scale (see Fig.2).  

 
  
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Rating the performance in Casting 
mode. 

In the Casting mode players are also requested 
to filter out audio clips that have a poor sound 
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quality, do not match the target phrase written on 
the page, contain inappropriate contents or 
somehow include tips that help the casting 
director in identifying the corresponding context. 
Such reports will be relayed to the players, who 
will be warned or, in more serious cases, 
removed from the game. An additional button 
allows casting directors to identify voices already 
heard. This can provide training data for voice 
recognition tasks (see AL-Shakarchy, et al., 
2022).  
2.2 Scoring System  
The game is designed to appeal to people who 
would like to test their skill level at acting or 
recognizing the communicative intent conveyed 
by human voice. Each player receives scores 
based on how well they performed as actors, 
calculated as the number of times their 
performance was correctly matched by the 
casting directors, multiplied by the number of 
alternatives the target had (from 2 to 4). Players 
also receive casting points, calculated as a 
function of the number of times a recording meant 
for a given context is attributed to that context. 
The two scores are combined to give an overall 
score and a place in a public Scoreboard. Players 
receive score-related titles (from “Grinding stone” 
to “Acting god”). 

3. Current Data Prompts 
The game can currently be played in English, 
Italian, German and French, soon to be followed 
by Russian, Farsi and Arabic. The current version 
contains 35 target phrases, and 185 unique 
contexts. The current set of targets and contexts 
has been primarily designed to study the linguistic 
expression of the basic emotions (fear, joy, 
surprise, disgust, sadness, anger, plus neutral, 
see Ekman, 1999). We chose targets of two 
sizes: long and short (monosyllabic); among the 
short ones we tested a number of nonlinguistic 
vocables (“Oh”, “Ah”, “Ha” for English and 
equivalent for the other languages). Targets were 
chosen to be similar and sometimes identical in 
the various languages. Emotions can be 
prompted by textual contexts (see an example in 
Sec. 2.1), stage directions or both, to test which 
cue is more effective.  

Apart from emotions, current data include 
target/contexts to test syntactic ambiguity 
(Prepositional Phrase attachment), broader 
attitudes (e.g. embarrassment, concern, 
pessimism, dignity, fake cordiality, perplexity, 
correction, sarcasm, grieving, boredom, pleasant 
and unpleasant surprise), association of negation 
with focus, normal vs. rhetorical questions, long 
distance Wh-extractions (“When did you say that 
John left?”). Other examples are specific for 
different languages (e.g. the definite vs. kind-
denoting reading of the definite article in Italian; 
the universal vs. existential reading of bare 

plurals in English). Note that for some of these 
phenomena the system could simply provide 
evidence that prosody cannot disambiguate 
them.  

Yet additional materials are fillers, designed only 
to make the game more fun and engaging. Some 
of these prompts are next to impossible and might 
not be part of the data released. Note however 
that adding new data is quite straightforward. We 
are presently in contact with phoneticians at the 
university of Padua, Siena and Bolzano and we 
welcome new collaborations.  

4. Potential Applications 
The AC data can be used to investigate a range 
of topics across theoretical and computational 
linguistics.   

• Speech Emotion Recognition (SER) with 
a broader range of speakers from 
different regions and age groups. 
Artificial Emotional Speech Production 
can also be tested by injecting artificially 
produced samples in the Casting phase.  
 

• Examining the effect of combining 
multiple intonational patterns (e.g. 
question+surprise, question+emotion, 
multiple emotions). The compositionality 
of emotions is currently mostly focused 
on bodily/facial features (Cavicchio, et 
al., 2018) but the combination of 
emotions in speech could benefit from a 
data set such as the one we are creating 
with AC.   

 
• Examining how the intonation patterns 

vary from speaker to speaker and from 
language to language. Inter-speaker 
variation is actively studied in labs 
(Niebuhr, et al., 2011; Myberg, 2013; 
Feldhausen, 2016) but not with the large 
volume of data that a web game could 
gather. Interlinguistic variation has been 
discussed (see Rabanus, 2003, Gili 
Fivela et al. 2015), but not systematically 
evaluated for very different languages.  
  

• Discovering ambiguous intonational 
patterns (i.e.  targets consistently 
assigned to multiple contexts) and 
ordering semantic/emotional contexts 
w.r.t. how hard it is to consistently 
translate them into unambiguous 
prosody.   
 

• Discovering the individual extent to which 
passive prosodic competence differs 
from active one (can one be good casting 
director without being a good actor, or 
vice versa?) and whether the recognition 
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ability is affected by regional, gender or 
age differences.  

5. Universality of Prosody 
There seems to be a consensus that having 
emotions is universal among humans (Ekman et 
al, 1972). But is the same notion true when it 
comes to expressing our emotions, particularly in 
speech? In other words, are there any prosodic 
patterns that correspond to the same emotion in 
more than one language?   

Examining this question could entail the following 
two approaches:  

5.1 Non-Computational   
One way to test whether prosodic patterns could 
be linked to certain emotions independent of 
language would be having native speakers of 
Lang1, listen to and label recordings done in 
Lang2, which is unfamiliar to them. Shakuf et al 
(2022) following this method demonstrated that 
native speakers of German and Hebrew could for 
the most part correctly identify emotions in the 
language they were not familiar with.   

In AC, we have a set of stimuli where participants 
have to play in an invented language.   

 •  Target phrase “Sotaki”  
Context: The woman came from a distant 
tribe and when she spoke, we couldn't 
understand her language. She had no 
idea what gunpowder was: when we lit 
up some firecrackers, she went pale in 
her face and said: "___"  

Successful identification of emotions in this task 
could be interpreted as the notion that prosodic 
patterns can be linked to emotions independent 
of the language. At the moment we do not have 
enough data to arrive at conclusive results.   

5.2 Computational  
Emotional Speech Classifiers are typically trained 
on large datasets of recordings in a language and 
then tested on that same language. There have 
been studies in which the classifier is trained on 
one language and tested on another. Wish et al 
(2021) tested a classifier trained on Urdu on 
several European languages. Their results show 
that the model was able to correctly categorize 
the emotions in languages it was not familiar with.   

6. Preliminary Results 
To begin investigating the inter-speaker variation 
in recognition ability (3rd question above) we 
looked at the rate at which casters recognized the 
intentions of actors with the same or the opposite 
gender (see Table 1).  
 
 

 
Casting 

Directors ↓  
 Actors  

Male   Female  

Male  42,1   57,8  

Female  54,8   45,1  

Table 1: Correct recognition %, by gender  

These preliminary results hint at female emotions 
being better recognized than male, and at an 
advantage in recognizing emotions in the 
opposite gender.  

To test the effectiveness of the data collected for 
SER, we trained a classifier, (Hubert, Hsu, 2021) 
on the English utterances recorded by AC players 
and tested the model on the Italian dataset. Our 
results, again very preliminary, show that even 
without cleaning the files available so far the 
English model reaches 43% accuracy on Italian 
(chance = 25%), showing that prosodic patterns 
do transfer from English to Italian.  

7. Conclusion 
The website was officially launched in the late 
summer of 2023, and we are at the moment 
promoting it via direct contacts and Italian social 
media. The site has at the moment 102 registered 
users, of which 44 are English, 43 Italian, 10 
German, and 5 French. We have a total of 778 
recordings. We are now working to add two new 
languages: Russian and Farsi. The feedback we 
are receiving from players is mostly positive. They 
find it quite entertaining, with some preferring one 
role to another. It seems playing the game is not 
becoming part of their daily routine and after a 
while they stop playing. We are considering 
changing the contexts and/or target phrases to 
make the game more fun to play. 
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Abstract 
This study explores Cipher, an adaptive language learning game tailored for the under-resourced Irish language, aimed 
mainly at primary school students. By integrating text analysis techniques, Cipher dynamically adjusts its difficulty based on 
the player's language proficiency, offering a customised learning experience. The game's narrative involves decoding spells 
to access Irish myths and stories, combining language learning with cultural elements. Development involved collaboration 
with educators to align the game content with curriculum standards and incorporate culturally relevant materials. This paper 
outlines the game's development process, emphasising the use of text analysis for difficulty adjustment and the importance 
of engaging, educational gameplay. Preliminary results indicate that adaptive games like Cipher can enhance language 
learning by providing immersive, personalised experiences that maintain player motivation and engagement. 

Keywords: adaptivity, text analysis, digital game-based language learning 
 

1. Introduction 
This paper focuses on the use of Natural Language 
Processing (NLP) to enhance player engagement in 
the Cipher language learning game. We do this by 
adapting the level of challenge in the game in 
response to the player's progress and proficiency. 
The scenario in the Cipher game is that  an evil  
creature is putting stories and myths under a spell and 
making them unreadable, and the player's mission is 
to discover what spells were used and thwart the evil 
creature. In order to present stories and myths of an 
appropriate level we need to be able to rank and 
grade the stories. As this language learning game is 
being developed for an under-resourced language, in 
this case Irish, there are no tools for automatically 
ranking and grading Irish language texts, to our 
knowledge.  

The layout of the paper is as follows. Section 2 gives 
background to learning Irish in Ireland, and introduces 
the benefits of educational games for  language 
learning and the factors that influence their 
effectiveness. Section 3 gives an overview of Cipher 
– Faoi Gheasa, an adaptive educational game. 
Section 4 highlights our co-creation methodology for 
game development. Section 5 focuses on the 
development of text analysis tools for Irish which allow 
us to rank the game texts and thereby ensure that the 
level of challenge is adaptive to the individual player's 
proficiency.  

2. Background 
2.1 Irish language: background and 

challenges 
The key features of successful language learning are 
engagement, motivation and early success. These 
factors are particularly important for first-time 
language learners who do not know what to expect 
when they start their language learning journey.  This 

is the case for learners of Irish at primary school level 
in Ireland. Those who have prior experience of 
learning a language know that it can be challenging at 
times and requires a degree of resilience and that it is 
important to persevere when difficulties are 
encountered. For most L1 (first language) English 
primary school students in Ireland, their first exposure 
to another language is when they start learning Irish 
in primary school. This critical first experience can 
have an impact on future language learning. For 
example, if a student has a negative experience 
learning Irish, this could impact on their enthusiasm or 
self-confidence in learning another language.  For this 
reason, it is very important that students have a 
positive experience of learning Irish. However, this is 
not always the case.  In the majority of schools, 
teachers are not L1 speakers and lack confidence in 
their Irish ability. There are limited digital resources 
available for teaching and learning the language.  
Also, Irish plays a complex socio-cultural role in 
Ireland, where there is a tension between cultural 
value and economic value. 

2.2 Game-Based Language Learning 
Adaptive educational games blend the engagement 
of gaming with personalised learning, creating 
environments that motivate and immerse learners. 
Research (Peirce et al, 2008) argues for the intrinsic 
motivation these games offer, emphasising their 
capacity to adapt without sacrificing engagement. The 
innovation in non-invasively adapting games shows a 
balance between providing educational benefit and 
maintaining a game's immersive appeal. 

According to Acquah and Katz's (2020) systematic 
review of empirical evidence for the effectiveness of 
digital games on second language learning, the main 
game features that influence outcomes are ease-of-
use, challenge (i.e. being in the zone of proximal 
development), rewards and feedback, control or 
autonomy, goal-orientation, and interactivity. In this 
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paper we focus on the first two features: ease-of-use 
and zone of proximal development (ZPD) (Vygotsky, 
1978) as a means of making the game more engaging 
and adaptive to the users. 

In striving to achieve the ZPD, since learning happens 
when the game is challenging but not too challenging, 
it is important that adapting educational content 
happens in a way that does not disrupt the gaming 
experience. This involves innovative approaches to 
personalising learning challenges and providing 
meta-cognitive support, ensuring that adaptations are 
non-invasive and augmentative rather than 
interruptive. Kickmeier-Rust et al. (2008) further 
highlight the role of micro-adaptivity in assessing 
competencies within games seamlessly, contributing 
to an improved learning and gaming experience 
compared to non-adaptive counterparts.  

Adaptive educational games offer a promising avenue 
for enhancing learning through personalised, 
engaging experiences. The careful integration of 
adaptivity, aimed at bolstering motivation without 
compromising immersion, is pivotal. This approach 
not only enriches the educational potential of games 
but also preserves their intrinsic appeal as engaging 
and immersive entertainment mediums.  

In Cipher, adaptivity is implemented by varying the 
number of Ciphers (spells) on each page, as well as 
adjusting the page's text length and the difficulty level 
of the text. 

3. Cipher – an adaptive game with a 
purpose 

Cipher, an adaptive language learning game, 
epitomizes the fusion of digital innovation and 
pedagogical strategy to enhance engagement and 
efficacy in learning under-resourced languages, 
notably Irish (Xu, 2023). The game focuses on 
engaging learners with tasks that promote incidental 
language learning through gameplay, centred around 
correcting language errors in the guise of magic 
spells. This approach not only makes learning 
interactive but also culturally resonant by embedding 
Irish mythology into the gameplay.  

Acquah and Katz (2020) remarked on the lack of 
focus on cultural competence in the studies they 
reviewed, and recommended more research into 
understanding how digital learning games can be 
used to improve sociocultural outcomes. Attention to 
the 'spirit of the language' is a core feature of the 
Cipher language learning game, with a focus on folk 
tales and mythology which are culturally specific. 

Content creation is carried out in collaboration with 
teachers ensuring that the game's educational 
material is aligned with curriculum standards, further 
enhancing its pedagogical value. 

 

 
Figure 1: A screenshot of Cipher 

Cipher's adaptability, which is also underscored by its 
modular design, showcases its potential for broader 
application across different linguistic contexts. Its 
development journey illustrates the power of 
combining engaging game mechanics with robust 
educational content, making it a model for future 
digital language learning tools. 

4. Co-creation and Ease-of-use 
The development of Cipher underscores the 
importance of a co-creation approach to educational 
game development, as it harnesses the collective 
expertise of a multidisciplinary team in crafting a 
digital game-based language learning resource. This 
collaboration is vital, as aligning the game with 
educational curricula is a critical factor for its 
acceptance and use in schools as highlighted by 
Ward (2007).  

Given the challenges of assembling a comprehensive 
team for under-resourced languages, Cipher's 
development adopted a pragmatic strategy, utilising a 
core team consisting of a game designer, an NLP 
researcher specialising in Irish, a Computer Assisted 
Language Learning (CALL) researcher, and a primary 
school teacher. This team effort was essential in 
ensuring the game's relevance and suitability to 
learners' needs by incorporating curriculum-aligned 
content and simplifying language ensuring enhanced 
accessibility (Ward, 2023). An important advantage of 
this co-creation and curriculum-aligned approach is 
that the game is more suited to the needs of learners 
highlighting the necessity of diverse expertise in 
developing such resources.  

Some enhancements to the Cipher game include the 
selection of texts at the correct level for the learners 
(see section 5) and the use of simpler and shorter 
sentences in the texts.  While these may seem like 
obvious elements, it was essential to have 
confirmation from the teacher that these were 
necessary changes to the game.  This co-creation 
approach, combined with a focus on ease-of-use and 
relevance for students enabled the development of an 
enhanced version of Cipher that would otherwise not 
have been possible. 

5. Text analysis for adaptive learning  
Xia et al (2016) note that while most studies of text 
readability are carried out by native speakers, L2 
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learners can perceive text comprehensibility very 
differently. Therefore a system such as Cipher that 
adapts to the L2 learner's perception of text difficulty 
based on their performance in the game will better 
facilitate language learning.  

In order to provide texts of an appropriate level for 
adaptive learning it is necessary to be able to classify 
texts according to their relative complexity. In relation 
to second language acquisition, Michel (2017) notes 
that language complexity can be defined in a number 
of ways. It can be thought of as  a) developmental 
complexity, i.e. the order in which linguistic structures 
are typically acquired, b) cognitive complexity, the 
subjective difficulty of a language feature from the 
perspective of the learner and c) linguistic complexity, 
i.e. objective complexity of forms, meanings and form-
meaning mappings (Michel, 2017). In this section we 
focus on linguistic complexity and the features that 
can be used to determine the complexity of a text. In 
the literature, a wide variety of measures have been 
used to calculate linguistic complexity using a 
combination of lexical, grammatical and discourse 
features.  

Regarding lexical measures, Lu (2012) describes 
lexical richness as a combination of lexical density 
(ratio of content words to total words), lexical variation 
or diversity (ratio of different words to total words) and 
lexical sophistication (proportion of advanced or 
sophisticated words in a text, using frequency lists or 
specialised word lists). Lexical familiarity/unfamiliarity 
(Collins-Thompson, 2014) is a similar concept to 
lexical sophistication. 

Grammatical complexity can be characterised in 
terms of syntactic variation and sophistication, and 
most measures are based on mean length of 
sentence/utterance or on structural analysis (Lu, 
2010; Vajjala, and Meurers, 2012).  

Discourse measures of text quality include text 
cohesion, discourse relations and entity chaining 
(Pitler & Nenkova, 2008; Feng et al, 2010). Measures 
of discourse complexity that are associated with 
comprehension difficulty include propositional idea 
density (Kintsch & Keenan,1973; Brown et al, 2008). 
A text with greater propositional density is more 
difficult to comprehend than a text with lower 
propositional density. In this measure, predicates 
(e.g. verbs) modifiers (adjectives, adverbs, qualifiers) 
and conjunctions are considered to be indicative of 
propositions.  

5.1 Text Analysis for Irish 
Much of the research to date on text analysis and 
complexity measures has focussed on languages 
such as English (Vajjala & Meurers, 2012) while 
under-resourced languages such as Irish have not 
been researched to the same extent. In this section 
we calculate lexical, grammatical and discourse 

 
1 https://ccea.org.uk/learning-resources/taisce-tuisceana  
2 https://seideansi.ie/ 

measures and investigate their usefulness as 
predictors for ranking and grading Irish texts. Given 
the small amount of pre-graded material available for 
an under-resourced language such as Irish, we 
choose to do a detailed linguistic analysis of the 
available material. This will satisfy our immediate 
need for grading texts for Cipher as well and help to 
generate graded material for machine learning 
methods.  

We calculate lexical density as the ratio of content 
words to total words, lexical diversity includes 
corrected type-token ratio, and for grammatical 
complexity we use average sentence length, following 
findings for Irish in (Ó Meachair, 2019; Uí 
Dhonnchadha et al, 2022).  

As noted in (Pitler and Nenkova, 2008) the vocabulary 
used in a text largely determines its readability, 
therefore we determine lexical sophistication (or 
familiarity) as the percentage of words that are among 
the N most frequent in a range of frequency bands 
using frequency word lists.  

As regards discourse, since we are interested in 
reading comprehension difficulty rather than 
assessing text quality we investigate propositional 
idea density as described in (Brown et al, 2008).  

5.2 Data and Methodology 
We carry out a detailed analysis of pre-graded 
reading materials to develop predictive measures for 
ungraded material, i.e. to grade new stories for use in 
the Cipher game.  

5.2.1 Data selection and preparation 
Two sets of graded materials are used: Taisce 
Tuisceana1 (TT), a collection of Irish reading 
comprehension texts for primary school students and 
Séideán Sí2 (SS) a series of textbooks for Gaeltacht 
and Gaelscoileanna – Irish-medium primary schools 
in Ireland. 

For initial exploration, we use ten samples of fiction 
from Taisce Tuisceana (TT). These texts are graded3 
from A to E with A-C for Key Stage 1 (1st & 2nd class) 
and D-E for Key Stage 2 (3rd and 4th class). For 
increased robustness, we asked 5 Irish speakers to 
rank the texts in order of increasing difficulty based on 
their intuition, and we took the average of these 
ratings. While there was some variation within 
categories, there was very little variation between the 
categories, as shown in Table 1,which provided 
added confidence in the ranking. 

 
 
 
 
 

3 Graded A for 1st & 2nd class, B&C for 3rd and 4th class and 
D&E for 5th and 6th class on www.tairseachcogg.ie/ 
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Taisce 
Tuisceana 

Ca
t. Class  R1 R2 R3 R4 R5 

Ave  
Rank  

StDev
  

A06  A 1st, 2nd 1  1  1  1  1  1.00  0.00  
B22  B 1st, 2nd 3  2  2  2  2  2.20  0.45  
B20  B 1st, 2nd 2  5  4  6  3  4.00  1.58  
C23  C 1st, 2nd 5  3  3  3  6  4.00  1.41  
C08  C 1st, 2nd 4  4  5  5  5  4.60  0.55  

D05  D 3rd, 4th 6  7  6  4  4  5.40  1.34  
D08   D 3rd, 4th 8  6  7  7  7  7.00  0.71  
D21  D 3rd, 4th 7  8  9  9  8  8.20  0.84  
D22  D 3rd, 4th 9  9  8  10  9  9.00  0.71  
E02  E 3rd, 4th 10 10 10 8 10 9.60  0.89  

Table 1: Taise Tuisceana texts and grading 
 

The second dataset Séideán Sí (SS), is larger and 
more comprehensive. It consists of textbooks which 
are pre-graded for primary school students from first 
class (ages 6-7) to sixth class (ages 11-12). From this 
collection we selected 86 samples of fiction, 10% of 
which (8 files) were set aside for testing and the rest 
were used to develop grading measures. 

Stage Class  Age Files  Words  

Keystage 1 (6-
8 years)  

1st Class  7-8  30  5721 

2nd Class  8-9  24  15679 

Keystage 2  
(8-11 years)  

3rd Class  9-10  6  15539 

4th Class   10-11  10  23585 

5th Class  11-12  9  28894 

  6th Class  12-13  7  40793 

TOTAL   86 130211 

Table 2: Séideán Sí texts  
 
The PDF files which were converted to text and 
cleaned, were then part-of-speech (POS) tagged and 
lemmatized using existing tools for Irish (Uí 
Dhonnchadha and Van Genabith, 2006). This rule-
based POS tagger achieved an average accuracy of 
97% on a random selection of eight Séideán Sí texts 
covering all levels. Along with these stories, a 10K 
frequency wordlist was extracted from the fiction part 
(6 million words approx.) of the New Corpus of 
Ireland4 (NCI).  

5.2.2 Calculation of Text Statistics 
Text statistics were obtained for each story using 
Python programs which process each POS-tagged 
file to get the required lexical, grammatical and 
frequency measures.  

For the lexical measures, TTR (type token ratio), WTR 
(word type ratio) and CTTR (corrected type token 
ratio) were calculated by using formulae in (Vajjala & 

Meurers, 2012; Lu, 2012). For the grammatical 
measure, WDSEN (average number of words per 
sentence) was calculated along with various other text 
statistics as shown in Table 3. For word familiarity 
(sophistication) measures, we compared the word 
types in each text with the frequency wordlist and 
calculated the number of words that were within 
frequency ranges 0-100, 100-300, 300-500, 500-
1000, 1000-2000, 2000-3000, 3000-4000, 4000-
5000, 10000+. Each story was labelled based on its 
year group e.g. first class stories were labelled ‘01_’ 
followed by the story name while sixth class stories 
were labelled ‘06_’ followed by the story name. 

Finally, propositional idea density was calculated 
using POS tags for verbs, copula, adjectives, adverbs 
and conjunctions. 
 
Feature Counter 
The first tool calculates text statistics such as number 
of sentences, tokens, types, words, lemmas, longest 
sentence, and POS totals (using the first two 
characters of the PAROLE5 POS tag e.g. Np, Vm, Pp, 
Nv, etc.) and nouns with genitive case. Table 3 gives 
an example of the output from this tool. 
 
Lexical and Grammatical Calculator 
The second tool calculates lexical and grammatical 
measures for the files. These measures were TTR, 
WTR, CTTR and WDSEN. Table 4 gives an example 
of the output from this tool. 

 
Table 4: Output from the Lexical and Grammatical 

calculator tool 
 

Frequency Range Tool 
The third tool calculates the frequency measures for 
each file by using a wordlist of the 10,000 most 
frequently used words in Irish fiction. For every word 
in each file, if the word was within the frequency list, 
the appropriate frequency range was incremented, 
otherwise the 10K+ range was incremented. Table 5 
gives an example of the output from this tool. 

5.3 Results 
Graphs were used to visualise the results. CTTR and 
average sentence length prove to be the most  
predictive measures, showing increasing values for 
first to sixth class texts. Figure 2 shows the range of 
CTTR values for Séideán Sí (SS) files (labels 01 – 
06), and Taisce Tuisceana (TT) files (labels A – E). 
Figure 3 shows the average sentence length for SS 
and TT files. 
 
 

 

 
4 https://corpas.focloir.ie/ 5 https://www.scss.tcd.ie/~uidhonne/parole.htm 
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Table 3: Output from the Feature counter tool 

 

 
Table 5: Output from Frequency tool 

 
 

 
Figure 2: CTTR values for SS, TT texts 

 

 
Figure 3. Average sentence length values for SS 

(01-06) and TT(A-E) files  
 
Figures 4 and 5 show each SS and TT text groups 
and their percent of types in each frequency range 
from 0-100 to 10K+. In this Zipf-like curve the 
proportion of words in the 1-100 frequency range 
appears to be the most useful frequency range for 
predicting text level.  

 
Figure 4: Type/Frequency ranges of SS texts  

 

 
Figure 5: Type/Frequency ranges of TT texts 

 
The graphs show that the measures of CTTR, 
average sentence length and frequency for the pre-
graded texts are behaving as one would expect, with 
an increase from first class texts to sixth class texts.  

In Figure 2 we see that the TT files fall within the range 
of SS 1st to 3rd class (01-03). In Figure 3 the average 
sentence length for TT files fall within the range of 1st 
to 6th class and higher. It is also apparent that higher 
level texts do not always have a greater average 
sentence length, as can be seen from 05 and 06 texts 
as well as B and C texts. This suggests that a 
composite measure is required as there is often a 
trade-off between lexical complexity and grammatical 
complexity (Graesser and McNamara, 2011). 

By plotting the ungraded texts alongside these graded 
texts, we can infer a grading for the texts based on 
where they are in the plots in relation to the SS and 
TT files.  

 

 
Figure 6: CTTR for SS and ungraded Cipher Texts 

(CT) 
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In Figure 6 we show CTTR for six ungraded Cipher 
Texts (CT) in comparison to the SS texts, and in 
Figure 7 we show average sentence length for the 
same six ungraded Cipher Texts (CT) in comparison 
to the SS texts. 

The Cipher texts comprise of two Irish mythology texts 
(CTX12, CTX14), two Dúchas6 Irish folklore texts 
(CTX21, CTX22) and two international fairy tales 
(CTX33, CTX34). 

 

 
Figure 7. Average sentence length values for SS and 

ungraded Cipher Texts (CT) 
 
As we can see from Figures 6 and 7 the mythology 
texts (CTX12, CTX14), fall within the 2nd and 3rd 
class range, the Dúchas texts (CTX21, CTX22) are 
lexically in the 2nd class range but are in the 5th and 
6th range and above in terms of sentence length, 
while the fairy tales are in the 1st and 2nd class 
ranges. These results are as expected. In particular 
the results for the Dúchas texts are interesting, given 
that these texts were written by L1 Irish children in 5th 
6th class in the 1930's in a National Folklore 
Collection project. 

5.3.1 Composite predictive measures 
These visual results are useful, but we need to able 
to automatically assign a grade in the range 1-6 to 
ungraded texts. Predicting the grade level of 
ungraded texts, was carried out in an incremental 
manner. We began with one feature, CTTR. From our 
pre-graded SS texts (Fig. 2), we could estimate value 
ranges for this measure for each age group. For 
example, we could see the majority of the first class 
files had a CTTR value between 1 and 4, so we set 
our first range to be 1 to 4, while range 2 which 
correlated with second class was 4 to 7.6, range 3 for 
third class was 7.6 to 8.6, range 4 for fourth class was 
8.6 to 9.5, range 5 for fifth class was 9.5 to 13.5 and 
range 6 for sixth class was 13.5 plus. With every file, 
the CTTR value was compared with these ranges and 
when a value landed in a particular range, that range 
number (1 to 6) was returned to give the 
CTTRRangeValue. From using this measure alone, 

 
6 National Folklore Collection - Dúchas 
https://www.duchas.ie/en/cbes/stories 

we could see there were multiple outliers in each age 
group that were giving a higher range value than 
expected so to help account for those outliers, the 
WDSEN measures was added.  

The same principles were followed for this measure 
by having different ranges for this measure. With 
these two measures, an average was taken from the 
CTTRRangeValue and WDSENRangeValue to give a 
rounded predicted grade level. The predicted grade 
level was still not overly accurate for all six grade 
levels. Therefore the measure ‘100T’ was added to 
the calculation following the same format and having 
its own range values. This measure calculates the 
percentage of types in a file that are within the first 
one hundred words of our frequent word list. The 
TypeRangeValue was added with the two other range 
values to get an overall average which still was 
unsatisfactory, leading to the addition of the lemma 
type count to the calculation. A set of ranges were set 
for lemma types and the value was added to the 
previous three features.  

Feature Exact match  Within 1 grade 
level 

CTTR 58.76% 31.2% 
+WDSEN 55.29% 36.4% 
+100T’ 59.4% 30.58% 
+Lemma types 60.0% 34.12% 

Table 6 Initial grade prediction results 
 
The average from this had a more satisfactory result 
with 60% of the predictions being exactly right with 
grade level, while 34.1% of the predictions being out 
by one grade level. This is a good result with over 90% 
predictions being within one of the correct grade. See 
Table 6 for details. 

Held out SS Text  Predicted 
Grade  

Actual 
Grade  

IgCéinisigCóngar.txt 5 6 
AnMúinteoirNua.txt 4 3 
Céhiadseo.txt 1 1 
AnNathairagusnaSpléaclaí.txt 3 3 
SinScéalEile.txt 5 5 
MurachanTraenáil.txt 2 2 
SciobAgusAnChuileog.txt 1 1 
AChaitlínMí-abha.txt 3 3 

Table 7 grade predictions for held out SS texts 
 
To test this formula on unseen texts, a random 
selection of 10% held-out SS files were used to check 
accuracy levels, and for these 8 files, 70% of the 
predictions were exactly right with 30% of the 
predictions being out by one grade level. See Table 7 
for details. The predictive grading measure is used to 
assign a grade to the ungraded Cipher texts. These 
results are in keeping with the visual results in Figures 
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5 and 6 and with the team members expectations. 
The Dúchas texts (CTX21, CTX22) are predicted to 
be suitable for 3rd and 4th grade which reflects a 
combination of 2nd grade lexical features and 5th and 
6th grade sentence length. 

These automatic grading results are promising and 
we intend to verify them by carrying out more 
extensive testing on unseen, manually graded texts.  

A limitation of this study is the small sample size. Also 
we limited our study to only fiction texts, therefore it is 
unclear how well the predictions would generalise to 
other types of text. 

6. Conclusion 
The development and implementation of Cipher 
highlights an advancement in digital game-based 
language education, particularly for under-resourced 
languages. Through analysis techniques and a focus 
on adaptivity, Cipher offers a personalised learning 
experience that dynamically adjusts to the learner's 
proficiency level, ensuring that the challenge remains 
within the learner's zone of proximal development. 
The integration of Irish culture and mythology not only 
enhances engagement and motivation but also 
fosters a deeper connection with the language. 
Preliminary findings suggest that such adaptive 
educational games hold promise in transforming 
language learning by making it more engaging, 
effective, and enjoyable. By addressing the unique 
challenges associated with teaching and learning less 
commonly taught languages, Cipher paves the way 
for future research and development in the field of 
digital game-based language learning, and in this 
case has inspired the development of new NLP text 
analysis tools for Irish.  

In a collaborative co-creation model we aim to 
increase player engagement and educational 
effectiveness in Cipher by focusing on enhanced 
adaptivity in response to player progress in the game. 
We also aim to increase engagement by improving 
ease-of-use through more gradual transitions 
between levels and the use of simpler and shorter 
sentences in the texts in the earliest levels.  

This study exemplifies the potential of combining 
gaming technology and CALL research with linguistic 
analysis and cultural content to enrich language 
education, offering valuable insights for educators, 
developers, and researchers who aim to enhance 
language learning outcomes through innovative 
digital solutions. 
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Abstract
This paper presents the creation of Hostomytho, a game with a purpose intended for evaluating the quality of
synthetic biomedical texts through multiple mini-games. Hostomytho was developed entirely using open source
technologies both for internet browser and mobile platforms (IOS & Android). The code and the annotations created
for synthetic clinical cases in French will be made freely available.

Keywords: GWAP, Text Generation, Evaluation, Clinical Texts, Synthetic Texts, French

1. Introduction

One of the most common hurdles in Natural Lan-
guage Processing (NLP) is the lack of specific
resources, whether it be task-specific resources,
domain-specific resources, or both. A major chal-
lenge for clinical NLP is the lack of shared clinical
corpora in languages other than English (Névéol
et al., 2018). One potential approach to address
this problem is to generate new corpora automati-
cally. The generated corpus should share as many
characteristics as possible with the natural corpus,
without simply copying it. Thus, evaluating the qual-
ity of the generated corpus is crucial. In this work,
we generate synthetic clinical texts from real clinical
corpora.

We decided to develop a Game With A Purpose
(GWAP) to help with the evaluation of the synthetic
texts as GWAPs have been proven to be a promis-
ing alternative to traditional human annotation.

In this paper we present Hostomytho, a game
made for manually evaluating synthetic clinical doc-
uments. The game is multi-platform and developed
using open source technologies.

The main contribution of this work is an open
source game platform set-up to collect linguistic
resources to address the following research ques-
tions:

• Can a GWAP be a suitable interface for the
evaluation of text generation?

• Is medical training needed for evaluating clini-
cal text?

• Can high quality annotations be collected for
this complex evaluation task?

2. GWAPs for Language Resources

GWAPs have been used with success for nearly
two decades in NLP (Lafourcade, 2007; Chamber-
lain et al., 2008) to create a wide variety of language
resources, from part-of-speech tags (Madge et al.,
2019) to word-sense labels (Venhuizen et al., 2013).
They proved efficient, even on complex tasks that
require training, like dependency syntax annota-
tions (Guillaume et al., 2016). Moreover, they do
not present the same ethical issues as microwork-
ing crowdsourcing (Fort et al., 2011). To our knowl-
edge, there has been yet no GWAP developed to
validate and annotate specialized synthetic texts.

3. Evaluation of Natural Language
Generation

Natural Language Generation (NLG) is an area
of NLP that has grown in popularity with the ad-
vent of pre-trained large language models. A major
challenge when doing NLG is the evaluation part.
Existing automatic evaluation methods are limited
(Novikova et al., 2017) and new measures are often
put forth to address those limitations (Frisoni et al.,
2022; Pillutla et al., 2021).

It is still accepted that manual evaluation is the
best way to evaluate the quality of automatically
generated text despite the creation of new auto-
matic metrics. However, manual evaluation of text
generation also comes with a number of challenges
(Gehrmann et al., 2023; Celikyilmaz et al., 2021).
Assessing the overall quality of long sequences of
text makes it difficult to maintain consistence dur-
ing evaluation. This is further exacerbated by the
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Figure 1: Mytho-Typo: an error type specification game.

broad definition of the terms used to gauge text
quality (e.g. fluency, coherence) (Howcroft et al.,
2020). Additionally, reviewing long passages of text
can quickly become tedious, even more so when
it comes to clinical documents which may contain
bad outcomes.

4. Evaluating Synthetic Clinical
Documents

4.1. Corpus
The generated texts we use in Hostomytho
come from models trained on French clinical
cases (Hiebel et al., 2023). The training docu-
ments were collected from the CAS corpus (Grabar
et al., 2018) and the French part of the E3C cor-
pus (Magnini et al., 2020), two freely available cor-
pora. An example of a generated clinical case can
be seen in Example (1).

(1) Il s’agissait d’un patient de 50 ans, sans
antécédents pathologiques particuliers, ad-
mis aux urgences pour des douleurs épigas-
triques aiguës associées à une distension
abdominopelvienne évoluant depuis deux
jours. L’examen clinique trouvait un patient
en assez bon état général (Apgar: 10/10).
Le bilan préopératoire objectivait une fonc-

tion rénale normale et la CRP était à 12
mg/l.1

We also added some real clinical cases and some
irrelevant documents in the game in order to con-
trol the quality of the annotations. The irrelevant
document are taken from the corpus Est Républi-
cain (ATILF and CLLE, 2020), a journalistic corpus.
We selected documents with vaguely medical con-
tent. We expect that there will be no annotation
error on the real clinical cases and that irrelevant
texts will be detected as such.

4.2. Grammar, fluency and clinical
coherence

Several types of errors can be found in automati-
cally generated clinical texts. Some of them might
be easy to spot, for example when the text has clear
grammatical or fluency issues.

However, most of the time, recent language mod-
els manage to generate fluent text. Working with
data from a specialized field such as the clinical
domain comes with additional challenges. Medical
knowledge might be required to spot clinical incon-

1Translation into English: The patient is a 50 years old
male admitted to the emergency room with a 2-day history
of acute epigastric pain associated with abdominopelvic
distension. His past medical history was unremarkable
and he was generally in a good state of health (Apgar:
10/10). The preoperative workup showed normal renal
function and CRP was at 12 mg/l.
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sistencies. Those are often due to the combination
of several elements in the text, unproblematic when
taken separately. Looking at example (1), a 50 year
old patient is associated with an Apgar score, a
method intended to evaluate the health of newborn
babies.

Many error typologies exist (Howcroft et al.,
2020). Looking at the generated texts and for sim-
plicity, we identify three main types of error:

• grammatical errors: it can be non-existing
words or ungrammatical constructions;

• fluency errors: the text seems to be a se-
quence of unconnected parts or has repeated
parts;

• clinical inconsistency: the text is grammatical
and fluent, but contains clinically contradictory
evidence.

4.3. Divide and Conquer Approach
As mentioned in Section 4.2, evaluating the quality
of generated text is a complex multidimensional
task. Trying to evaluate a text in detail in one go is
intellectually demanding and can quickly become
tedious and prone to errors.

Bernstein et al. (2015) proposed the "find-fix-
verify" workflow for a writing assistance service
to reduce cost and to ensure annotation quality.
The task is decomposed in three stages involving
different annotators: (i) annotators identify an area
of the text that could be improved, (ii) annotators
propose modifications to improve a previously iden-
tified area and (iii) annotators validate or invalidate
the candidate modifications.

We also decided to decompose the evaluation
process in different tasks, both to ease the mental
burden of players and to have more control over
the different types of annotations.

Hostomytho currently includes two games. The
first game consists in assessing the plausibility of
a given text on a scale of five labels ranging from
highly implausible to very plausible. The player can
select a span of text if an error is present. The
second game exploits the results of the first game.
The player must classify the type of errors that were
annotated. An example can be seen on Figure 1.
The player has to choose between four options
given a text where the annotated error is highlighted.
We’ve kept the number of options low for simplicity.
They are as follows:

• Français: French, for grammatical and fluency
errors;

• Médicale: medical, for medical inconsisten-
cies;

• Pas d’erreur : no errors, when the span of text
was mistakenly annotated as error.

• Autre: others, for errors that do not fall into
other categories.

On the example text of Figure 1, the error high-
lighted is the repetition of the same sentence three
times in the text. This is a fluency error that should
be classified with the label Français (French).

Each game starts with a tutorial that helps the
player understand the current task. At the end of
the tutorial, the player gets to practise on a sample
of texts for which gold standard annotations are
available. This helps us ensure that the player
understood the task well enough before starting
the annotation of new texts.

4.4. Control over Annotation Quality
We plan to control the quality of the annotations in
two different ways. First, we will check agreement
between players on each task by sharing some
samples between players. This will also help us
assess the difficulty of the task.

Second, we assign a neutral reliability score to
every player on account creation (50 on a scale
from 0 to 100). We will occasionally give players
control samples where the correct answer is known
and the reliability score will increase or decrease
depending on the players’ answers on the control
samples.

Annotations given by a player with a high reliabil-
ity score will carry more weight that those given by
a player with a low reliability score.

5. Player types

Players can find satisfaction in different elements
depending on their profile and several player tax-
onomies have been proposed (Bartle, 1996; Ton-
dello et al., 2016). Here’s a brief description of the
four types of players according to Bartle (1996):

• Achievers enjoy accomplishing different things
in the game;

• Explorers enjoy discovering every parts of the
game;

• Socializers enjoy interacting with other players;

• Killers enjoy attacking other players.

We will link the types of players with the game
elements in Section 6.2.

6. Presenting Hostomytho

6.1. The Universe
The task of differentiating between real clinical doc-
uments and synthetic clinical documents is the
main motive for Hostomytho’s universe.
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Figure 2: Main menu with leaderboard on the top right corner of the cork board.

We are casting this as a mystery scenario. In
the game story, criminals have escaped and found
refuge in a hospital. They hide by pretending to be
doctors. The player takes the role of an investigator
mandated to unmask the criminals hidden in the
hospital. The player investigates by analyzing the
clinical documents produced by the hospital and
looking for potential errors. As the player gathers
more clues, the investigation progresses, leading
to the arrest of increasingly tough suspects.

6.2. Game Elements
Game elements in Hostomytho focus on earning
points and progressing the investigation of crimi-
nals. We offer several game mechanics to meet
the needs of different types of players, as identified
in (Bartle, 1996).

6.2.1. Leaderboard and Ranking

The point system represents the player’s overall
progression. Points are acquired by playing the
different mini-games. Players can keep track of
their rank by checking the leaderboard. This en-
courages the players to play more to move up in
the rankings.

In addition to a global leaderboard, we added a
special spot on the main menu for the best inves-
tigators of each month. With a monthly ranking,
players should come back regularly to be on top of
the ladder.

Figure 2 shows the main menu of Hostomytho.
The monthly top three investigators are displayed
in the top right corner of the cork board. Players
having a chance to have their username and avatar
displayed in the main menu for everyone to see
should be motivating to play for more points.

This part of the game focusing on being the best
player should appeal to achievers.

6.2.2. Investigation and Achievements

The player’s main goal in Hostomytho is to arrest
as many criminals as possible. Players can try to
catch the criminal they’re currently tracking at any
time during the game. Each arrest has a certain
chance to succeed depending on the player’s "cer-
tainty". The certainty score can be increased by
completing more tasks. We hope this system will
encourage players to complete more tasks in order
to maximize their chances of success.

The player tracks one criminal at a time. With
each arrest, they move on to the next criminal and
will progressively encounter criminals harder to
catch. We want to give players the feeling that
they’re making progress in the investigation so that
they’ll want to go further.

We also use achievements as a way of motivating
players and rewarding them for playing the game
regularly. Achievements can be obtained by com-
pleting various objectives like arresting criminals
or playing the game for several days in a row. Be-
sides, unlocking achievements increases the rate
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Figure 3: Character customization menu.

at which players earn points, making achievements
not only satisfying but also useful for progression.

Progressing in the investigation and earning
achievements should also appeal to achievers. In
addition, discovering new criminals should appeal
to explorers.

6.2.3. Skins and Customization

In Hostomytho, each player uses an avatar that
represents their investigator. The avatar can be
customized with hair, hats, clothes, and other ac-
cessories. Players will regularly unlock new items
for customization when earning points. Figure 3
shows an example of the character customization
menu (with some items already unlocked). Play-
ers may find satisfaction in personalizing their own
investigator’s avatar with the different items they
unlocked. Some items are less common than oth-
ers and discovering new ways of customizing the
avatar might excite the curiosity of players.

Collecting customization elements should appeal
to explorers.

6.2.4. Covering All Player Profiles

At the time of writing, the game elements of Hos-
tomytho are primarily aimed at achievers and ex-
plorers. We plan to add game elements that will
meet the needs of the other types of players.

For the socializers, we plan to add a friend sys-
tem so that players can compare their scores with
those of their friends. In addition, players will be
able to group in companies of investigators and
work together to place their company at the top of
the company leaderboard. Finally for the killers,

who like to attack other players, we plan to add the
possibility of playing the role of a criminal. In this
role, the player will be able to select a generated
(fake) text from several generated texts. The se-
lected text is then presented to an investigator. If the
investigator finds no error in the text, the criminal
will have succeeded in deceiving the investigator
and will earn points.

7. Conclusion and Future Work

Hostomytho development is already well under-
way. At the time of writing, two mini-games are
already available and the game is being tested
for bugs and feedback. We are planning to add
more games to obtain different annotations, which
should be facilitated by the reliable base we already
have. New games should include negation detec-
tion, hypothesis detection and condition detection.
These annotations could help improve existing in-
formation extraction tools in the clinical domain by
providing a more detailed representation of the clin-
ical case. The code for Hostomytho is completely
open-source and will be made available when the
game is stable.

We plan to annotate two sets of generated texts.
The first set will be generated with models trained
on the freely available corpora or clinical cases in
French CAS and E3C. For the second set, we plan
to train the models on non-shareable medical re-
ports in French. We will wait for the committee’s
approval to add the texts to the game. The annota-
tions of the texts generated from the freely available
corpora will also be freely available. We will also
wait for the committee’s approval to share the anno-
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tations on the second set of texts, generated from
the private data.
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Abstract
This paper explores a novel automated method to produce AI-generated images for a text-labelling gamified task.
By leveraging the in-context learning capabilities of GPT-4, we automate the optimisation of text-to-image prompts
to align with the text being labelled in the part-of-speech tagging task. As an initial evaluation, we compare the
optimised prompts to the original sentences based on imageability and concreteness scores. Our results revealed
that optimised prompts had significantly higher imageability and concreteness scores. Moreover, to evaluate
text-to-image outputs, we generate images using Stable Diffusion XL based on the two prompt types, optimised
prompts and the original sentences. Using the automated LIAON-Aesthetic predictor model, we assigned aesthetic
scores for the generated images. This resulted in the outputs using optimised prompts scoring significantly higher in
predicted aesthetics than those using original sentences as prompts. Our preliminary findings suggest that this
methodology provides significantly more aesthetic text-to-image outputs than using the original sentence as a prompt.
While the initial results are promising, the text labelling task and AI-generated images presented in this paper have
yet to undergo human evaluation.

Keywords: Games-with-a-Purpose, Prompt engineering, Generative AI

1. Introduction

Games-with-a-Purpose (GWAPs) for Natural Lan-
guage Processing face the challenge of engaging
players, primarily due to the lack of visuals, un-
like their image-labelling counterparts (Lafourcade
et al., 2015). Efforts to integrate visuals in GWAPs
for NLP have been achieved by developing themes
and designing virtual worlds. Nonetheless, while
these visuals can be aesthetically appealing, they
often fail to support the text being labelled directly.
This challenge stems from the resource-intensive
nature of creating relevant visuals to accompany
each text that requires labelling. To address the
lack of contextually relevant visuals in text-labelling
GWAPs, we propose a novel approach that uses
GPT-4’s in-context learning capability to automate
AI image generation for text-labelling games. This
method included an exploratory approach to select-
ing a set of in-context tasks to generate an opti-
mised prompt based on our part-of-speech tagging
task’s word and sentence pairs.

In this preliminary study, we evaluated both the
optimised prompts and AI-generated images. To
assess the optimised prompts, we measured both
the average imageability and concreteness scores,
comparing them with the original sentences. We
then generated images using Stable Diffusion XL,
the latest version of Stable Diffusion (Rombach
et al., 2022), using both optimised prompts and
the original sentences. Subsequently, the text-
to-image outputs were evaluated using the latest
version of the LAION-Aesthetics predictor model
(Schuhmann et al., 2022) and assigned aesthetic

scores for each generated image. After collecting
all scores, we conducted a correlation analysis to
compare imageability and concreteness with pre-
dicted aesthetic scores.

Based on previous work, we hypothesised that:

• H1 Optimised text-to-image prompts will have
higher imageability and concreteness scores
compared to the original sentences.

• H2 Text-to-image outputs of optimised prompts
will receive higher predicted aesthetic scores
than those generated from original sentences.

• H3 The higher the imageability and concrete-
ness scores of a prompt, the higher the aes-
thetic score of the text-to-image output.

The main findings of our preliminary study in-
clude:

• The design of a gamified text labelling task that
features contextually relevant AI-generated im-
ages.

• A description of the iterative process we em-
ployed to produce the AI-generated images.

• A quantitative evaluation for both optimised
prompts and their text-to-image outputs.

Finally, the main advantage of applying this
method is the ability to generate context-relevant
images for a text labelling task by utilising LLM’s
in-context learning abilities. This approach is read-
ily accessible, as it requires designers to iteratively
develop a set of instructions for the LLM without
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using additional models to reach a desired output.
Following this preliminary study, we aim to conduct
future studies on how these images impact user
engagement in the gamified text labelling task in-
troduced in this paper.

2. Related Work

2.1. Games-with-a-Purpose for NLP
It has been suggested that the inherent nature
of the task being text-based is the reason these
GWAPs are not as successful (Lafourcade et al.,
2015). Visuals are an essential aspect to consider
when designing games. For that reason, GWAPs in
this domain have found ways to incorporate visuals
into their games despite the in-game tasks being
mainly text-focused. Previously, several GWAPs
have acknowledged and explored using images
as a proxy, retrieving them from existing sources
to support annotation (Jurgens and Navigli, 2014;
Vannella et al., 2014). Moreover, GWAPs for NLP
frequently applied various thematic elements to im-
prove the visuals, such as in Phrase Detectives
(Chamberlain et al., 2008), WordClicker (Madge
et al., 2019), and Wormingo (Kicikoglu et al., 2019).
More recently, designers of GWAPs for NLP ex-
plored ways of incorporating text-labelling tasks
into virtual worlds, such as LingoTowns (Madge
et al., 2022), High School Superhero (Bonetti and
Tonelli, 2020) and Stroll-with-a-Scroll (Aliady et al.,
2022), creating a more visually appealing expe-
rience. While these are interesting approaches
to enhance the visual appeal of these games, we
would like to explore the use of generative AI in a
GWAP for NLP. This novel approach will allow us to
generate visuals directly corresponding to the text
being labelled.

2.2. Co-designing with Generative AI
With the recent rise of generative AI models, many
researchers have begun exploring how to use them
as tools to support creativity (Liu et al., 2022). Gen-
erative AI models can generate text (e.g., GPT-
3 (Brown et al., 2020), PaLM (Chowdhery et al.,
2022), LLaMA (Touvron et al., 2023)), images
(e.g., Stable Diffusion (Rombach et al., 2022), Mid-
journey1, DALL-E (Ramesh et al., 2021), music
(e.g., MusicGen (Copet et al., 2024)), video (e.g.,
VideoGen (Li et al., 2023)). This range of creative
capabilities allows generative AI models to assist
in design and content creation (Antony and Huang,
2023). Due to the extensive domain knowledge that
LLMs possess, they can be suitable for tasks that
require knowledge in different fields and domains.
This makes using LLMs ideal for designing visuals

1https://www.midjourney.com/

for GWAPs for NLP, as these games use a wide
range of corpora covering various topics.

2.3. Text-to-Image Generation
Text-to-image generation has evolved significantly,
starting with Generative Adversarial Networks
(GANs) and advancing to Conditional GANs. Within
recent years, the development of diffusion models
has further increased the popularity of text-to-image
models, as evidenced by the widespread use of
DALL-E (Ramesh et al., 2021), Midjourney and Sta-
ble Diffusion (Rombach et al., 2022). With this in-
crease in popularity, the application of text-to-image
models is expanding, particularly in the domain of
game design (Deckers et al., 2023). Nevertheless,
while this technology offers an accessible and cost-
effective way to create game assets, producing
quality text-to-image outputs can be challenging.
This is due to text-to-image models’ output quality
greatly depending on the prompt used to gener-
ate an image. This has led many researchers (Liu
and Chilton, 2022; Oppenlaender, 2023a) to inves-
tigate how to craft better prompts for text-to-image
generative models.

2.4. Prompt Engineering
Following the popularity of large language mod-
els, a novel paradigm of human-AI interaction has
emerged, known as prompt engineering (Brown
et al., 2020). This practice has evolved into a
form of art (Oppenlaender, 2022; Reynolds and Mc-
Donell, 2021), where prompt engineers creatively
craft a set of instructions in order to achieve a
desired output from an LLM. This practice first
emerged in the field of NLP, and its usage was
extended to text-to-image models. Prompt engi-
neering follows an iterative cycle where prompts
are modified and refined after every output until the
desired results are reached. This process of man-
ually generating prompts can be laborious. This
is especially true when tasked with producing suit-
able text-to-image prompts that generate images
which support the text in a text labelling task. Thus,
a more efficient process of prompt engineering is
required.

2.5. Prompt Optimisation
Different tools and models have been developed
to assist in generating prompts to ease the pro-
cess of prompt engineering. Prompt optimisation
can be a partially manual or a completely auto-
mated process. Some methods opting for more
of an exploratory approach to prompt optimisation
include tools like Promptify (Brade et al., 2023) and
Opal (Liu et al., 2022). Both tools use LLMs to
guide users into producing improved text-to-image
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prompts. Current models that automate prompt op-
timisation for text-to-image prompts include Beauti-
fulPrompt (Cao et al., 2023), Promptist (Hao et al.,
2023). These models apply various automated
scoring systems in their prompt optimisation mod-
els to improve prompts. These scoring systems
include CLIPscore (Hessel et al., 2022), LAION-
Aesthetic predictor (Schuhmann et al., 2022), and
PickScore (Kirstain et al., 2023). Recently, LLM-
score (Lu et al., 2023) was developed to evaluate
text-to-image output using LLMs, focusing on the
composition of the generated images. Another ex-
ample of the use of LLMs in prompt optimisation
is LLM-grounded diffusion (Lian et al., 2023). This
method uses LLMs to represent objects in complex
prompts, accurately enhancing the generated im-
age. Another method to optimise prompts using
LLMs is through the use of their in-context learning
capabilities. This approach has been previously
explored to enhance the representation of Arabic
culture in generated images using LLMs’ domain
knowledge (Elsharif et al., 2023). Setting in-context
learning instructions is a simple and easily accessi-
ble approach to optimising prompts, only requiring
the design of a set of tasks for an LLM to follow.
This is why we selected this approach to optimise
the text-to-image prompts for our task.

2.6. Evaluating Text-to-Image Prompts
and Outputs

The images generated by text-to-image models can
be evaluated across various aspects such as text-
image alignment (e.g. CLIPscore (Hessel et al.,
2022)), aesthetics (e.g. LAION-Aesthetic predictor
(Schuhmann et al., 2022)), quality (Salimans et al.,
2016) and bias (Bianchi et al., 2023). The LAION-
Aesthetic predictor (Schuhmann et al., 2022) was
used to evaluate aesthetics in several prompt opti-
misation models mentioned earlier, such as Promp-
tist (Hao et al., 2023) and BeautifulPrompt (Cao
et al., 2023). The same aesthetic measure was
used to evaluate and compare a selection of text-
to-image models (Lee et al., 2023). Furthermore,
text-to-image prompts necessitate the use of visual
language (Qiao et al., 2022), making it compelling
to evaluate both the imageability and concreteness
of a prompt.

3. Design

3.1. Interface of the Gamified Text
Labelling Task

We developed our gamified text labelling task as
an HTML5/Typescript web application using Angu-
lar, focusing on labelling nouns, proper nouns, and
pronouns (Figure 1). To keep the game simple

and maintain user focus on the labelling task, we
implemented simple mechanics. Users initiate la-
belling by clicking on glowing buttons representing
words that require labelling. Upon selection, the
sentence containing the word is highlighted, and
an AI-generated image relevant to the text appears
above, accompanied by a bottom sheet displaying
part-of-speech tags in different colours: blue for
pronouns, green for nouns, and purple for proper
nouns (Figure 2). Correctly labelled words change
colour to match their part-of-speech tag, while in-
correct choices turn the word grey. The interface fa-
cilitates seamless navigation to subsequent words,
allowing users to label all words efficiently. Addition-
ally, navigation buttons are present to allow users
to move between words and progress to the next
task. The interface also features a progress bar at
the top, displaying the number of words left to label
alongside the document’s title, ensuring users can
easily track their progress.

Figure 1: The interface of the gamified text labelling
task.

Figure 2: The bottom sheet is displayed after a user
selects a word.

3.2. Corpus
We selected six documents from the GUM corpus
(Zeldes, 2017), a sizeable open-source multilayer
corpus labelled and annotated by experts. The
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same corpus was previously used to evaluate accu-
racy in a GWAP for NLP (i.e. WordClicker (Madge
et al., 2019)). The selected documents included a
mix of fiction and non-fiction texts, offering a diverse
sample for analysis. For each document, 30 words
were randomly selected, focusing exclusively on
pronouns, nouns, and proper nouns. This resulted
in a total of 180 words, with an even distribution of
60 words per part-of-speech category.

4. Generation Methodology

This section covers the generation methodology of
both the optimised prompts and the AI-generated
images.

4.1. Automating AI Image Generation
We followed a two-step process to automate the
generation of AI images for our text labelling task.
The first step involved optimising prompts based
on the original sentences from the corpus. Once
complete, the second step was to generate images
from the optimised prompts.

4.1.1. Optimising Prompts using GPT-4

To automate the prompt optimisation process, we
developed a Python script that iterates over each
word and sentence pair in the documents men-
tioned earlier in Section 3.2. Utilising the GPT-4
model via the OpenAI API, we instructed the model
to generate prompts based on a series of in-context
learning tasks. The temperature of the model was
set to 0 to ensure that the model’s output remains
deterministic. Before deciding on the final set of
in-context learning tasks, we explored multiple sets
of instructions through trial and error. This was
done by qualitatively evaluating the final outputs
of text-to-image that were generated using GPT-
4 optimised prompts until the desired output was
reached. We initially focused on improving subject
coherency by ensuring that the subject was being
represented accurately based on the context of the
sentence in the document. Following our first set of
results, we realised that the setting of that subject
was also essential to include in the set of in-context
tasks in order to capture the context entirely.

This exploration led us to decide on three tasks
for GPT-4 to complete (see Appendix A for the com-
plete set of instructions used). Firstly, the model
was tasked with identifying the subject being re-
ferred to from the given word based on the context
of the sentence in the document. Secondly, we
asked the model to describe the setting of the sub-
ject identified. Finally, based on the identified sub-
ject and setting, GPT-4 generated a text-to-image
prompt. The model was instructed to keep the

prompt one sentence long, focusing on visual el-
ements while avoiding overly complex language.
Using this method, we ended up with a total of
180 optimised prompts. To evaluate the optimised
prompt, we had two prompt types:

• Original Sentence: As a control measure, im-
ages were generated using unaltered sen-
tences from the documents.

• Optimised Prompt: These prompts were gen-
erated using GPT-4 by utilising the in-context
learning instructions mentioned above.

4.1.2. Generating Images with Stable
Diffusion XL

Each 1080 x 1080 pixels image was generated
on either a remote A100 or V100 GPU using the
default settings of Stable Diffusion XL (SDXL) 1.0
base model 2 and then refined through the refiner3.
The refiner uses an img2img approach to improve
the image quality. Images were all generated using
the same seed 1040 to remain consistent. This
resulted in a total of 360 images generated based
on two prompt types—optimised prompts and orig-
inal sentences, with 180 images for each type. It
is important to note that for the original sentence
prompt type, selecting a word from the same sen-
tence could generate duplicate images.

5. Evaluation Methodology

This section explains the evaluation metrics used to
measure the concreteness and imageability scores
for the prompt types and the aesthetics score used
to evaluate the text-to-image outputs.

5.1. Concreteness
We calculated the average concreteness score of
the two prompt types based on the sum of all
words’ concreteness ratings from the Brysbaert
et al. (2014) database divided by the number of
words in the sentence to get the average concrete-
ness score. Words not found in the vocabulary
were assigned a score of 0.

5.2. Imageability
We calculated the average imageability score of the
two prompt types based on the sum of all words’
imageability ratings from the MRC database (Colt-
heart, 1981) divided by the number of words in
the sentence to get the average imageability score.

2https://huggingface.co/stabilityai/
stable-diffusion-xl-base-1.0

3https://huggingface.co/stabilityai/
stable-diffusion-xl-refiner-1.0
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Words not found in the vocabulary were assigned
a score of 0.

5.3. Aesthetics
To evaluate the aesthetic appeal of the text-to-
image outputs, we utilise the latest version 4 of
the LAION-Aesthetic predictor (Schuhmann et al.,
2022) which is an automated method for evaluating
the aesthetics of AI-generated images. The predic-
tor, trained with human ratings from the Aesthetic
Visual Analysis dataset (Murray et al., 2012), pre-
dicts the aesthetic scores for images on a scale
from 1 to 10.

6. Results and Discussion

In this section, we explore the implications of our
findings and discuss how they align with our hy-
potheses.

• H1 GPT-4 optimised text-to-image prompts
will have higher imageability and concreteness
scores compared to the original sentences

Our results support our first hypothesis, as im-
ageability and concreteness scores were signifi-
cantly higher in the optimised prompts. Image-
ability results from a one-tailed independent sam-
ple t-test revealed that GPT-4 optimised prompts
(M = 365.90, SD = 36.42) scored significantly
higher in imageability compared to original sen-
tences (M = 348.65, SD = 35.0), t(358) = 4.576,
p < .001, Cohen’s d = 0.482 (shown in Figure 3).
This demonstrates that GPT-4 optimised prompts
are significantly more imageable than original sen-
tences, with a moderate effect size.

Figure 3: Comparison of imageability scores.

Concreteness results from a one-tailed indepen-
dent sample t-test showed that GPT-4 optimised
prompts (M = 2.75, SD = 0.30) were perceived to
have higher concreteness than original sentences

4https://github.com/
christophschuhmann/improved-aesthetic-predictor

(M = 2.65, SD = 0.31), t(358) = 3.129, p < .001,
Cohen’s d = 0.330. This indicates a significant
difference in concreteness, favouring GPT-4 opti-
mised prompts over original sentences, with a small
to moderate effect size (shown in Figure 4).

Figure 4: Comparison of concreteness scores.

• H2 Text-to-image outputs of the GPT-4 opti-
mised prompts will have a higher predicted
aesthetic scores than the outputs using the
original sentences as prompts

Our results support our second hypothesis, as pre-
dicted aesthetic scores were significantly higher
in the optimised prompts. We evaluated our pre-
dicted aesthetics results from a one-tailed indepen-
dent sample t-test indicated that GPT-4 optimised
prompts (M = 6.29, SD = 0.42) were rated signifi-
cantly higher in predicted aesthetics than original
sentences (M = 6.07, SD = 0.45), t(358) = 4.593,
p < .001, Cohen’s d = 0.484. This supports our
hypothesis, suggesting a moderate effect size and
a significant difference in predicted aesthetics in
favour of GPT-4 optimised prompts (shown in Fig-
ure 5).

Figure 5: Comparison of predicted aesthetic
scores.

• H3 The higher the imageability and concrete-
ness scores of a prompt, the higher the aes-
thetic score of the text-to-image output.

25



Our findings do not support our third hypothe-
sis. Our examination of the relationship between
concreteness, imageability and aesthetic scores
via Pearson’s correlation provided the following in-
sights:

• For concreteness and aesthetics, we found a
correlation of −0.127 with a p-value of 0.090,
suggesting a weak, negative relationship that
was not statistically significant.

• For imageability and aesthetics, we found a
correlation of −0.141 with a p-value of 0.058,
suggesting a weak, negative relationship that
approached but did not reach statistical signifi-
cance.

These results suggest a nuanced relationship
between the imageability and concreteness of
prompts and the predicted aesthetics of the gener-
ated images, meriting further investigation.

Furthermore, by qualitatively observing the re-
sults, we identified apparent differences between
the text-to-image outputs generated from optimised
prompts versus those from original sentences as
prompts (see Appendix B for examples). Optimised
prompts, through more descriptive language, con-
sistently resulted in images with vivid colours and
detailed compositions. In contrast, images from
original sentence prompts often appeared less vi-
brant and more generic.

The use of GPT-4 to optimise prompts ensures
the model more accurately understands the subject
or term, effectively improving the ambiguous lan-
guage found in some original sentences. This led to
a noticeable enhancement in the relevance and ac-
curacy of the generated images, addressing issues
such as misrepresentation of subjects or settings.
These qualitative observations underline that opti-
mised prompts facilitate more accurate and coher-
ent subject representation in text-to-image outputs
compared to original sentences as prompts.

7. Limitations and Future Work

Some of the limitations of our study include focus-
ing on only two generative AI models: GPT-4 and
Stable Diffusion XL. We did not extend our investi-
gation to other text-to-image models, like DALL-E
and Midjourney. Expanding evaluation to other text-
to-image models may be necessary, as each model
excels in specific areas (Lee et al., 2023). Further-
more, the text-to-image outputs from our study may
carry inherent biases, including social and gender
biases, as mentioned by Cho et al. (2023). This
highlights the need for careful consideration when
selecting AI-generated images. Our analysis of
text-to-image output was constrained by using a sin-
gle seed for generating images, limiting our output

diversity. Future studies could benefit from generat-
ing and evaluating multiple images using different
seeds. Tools like PickScore (Kirstain et al., 2023)
might be employed to identify the image preferred
by users automatically. It is crucial to acknowledge
that automated scoring models inherit biases based
on their training data. This holds particularly true for
subjective tasks such as aesthetics rating. There-
fore, biases may be present in the LAION-Aesthetic
predictor (Schuhmann et al., 2022), attributable to
the subjective nature of aesthetics rating.

Our analysis primarily evaluated optimised
prompts against original sentences based on their
imageability, concreteness, and predicted aesthetic
scores. However, we have yet to compare these AI-
generated prompts with user-created ones or fully
examine the impact of style modifiers on the AI-
generated images, which are known to significantly
improve subject coherence (Liu and Chilton, 2022;
Oppenlaender, 2023b). Furthermore, to fully grasp
the effectiveness of AI-generated images, conduct-
ing human evaluations is essential. Extending from
this preliminary study, our future work will inves-
tigate whether AI-generated images can improve
user engagement in a text labelling task.

8. Conclusion

Creating visual content for GWAPs for NLP can
be time-consuming and costly, undermining the
primary objective of these games. Our paper lever-
ages GPT-4, a large language model, to streamline
text-to-image prompt optimisation, introducing an
automated approach for generating contextually
relevant visual content for text labelling games.
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A. Appendix A. The set of in-context
learning instructions used

These are the set of in-context learning instructions
used for this study. We provided the model with
contextual information (document, sentence and
word) and a list of tasks to complete.

In-context learning instructions for GPT-4

1. Document: {document}
2. Sentence: {sentence}
3. Word: {word}
4. Task:

a. Identify the subject being referred to from the given word. The subject can be a character,
object, or concept, based on the context of the sentence in the document.

b. Describe the setting of the given subject. This should include the physical environment as
well as any relevant mood or temporal aspects.

c. Create a text-to-image prompt that best represents the identified subject and setting. The
prompt should be concise yet descriptive, capturing the essence of the sentence or keyword. It
should focus on visual elements while avoiding overly complex language. If the sentence is not
directly visual, suggest a symbolic or metaphorical representation. This prompt should be one
sentence long.
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B. Appendix B. Comparison of
text-to-image outputs based on

prompt types

A qualitative comparison of text-to-image outputs
based on prompt types shows how the model fails
to present the subjects coherently if the context
is not provided. For example, in the Athens doc-
ument, the optimised prompt, offering more de-
scriptive language, resulted in an image with vivid
colours and detailed composition featuring a histor-
ical landmark, unlike the original sentence prompt,
which produced a dull image of a generic street
with old buildings. GPT-4’s improvement of am-
biguous language is evident in the two following
examples. In the Lunre document, "he" mistak-
enly prompted an image of an animal instead of a
man. Additionally, in The Time Machine document,
the model incorrectly associated "saddle" with a
horse rather than a time machine due to lack of
context. Another issue observed with some origi-
nal sentence prompts was the misrepresentation
of subjects’ settings. For instance, in the Single-Bit
Error document, the text-to-image model did not
accurately depict the intended church setting.
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Abstract

The chess domain is well-suited for creating an artificial intelligence (AI) system that mimics real-world challenges, in-
cluding decision-making. Throughout the years, minimal attention has been paid to investigating insights derived from
unstructured chess data sources. In this study, we examine the complicated relationships between multiple referenced
moves in a chess-teaching textbook, and propose a novel method designed to encapsulate chess knowledge derived
from move-action phrases. This study investigates the feasibility of using a modified sentiment analysis method as a
means for evaluating chess moves based on text. Our proposed Aspect-Based Sentiment Analysis (ABSA) method
represents an advancement in evaluating the sentiment associated with referenced chess moves. By extracting
insights from move-action phrases, our approach aims to provide a more fine-grained and contextually aware ‘chess
move’-based sentiment classification. Through empirical experiments and analysis, we evaluate the performance of
our fine-tuned ABSA model, presenting results that confirm the efficiency of our approach in advancing aspect-based
sentiment classification within the chess domain. This research contributes to the area of game-playing by ma-
chines and shows the practical applicability of leveraging NLP techniques to understand the context of strategic games.

Keywords: Natural Language Processing, Chess, Aspect-based Sentiment Analysis (ABSA), Chess Move
Evaluation

1. Introduction

Over the years, chess has long served as a testbed
for evaluating the performance of various algo-
rithms (Toshniwal et al., 2022). One example is
AlphaZero, which demonstrates the use of chess
as a benchmark to evaluate the algorithmic per-
formance of a self-learning algorithm (Silver et al.,
2018). Most notably in recent years, artificial intelli-
gence (AI) has been leveraged in the chess domain.
For example, sentiment analysis has been used
to evaluate chess moves based on commentaries
(Kamlish et al., 2019). Another example is predict-
ing the next chess move based on patterns learnt
from game databases, i.e., structured data (Noever
et al., 2020). These efforts highlight the benefits of
applying AI to analyse moves in chess, a domain
that has often been used to simulate real-world
decision-making.

However, chess knowledge and strategies ex-
plained in free text has been under-explored, where
limited research has investigated the ability and
usefulness of evaluating chess moves expressed
in unstructured data. Recently, a novel dataset,
LEAP, was introduced (Alrdahi and Batista-Navarro,
2023). It was derived from chess textbooks and in-
cludes structured (chess move notations and board
states) and unstructured data (textual descriptions),
aimed at teaching models about chess strategies
by analysing descriptions of grandmaster games
using sentence-level sentiment analysis. Drawing
inspiration from the LEAP dataset, this work investi-
gates the performance of a modified aspect-based
sentiment classification method on new datasets—

annotated at a finer-grained level—that were cre-
ated to evaluate chess moves referenced in free
text. We show that embracing the semantics of
the chess domain to evaluate a move (i.e., the as-
pect) expressed in move-action phrases is a promis-
ing approach. This finer-grained analysis provides
more detailed insight into the opinions expressed
about the moves, contributing to a more compre-
hensive understanding of sentiments within the
chess context, especially in multiple-aspect scenar-
ios. We compared the performance of the proposed
approach with an Aspect-Based Sentiment Analy-
sis (ABSA) baseline approach and show that adopt-
ing a context-rich model with move-action phrase
representations improves the results of sentiment
analysis models. The contributions of this study
are as follows:

• Creating a dataset from a chess-teaching text-
book with fine-grained annotations. These in-
clude annotations of text spans pertaining to
chess moves, players and predicates (verbs).
The verbs are used to describe the actions and
strategies involved in playing chess moves. Im-
portantly, the sentiment expressed towards a
given move is also annotated.

• Modifying the standard definition of ‘aspect’
in a traditional ABSA approach by consider-
ing a player-predicate-move triple as an as-
pect. Adopting this definition, we designed a
new ABSA method as a function for evaluating
moves, which is the first attempt at exploring
such an approach in the chess domain.
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• Training a RoBERTa model (Liu et al., 2019)
on the new task and evaluating its ability to
choose strategic moves by using the ABSA
evaluation function. Our modified method
boosts model performance results on our
datasets.

• Using empirical evaluation to measure the reli-
ability of our proposed method against Stock-
fish, a powerful search-based chess engine
and tool for evaluating chess moves.

2. Related Work

Learning algorithms for playing chess have thus
far overlooked the potential of obtaining knowledge
from chess-teaching textbooks. Instead, knowl-
edge is typically obtained from databases of chess
moves, such as in the case of DeepChess (David
et al., 2016). Such approaches are reliant on large,
curated structured datasets capturing the knowl-
edge of experts (Schaigorodsky, 2016), the produc-
tion of which is often laborious and time-consuming
and lacks explainability of the decision-making pro-
cess in relation to the move. AlphaZero, the board-
based reinforcement learning algorithm, achieved
remarkable results in both Chess and Shogi without
relying on extensive domain knowledge beyond the
fundamental rules of the games (Silver et al., 2018).
However, this type of algorithm lacks human intu-
ition or understanding of the game beyond what
it learns through self-play. This can sometimes
lead to unconventional strategies or a lack of under-
standing of traditionally accepted strategies in these
games. Additionally, the resources required for
the kind of intensive training that AlphaZero under-
goes are computationally demanding and expen-
sive, which limits its accessibility (Nechepurenko
et al., 2020).

Recent advances in natural language process-
ing (NLP) such as the development of contextual
embeddings and transformer architectures have
boosted the performance of NLP-based models in
many domains and tasks (Vaswani et al., 2017; De-
vlin et al., 2019). This has provided opportunities
to explore approaches that deviate from traditional
ones that rely on chess engines, which require
extensive game state analysis to evaluate moves.
For instance, a large language model (LLM) was
trained on 10 million games annotated with action-
value pairs from the Stockfish engine (Ruoss et al.,
2024). The effectiveness of the LLM was evaluated
on the basis of its ability to select the move with
the highest value for any given position. The au-
thors claimed that this model has the potential of
achieving grandmaster-level chess-playing, without
relying on explicit search algorithms, by predicting
action-values directly from board states. However,
this approach still lacks explainability as it does not

require the LLM to provide any context. Instead, the
model was aimed at mimicking the game-playing
capabilities of Stockfish, which relies on search
algorithms.

Nevertheless, various studies have shown that
using context expressed in natural language as
an alternative approach to overcome the above-
mentioned limitations has improved the perfor-
mance of AI systems. Previous work focussed
mainly on extracting actions from sentences with
short, direct instructions using a model with long
short-term memory recurrent neural networks
(LSTM-RNNs) (Mei et al., 2016). However, such
an approach does not have the ability to evaluate
the outcome of the action, as it is applied to direct
instructions only.

Traditional sentiment analysis has been one of
the few first attempts at applying NLP techniques to
evaluate chess moves. SentiMate (Kamlish et al.,
2019) presented an approach to chess move eval-
uation using NLP, where the model employs clas-
sifiers to determine move quality from commen-
tary datasets, and a convolutional neural network
(CNN)-based sentiment analysis model trained on
chess commentaries. Although this method sug-
gests the potential of NLP in improving decision-
making processes as part of game strategies, it,
however, offers limited insights when applied to ex-
tensive texts such those in chess textbooks. Chess
commentaries typically focus on specific moves in
given board states, while textbooks cover a range
of moves. Standard sentence-level sentiment anal-
ysis methods are limited in that they capture senti-
ments towards individual moves only, without con-
sidering possible subsequent moves, thus limiting
their capability as an evaluation function.

Recent research has shifted to fine-tuning gener-
ative LLMs on extensive chess game data for move
recommendation, such as the study by Noever et al.
(2020). Their work demonstrates that GPT-2 can
learn complex game play, where the model suc-
cessfully learnt to generate plausible chess moves
and strategies without direct intervention or heuris-
tic guidance. Nevertheless, while the proposed
approach achieved over 90% accuracy in gener-
ating legal chess moves and reproducing classic
chess openings, it neglects detailed knowledge of
the textual content and lacks explanatory depth
for specific move choices. Furthermore, the use
of the GPT-2 model as an alternative method for
search-based algorithms has not yet answered the
question of whether the model genuinely compre-
hends the game or merely replicates move patterns
effectively. The more recent study in by DeLeo
and Guven (2022) offers a fresh perspective on
the use of language models to understand and
learn complex strategic games such as chess. The
study focussed on the ability of the BERT model to
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interpret chess positions of the board states and
moves encoded in the Forsyth–Edwards Notation
(FEN) format, analysing its effectiveness in play-
ing against advanced chess engines like Stockfish.
The BERT model exhibited its capability to main-
tain game-play against Stockfish for an extended
number of moves and demonstrated substantial
move accuracy, especially in the game’s opening
stages. However, the same limitation observed in
other previous work remains, in that the model’s
proficiency in understanding deeper strategic ele-
ments of chess that go beyond the generation of
valid moves, remains uncertain.

3. ABSA for Chess Move Evaluation

This section describes the motivation for using
an Aspect-based Sentiment Analysis (ABSA) ap-
proach in evaluating chess moves described in free
text. ABSA is considered to be a fundamental NLP
task due to it being able to deliver more targeted
sentiment insights, critical for a range of applica-
tions, including market analysis and social media
monitoring (Pontiki et al., 2016; Zhang et al., 2022).
Recognised as a means for Information Extrac-
tion (IE) applied to various decision-making sce-
narios (Pontiki et al., 2014; Phan et al., 2021; Sun
et al., 2020; Reynard and Shirgaokar, 2019), this
approach lends itself well to the analysis of strate-
gic chess moves in a teaching context, particularly
to determine the suitability of a move in the context
of a given board state. Here, ABSA evaluates the
moves, labelling them as ‘go-to’, ‘avoid’, or ‘neutral’.

Meanwhile, the LEAP corpus highlighted the
challenge of handling multiple aspects within a sin-
gle sentence (Alrdahi and Batista-Navarro, 2023).
Investigating the description of moves within this
corpus reveals a strong similarity in sentence struc-
tures, but understanding the different meanings
requires careful interpretation. We argue that, for
this purpose, knowledge infusion (i.e., the incorpo-
ration of structured knowledge) can help models
achieve a deeper understanding of the domain,
leading to more accurate and context-aware pre-
dictions (Sheth et al., 2019). Hence, we consider
a chess move as a distinct aspect, whereby we
integrate the verb (predicate) indicating whether
the move is ‘go-to’ or ‘avoid’. Within the context
of chess, each move is associated with a player
performing the action. Therefore, we also incor-
porated the player into the aspect, resulting in a
player-predicate-move triple. We hypothesise that
this aspect, which we refer to as the ‘move-action
phrase’, can assist a classification model in differ-
entiating between different sentiments associated
with multiple aspects in the same sentence.

To validate the above hypothesis, we performed
an ablation study that compared models, both with

and without this novel aspect formulation. Addition-
ally, every move is played based on a specific type
of aim or action, such as attacking or protecting
a piece. These actions are expressed in different
predicates by grandmaster players, where differ-
ent predicates could mean the same type of action.
We design unsupervised clusters of action types
and infused the original sentences with the action
type as additional semantic information. By adding
this contextual information, we are enriching the
model’s input with external structured knowledge
(the action type), which is not inherently part of
the original sentence data. In this paper, we are
studying the effect of knowledge infusion that in
theory should enhance a model’s understanding
by providing additional context.

4. Dataset Description

4.1. Annotation Process
Given that the chess domain has well-defined ter-
minologies to express moves, we developed a
rule-based named entity recognition (NER) method
based on regular expressions (regexes) to extract
mentions of pieces, players, moves and move se-
quences, where the lattermost are expressed in the
Standard Algebraic Notation (SAN) chess notation
format. Upon manual review, we noticed that each
selected move represents a distinct type of action,
aimed at achieving a particular purpose or strategy,
which is expressed in natural language through
the use of verbs. We then crafted an annotation
scheme at the move-action phrase level (where a
move can act as either the subject or object of a
verb) for aspect-based sentiment classification. We
took sentences in the LEAP corpus that were deter-
mined as topic-relevant, i.e., pertaining to strategic
moves (Alrdahi and Batista-Navarro, 2023), and
applied the WordNet English lexicon (Miller, 1994)
to identify verbs within sentences. The annotation
of all move-action phrases was conducted by dupli-
cating each sentence according to the number of
verbs identified within it.

As suggested in the literature, access to the state
of the board during the evaluation of moves im-
proves understanding of the context, leading to
a more precise evaluation of the outcome of a
move in the context of a given board state (Alr-
dahi and Batista-Navarro, 2023; Beinborn et al.,
2018; Pezzelle et al., 2020). Therefore, in annotat-
ing our data, we used Prodigy,1 which allows for
annotation based on multi-modal information. Each
example in our dataset is presented to annotators
in an interface that is divided into four sections, as
shown in Figure 1. These sections are necessary

1https://prodi.gy/
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Figure 1: The annotation interface as shown in Prodigy.

in understanding the context of a chess game and
ensuring accurate annotation:

1. An image depicting the chess board’s state,
aiding in visualising the context for the move
under consideration and facilitating visualisa-
tion of state changes based on sentences de-
scribing multiple moves.

2. A text description of potential moves, with the
relevant predicate emphasised in bold and
tagged as ‘VERB’ to direct the annotator’s at-
tention to the move’s significance and its sen-
timent. For example, in the sentence “It is
Black’s move, and we will suppose he wishes
to play e5”, the predicate “play” is highlighted.

3. A list of options corresponding to player names,
namely, “White” and “Black”, which are for in-
dicating the player making the move.

4. Sentiment labels for indicating the sentiment
toward the move:

‘Positive’ for advantageous moves.
‘Negative’ for disadvantageous moves.
‘Neutral’ for moves with neither a positive nor

a negative effect.
‘Not sure’ for when the sentiment towards a

move is unclear.

The sentence shown in Figure 1, when anno-
tated, has Black as the player and ‘Neutral’ as

the sentiment for the aspect Black-play-e5. Mean-
while, multiple aspects can be found in the exam-
ple sentence “Before bringing the discussion of the
Queen’s Pawn opening to a close, I may remark that
in tournaments it has become usual for White not
to play c4 at once, but to play Nf3 as a preliminary,
in order to avoid the complications of the Queen’s
counter gambit.” In this case, the aspect White-
play-c4, is labelled as ‘Negative’, and the second
aspect White-play-Nf3 is labelled as ‘Positive’.

To closely replicate the chess environment, anno-
tators were instructed to: (1) select the player mak-
ing a move, (2) identify the move, and (3) determine
the sentiment towards the player-predicate-move
triple. The dataset, consisting of 726 sentences,
was annotated by the lead author of this paper and
one additional annotator with expertise in NLP and
sentiment analysis, and familiarity with chess termi-
nology. To enable measurement of inter-annotator
agreement (IAA), 20% of the total number of sen-
tences was set aside as a common subset that
was annotated by both annotators, albeit indepen-
dently. Annotator agreement was measured us-
ing Cohen’s Kappa metric and was determined to
be 65% (substantial agreement). Each annotator
was then tasked with annotating a further (non-
overlapping) subset with 10% of the total number of
sentences, which are unique to that annotator. The
annotations resulted in 437 ‘Positive’, 153 ‘Negative’
and 133 ‘Neutral’ labels, with only three instances of
uncertainty that were subsequently removed. The

35



dataset was divided into training (70%), validation
set (10%) and testing (20%) sets.

4.2. Data Augmentation
Confronted with the known challenge of limited re-
sources for manually creating training data (Zhang
et al., 2022) and the need to address the LEAP
dataset’s imbalance, we employed an oversam-
pling technique from the nlpaug library.2 This ap-
proach is based on back-translation, leveraging two
translation models to convert sentences from En-
glish to German, and then back to English. This
method effectively generated additional synthetic
data for model training, to enhance the diversity
of the dataset without manually curating content
(Wei and Zou, 2019; Feng et al., 2021). The aug-
mented sentences retained the original sentence
meaning and sentiment, albeit with minor contex-
tual variations. Unlike prompt-based generation,
which might produce random outcomes or unde-
sirable sentence alterations, this method offered
controlled sentence generation. We applied this
technique to achieve a balanced distribution of la-
bels in the training set as shown in Table 1 and
manually checked the quality and correctness of
the generated sentences.

Label Original Over-sampled
Positive 288 288
Negative 117 234
Neutral 100 200

Table 1: Distribution of training set labels.

5. Transformer Models for ABSA

In this section, we describe the various transformer-
based language models that we built upon in order
to construct ABSA classifiers.

5.1. Generic ABSA Models
Firstly, we evaluated the vanilla RoBERTa-base
(VRB) model on the aspect-based sentiment clas-
sification task, using two existing general-domain
corpora: the Restaurant and Laptop dataset from
SemEval 2014 (Pontiki et al., 2014), and the MAMS
dataset (Jiang et al., 2019) which bears similarities
with LEAP in that a single sentence could bear multi-
ple sentiments. To fine-tune VRB on the Restaurant
and Laptop datasets, we used baseline parameters
(seed of 42, batch size of 4, a learning rate of 3e-
05, and no weight decay). Additionally, VRB perfor-
mance on the MAMS dataset was evaluated under

2https://github.com/makcedward/nlpaug/
tree/master

two conditions: using the baseline settings above
and following the hyperparameters (batch size of 8)
of CapsNet-BERT, a state-of-the-art ABSA model
(Jiang et al., 2019). Performance was measured by
taking the mean of the micro-averaged F1-scores
across five runs, selecting the best epoch score for
each run. VRB demonstrated competitive micro-
averaged F1-scores against leading models on
SemEval 2014 Restaurant and Laptop datasets
(85.68% and 80.05%, respectively), and achieved
comparable results on the MAMS dataset (84.29%).
VRB demonstrated strong baseline performance
without hyperparameter optimisation, additional fea-
tures or additional training data. These scores en-
couraged us to adopt RoBERTa as our primary
architecture for move evaluation experiments.

5.2. Fine-tuned ABSA Models

Based on similar work and recommendations re-
ported in the literature (Xu et al., 2019; Karimi
et al., 2021; Rietzler et al., 2020), fine-tuning a
language model on domain-specific data signifi-
cantly improves the model’s understanding of rele-
vant domain knowledge. This specialised training
phase adjusts the model’s understanding to learn
the context and terminology within a specific do-
main, hence facilitating more precise and informed
predictions or analyses. We fine-tuned the VRB
model (henceforth referred to as the FT-RB model)
using synthesised chess sentences in the LEAP
dataset (Alrdahi and Batista-Navarro, 2023) and
chess commentaries collected by Jhamtani et al.
(2018).

We approached the task of move evaluation as a
sequence classification problem, representing the
dataset as D = {(Xi, Yi)}|D|

i=1, where Xi is an input
sentence and Yi is the corresponding true label
for the ith instance. In our sequence classification
task, both the sentence and a specific aspect are
treated as part of the input X. The sentence X
is fed into the model encoder Enc(X) to derive
contextual features. The sentence’s final hidden
state is encapsulated by the special token CLS(X)
through a dense layer with a softmax function for
predicting Y .

Three types of sentence embeddings were eval-
uated as representations of an infused input sen-
tence, illustrated in Figure 2. In Figure (a), the
embedding X represents ‘move only’ as the as-
pect. In Figure (b), X represents the ‘move-action’
phrase as the aspect. Lastly, in Figure (c), X cor-
responds to the embedding of the ‘move-action’
phrase as the aspect, but enriches the sentence
with additional information on the move-action type.
All additional inputs in the sentence were separated
with the special token [SEP]. We defined five types
of move-actions: Attack, Capture, Defend, Protect,
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(a) ‘move only’ aspect

(b) ‘move-action’ aspect

(c) ‘move-action’ aspect with semantic information

Figure 2: Different types of knowledge infusion for aspect-based sentiment classification models.

and General Move; we refer the reader to Table 2
for their definitions and corresponding examples.
To automatically classify move-actions according to
these types, we employed an unsupervised learn-
ing approach that leveraged semantic relationships
from WordNet, including synonyms and definitions
to group the verbs. The Chinese Whispers graph
clustering algorithm (Biemann, 2006) was applied
with the aid of Gephi (Bastian et al., 2009) to group
verbs based on cosine similarity, using a seed value
of 50 and running the clustering for 50 iterations.

Through experimentation, we established a mini-
mum similarity threshold of 40 for clustering data
points.

6. Evaluation

Our experiments were run five times, and the aver-
age F1-score was reported. In our ablation study,
we tested different types of sentence embeddings
by either removing or including the move-action
type. We also examined how swapping the two

37



Move type Definition Example
Attack Playing a move

to attack an op-
ponent piece

White can
attack Bishop
with his Rook

Capture Playing a move
to capture an
opponent piece

White captures
Bishop with his
Rook

Defend Playing a move
to defend a
piece under an
attack.

Black defends
his Bishop by
pushing it to d7

Protect Playing a move
to protect a
piece from
future attack.

Black can pro-
tect his Bishop
by pushing
pawn to c6

Move A general
move, (placing
a piece from
one position
into another)
without explicit
intention of a
purpose.

White plays
5.b3 before
castling

Table 2: Definitions of chess move-action types
with examples.

types of aspects, i.e., ‘move only’ and our modified
‘move-action’ phrase, affects the results. We used
default hyperparameter values: seed = 42, evalua-
tion and training batch size per device = 4, learning
rate = 3e-05 and weight decay = 0.0.

6.1. ABSA Results

To evaluate the impact of our aspect formulation
and the effects of knowledge infusion, we com-
pare the vanilla RoBERTa-base (VRB) and fine-
tuned RoBERTa-base (FT-RB) models on the task
of aspect-based sentiment analysis as a means
for chess move evaluation. We report the results
on the original dataset in Table 3 and on the over-
sampled dataset in Table 4.

The F1-scores achieved by the two models in-
dicate that despite the inherent complexity of the
task, the FT-RB model demonstrated an improve-
ment in its F1-score. This improvement can be at-
tributed to the modification of the model’s weights,
facilitated by the incorporation of domain-specific
knowledge data. Furthermore, the modification of
aspect definition we designed contributed towards
enhancing the performance of the FT-RB model.
This adjustment enabled the model to comprehend
the context more effectively and concentrate on the
‘move’ that is being evaluated, even where multiple
aspects are being discussed in the sentence. How-
ever, despite the higher F1-scores observed when

using the original dataset, it is worth noting that
the model failed to accurately identify the minor-
ity classes, specifically the ‘Negative’ and ‘Neutral’
class labels, and the relatively high score is due
to the larger number of examples labelled with the
‘Positive’ class label. Using oversampled data, we
observed an improvement in the model’s capabil-
ity to grasp and categorise these minority classes,
gaining an increase of 20% to 30% in terms of F1-
score for the ‘Negative’ and ‘Neutral’ classes. The
results obtained by the FT-RB model trained on
the oversampled data demonstrate the potential of
the model to learn minority classes, hence we are
considering it as our preliminary proposed model
for this challenging task.

Interestingly, adding the type of move-action to
the input slightly decreased the performance of
both models. This decrease can be attributed to
the added complexity of the information in the input,
which the models found difficult to interpret. Even
though, intuitively, the move-action type adds fur-
ther knowledge to allow humans to interpret the rea-
son for playing the move, it did not aid the aspect-
based sentiment classification models.

6.2. ABSA vs. Stockfish Analysis
Deviating from the usual game-level evaluation of
chess agents, we assessed the extent to which
our proposed ABSA model can evaluate a move
based on a given board state. This is because our
corpus does not discuss a complete game from its
start to end, but focusses only on specific strategic
moves. A board state is represented in the Forsyth-
Edwards Notation (FEN) format, which can capture
the placement of pieces on the board, turn-to-move,
castling availability, and other basic chess rules.
We extracted the FEN board and the chess moves
discussed in the text, and integrated them into the
Stockfish 16 engine to obtain the probability of the
move leading to a win, a loss or a draw. Unlike
other games where the outcome at the end is only
a win or a loss, chess recognises the draw as a third
possible outcome. Draws are common in high-level
chess matches, where players often have similar
strengths and capabilities, and neither side has
achieved an advantage to claim a win.

In Stockfish, the engine skill was set to 8, the Elo
rating to 2400 (grandmaster level) and the search
depth to 10. These settings were selected to es-
tablish a baseline of how much we can rely on the
evaluation described in the text, as if the text-based
sentiment evaluation is equivalent to depth search.
In cases where the aspect is a sequence of moves,
we take Stockfish engine’s evaluation of the first
move in the sequence. We excluded counterfactual
statements, moves that were incorrect as a result of
issues encountered during optical character recog-
nition (OCR) when the textbook was digitised, and
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Embeddings VRB FT-RB
move only 54% 55%

move-action phrase 55% 62%
move-action phrase with type 55% 59%

Table 3: Averaged F1-scores obtained on the original dataset, using different types of input sentence
representations.

Embeddings VRB FT-RB
move only 41% 50%

move-action phrase 50% 55%

Table 4: Averaged F1-scores obtained on the oversampled dataset, using different types of input sentence
representations.

implicit moves. An example of an implicit move is
the triple Black-play-King away from his file from
the sentence “White has no time to double Rooks,
because if he does so, after his Re2 Black would
play the King away from his file and allow the Knight
to escape”.

The heatmap in Figure 3 presents the number of
times each sentiment label has the highest score
in one of the categories: ‘Win’, ‘Draw’, ‘Lose’. The
‘Positive’ and ‘Negative labels have a significantly
higher association with the ‘Draw’ category than
with the ‘Win’ or ‘Lose’ categories, respectively. The
relatively low count for the ‘Lose’ category being
associated with the ‘Positive’ and ‘Neutral’ labels
indicates that the sentiment labels are relatively
aligning with the outcome of the search-based al-
gorithm, even though the ABSA model did not have
access to the board state during sentiment classifi-
cation.

It can be seen that a substantial number of moves
labelled as ‘Neutral’ are correlated with the ‘Draw’
category, suggesting that these moves maintain
the balance of the game where neither side has
an advantage. The distribution of the ‘Negative’
label is balanced across all Stockfish outcomes,
with a slight preference for ‘Draw’ and ‘Lose’. This
implies that negative sentiments are indicative of
more challenging or risky positions, which might
lead to either a loss or a stabilising effort towards a
draw. Finally, a higher number of positive sentiment
labels are associated with winning outcomes and
are less frequently associated with losses. Over-
all, the ability to correlate sentiment labels with
the game outcomes suggests that the sentiment
expressed in the description of chess moves can
be predictive of the move’s effectiveness without
requiring deep analysis by a chess engine. This
analysis supports our hypothesis that ABSA can be
an evaluation function for chess moves described
in text, offering a novel approach to understanding
and predicting the implications of chess strategies
through aspect-based sentiment classification.

Figure 3: Heatmap based on a sample (10%) to
visualise the correlation between the sentiment la-
bels predicted by our baseline ABSA model for a
move (‘Positive’, ‘Neutral’, ‘Negative’), and the prob-
able outcome (‘Win’, ‘Draw’, ‘Lose’) of the move
provided by the Stockfish engine.

6.3. Error Analysis

We identified multiple factors that might have af-
fected the performance of the ABSA model and
might have led to disagreements between its pre-
dictions and the outcomes provided by Stockfish.
Firstly, some errors were made by our automatic
rule-based move extraction method, leading to the
linking of predicates to incorrect moves, which in
turn, resulted in wrongly predicted sentiment labels.
A key limitation of our current work is that aspect ex-
traction is not learnt jointly with the sentiment clas-
sification task, whereas end-to-end systems (i.e.,
models trained simultaneously on aspect extrac-
tion and sentiment classification) have reportedly
obtained better performance.

An additional limitation is the model’s under-
performance in capturing the strategic depth of
chess moves not explicitly described in SAN nor
natural language, such as implicit threats or long-
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term strategies not explicitly mentioned in the text.
An example sentence that contains such implicit
information is: “In Diagram 13, White derives no
advantage from being the exchange to the good,
for the Rook has no file which could be used to
break into the Black camp.” Even with access to
the board state diagram and despite the sentiment
being clearly negative, it is difficult to determine
what “exchange” refers to. The model could be im-
proved to become a powerful chess agent by using
a reinforcement learning approach to take advan-
tage of feedback, which we leave for future work.
The feedback could involve integrating a chess en-
gine’s evaluations alongside features from natural
language to provide a more comprehensive under-
standing of the positions. This would enable the
model to consider both explicit descriptions and the
underlying strategic implications of moves, offering
a fuller analysis of chess strategies from textual
descriptions.

7. Conclusion

This study is part of ongoing research that in-
vestigates approaches to evaluating chess moves
described in textbooks. We have demonstrated,
based on a small-scale dataset, the potential of
using text-based resources to evaluate strategic
chess moves. We introduced a novel method for
evaluating chess strategies using NLP, specifically
focussing on aspect-based sentiment classifica-
tion of chess moves described in textbooks. This
involves creating a new annotated dataset drawn
from the chess literature, modifying the definition of
aspect (in ABSA) to include both player and move-
action phrases, and training a RoBERTa-base sen-
timent classification model for strategic move eval-
uation.

Our research presents baseline results for this
new task, which demonstrate the potential of NLP
to improve understanding and analysis of chess
strategies. We believe that if enough text-based
datasets are available, the model can potentially
evaluate moves and engage in game-play.

Finally, many studies have shown that ground-
ing natural language with the environment results
in more accurate decision-making (Kameko et al.,
2015; Matuszek, 2018; Alomari et al., 2017; Karam-
cheti et al., 2017; Branavan et al., 2012; Luketina
et al., 2019; He et al., 2016). Hence, aligning the
sentiment analysis with the environment—in this
case, the chess board state—could facilitate more
effective decision-making. As part of future work,
our aim is to further explore the incorporation of
the board state into the input for aspect-based sen-
timent classification. In this scenario, a move will
be evaluated not only on the basis of the text but
also while considering the current board state and

the additional semantic knowledge represented by
the action type (Zhang et al., 2022). In addition, an
ABSA model could enhance the game-playing ex-
perience by offering an explanation of the choice of
moves through search-based chess agents, which
we aim to explore next.
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Abstract

Human authors make numerous choices in crafting narratives. In interactive stories like the Choose Your Own
Adventure series, authors must decide when and how readers will influence the plot. Authoring tools that leverage
large language models (LLMs) to assist authors currently can generate multiple diverse story paths, but provide no
way for rejoining these. Here we explore extending the use of LLMs for bringing separate story lines back together.
We test various methods of combining the next-token probability distributions of two distinct story lines into a single
distribution, and present samples of the resulting texts. Our working hypothesis was that the LLM would seek to
“unify” content whenever possible. We found that the probability consolidation functions mattered less than one might
expect and that the method was capable of rejoining narratives in a natural way for a wide variety of differences
between the two incoming texts.

Keywords: interactive fiction, token probabilities, branching narratives, LLM-assisted authoring

1. Introduction

The ability of Large Language Models (LLMs) to
generate multiple continuations of the same prompt
makes them a natural tool for creating games with
branching narratives. Shanahan, McDonell, and
Reynolds frame this process within the concept of a
multiverse. They observe that with each newly gen-
erated token, LLMs unfurl “a tree of possibilities ...
where each branch represents a distinct narrative
path or a distinct ‘world’ ” (Shanahan et al., 2023).

Thinking of a language model as a way of creat-
ing branching narratives or as a multiverse raises
the question of whether there might be some way
to allow these branches to rejoin again. In many
games, branches strategically merge to streamline
the main story line while preserving the player’s
sense of choice. Without rejoining, the tree would
grow unwieldy with countless endings.

Some of our motivating questions were the follow-
ing: Is there a way to take two prompts representing
two story lines, and somehow generate a single
continuation that is appropriate to both of them?
Under what conditions can this be made to work?
When this fails, what forms do the failures take?

While such rejoining narratives are an important
part of narrative-driven games and literature, there
are relatively few examples on which a neural model
to generate such rejoinings might be trained. In-
stead we explored some of the simpler functions
that might be used for this purpose. We found that
for the rejoining functions we tested, many gener-
ated texts were surprisingly coherent and respon-
sive to the prompts. In figure 1 the generated text
begins with a description of an old sweater in the
first prompt, but then takes an imaginative turn to
fold in a connection to the racecar in the second
prompt. This wasn’t a unique occurrence. In many

Figure 1: Prompted description

examples we tried, the system found natural, even
“creative” ways to continue apparently contradictory
narrative inputs. These initial results suggest this
is a promising approach for future exploration in
the development of story-driven games.

2. Background

2.1. Branching and Rejoining Narratives

Narratives with branching and converging struc-
tures, where separate characters go their own way
and then later meet up again, make use of long-
standing techniques older than written literature.
For example, in the (originally oral) book of Gene-
sis, Chapter 37, the story is told of Jacob and his
twelve sons. At the end of the chapter, one of the
sons, Joseph, is sold by his brothers as a slave
into Egypt. The story then branches: in chapters
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39-41, the narrative follows Joseph in Egypt, and in
chapter 42, the story returns to tell what happened
to the rest of the family when they come to Egypt
seeking aid and meet Joseph. From this point the
two branching narratives rejoin.

Another variation on the idea of branching and
converging features the same character in distinct
potential timelines. Authors such as Charles Dick-
ens often drafted multiple potential endings for their
books, but only one was chosen for publication.
Prior to this, the oral tradition also gave rise to
variant versions of stories—the Brothers Grimm in-
cluded several versions of particular fairy tales with
different endings. In cases like this, a storyteller
might choose which elements to include or which
ending they preferred in response to the audience’s
expressed interest.

The first modern example of a deliberately
branching full narrative appears to be Consider
the Consequences! from 1930 (Webster and Hop-
kins, 1930). This romance was designed for single
readers or as a role-playing parlor game (a tradition
dating back to the Middle Ages). The reader can
choose, for example, whether to marry the suitor
whom their parents choose or to marry for love. A
few of the different choices can lead to the same
outcome, providing an example of a converging
narrative. The text makes this explicit: “The reader
who thinks Helen should stay in the printing-house
turns to paragraphs H-13. The reader who thinks
she should accept the position in the magazine
office turns to paragraphs H-12. (Note: H-12 is
the same situation resulting from one of her other
possible decisions, for fate occasionally leads by
different routes to the same point.)”

A popular series of branching and converging
timeline narratives began in 1979, as Choose Your
Own Adventure. In the first book in this series, The
Cave of Time, the reader is given the choice for
the protagonist (“you," since the books are written
in second person) to “tell the truth" or “make up
a plausible story" about how “you" came to be in
a medieval kingdom. The story continues from
this branching point, following along either path
for a page, but the end result is the same for the
protagonist—being imprisoned in the tower. The
narrative continues from there, unaffected by which
choice was taken by the reader.

To illustrate the notion of branching and rejoining,
Figure 2 provides a diagram of the page choices
at the beginning of Romeo and/or Juliet, another
narrative in the Choose Your Own Adventure style.
Starting on page 1, the reader has several options.
They can opt to “play” (i.e., read) without spoilers
and move to page 36, they can opt to learn more
about the authors and move to page 22, or in the
words of the cheeky true author, the reader can
“get the book spoiled” and move to page 3.

Figure 2: Diagram of page choices in Choose Your
Own Adventure for Romeo and/or Juliet.

2.2. Branching and Rejoining Games
In video games, branching and rejoining narratives
are often used to allow the player to make mean-
ingful choices that affect the final state of the game.
The early text adventure Zork (1977), for example,
has multiple possible endings.

A popular recent game whose gameplay mainly
depends on exploring branching and rejoining nar-
ratives is Detroit: Become Human (2018). It makes
the flowchart explicit, so that exploring all the vari-
ous consequences of choices becomes an integral
part of gameplay. The game AI Dungeon, which
is generated using an LLM in realtime for each
user, has a “retry” button allowing the player to ex-
periment with different possible outcomes to their
choices.

Language models easily lend themselves to the
creation of branching narratives.

They may assist the game author or developer
at the design phase. For example, Gwern Branwen
designed a multi-player branching narrative game
that would grow and improve as players generate
new branches or choose to follow previously gener-
ated branches (Gwern.net, 2021). Laria Reynolds
designed the Loom software to allow authors to
use LLMs to easily create and to allow readers to
navigate branching narratives (Moire).

We envision incorporating the narrative-joining
techniques described in this paper in a similar
game-crafting tool, to provide authors with the
added novelty of allowing players of their games
to explore the consequences of making particular
choices that rejoin story lines.

3. Approach

In this section, we propose distinct mathematical
methods for extending the use of LLMs to the novel
task of rejoining separate story lines, as presented
in the form of two distinct prompts. The workflow
for generating each next token of the rejoined text,
when given two separate input prompts, is shown
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“Once there was a farmer."

“Once there was a hunter."

token probabilities

token probabilities

consolidation function consolidated probabilities

max

“Every ..."

LLM

LLM

Figure 3: Generating one token from two prompts

in Figure 3. The pseudocode for the full process is
given in Figure 4. At each step when generating the
next token, language models will calculate — on
their way to selecting the next token to output — the
probability distributions for all possible next tokens.1
Our approach is to consolidate such distributions
in different ways to discover both (i) what happens
linguistically in texts when LLMs generate in this
novel consolidated fashion and (ii) whether any of
the resulting texts do indeed combine the content
of the given prompts, as a first approximation for
story line rejoining.

3.1. Consolidating Probability
Distributions

A number of different methods have been pro-
posed for consolidation of probability distributions
P1, . . . , Pn into a single probability distribution
Pconsolidated.2

The five methods we explore are each described
below. While they are trivial to generalize to more
than two input prompts, in this paper, we limit our-
selves to exploring consolidating only two distribu-
tions into one.

By way of introduction to the methods, suppose
one prompt with P1 assigns a probability of .05 to
the next token “ bird” while the other prompt with P2

assigns to that same token a probability of .04. Ap-
plying the min function to this pair of values yields
.04, the lower of these two values. The full opera-
tion (recall Figure 4) is performed point-wise, i.e.,
for each potential next token in the LLM vocabulary,
yielding a new distribution of values

which can be converted into a probability distri-
bution by normalizing, if needed (though normal-
ization doesn’t change the ordering of the results,
so in practice we skip it.)

1These distributions are typically unseen by LLM
users, hidden “under the hood”, so to speak.

2Since the choice of token will be discrete, we do
not apply methods such as (Ratcliff, 1979; Thomas and
Ross, 1980) that assume a continuous distribution.

What all these methods have in common is that,
after consolidation, the highest probability tokens
subsequently selected for generation from the new
distribution will tend to come from what were high
probability tokens of one or both of the original
prompts. This appears to be critical for the gener-
ated continuation to be coherent and appropriate
to the prompt content.

3.1.1. Maximum

Pmax = {max(P1(1), P2(1)),

max(P1(2), P2(2)),

. . . ,

max(P1(n), P2(n))}

The intuition of this function is to think of each
input distribution as having its own areas of ex-
pertise. In the domains where it is the expert, its
assigned probability will be concentrated on one
option. Where it is not an expert, the probabilities it
assigns will be distributed across many possibilities.
The max function allows this expert information to
be preserved, as is done in fuzzy logic where the
maximum of probability distribution functions (pdfs)
is used as a generalization of the Boolean OR: if
A or B has high probability, then the maximum will
also have high probability.

One potential concern, in applying this function
to our rejoining task, is that if one prompt distri-
bution assigns high probability to a token, but the
other prompt distribution assigns it a low probability,
then the latter assessment is not incorporated or
weighted into the new distribution; it will be com-
pletely ignored.

3.1.2. Minimum

Pmin = {min(P1(1), P2(1)),

min(P1(2), P2(2)),

. . . ,

min(P1(n), P2(n))}

In contrast to the Boolean OR for maximum, as just
noted above, in fuzzy logic the minimum is used
as a generalization of Boolean AND: both A and
B must have a high probability for the minimum of
the two to have high probability. For our task, the
intuition is that the min function applied to the two
narratives should generate a continuation that is
appropriate for both at once. Had either distribution
been low probability for the token, the resulting
probability would also be low and not incorporated
into the generated narrative.
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3.1.3. Average or Weighted Average

Pmean = {(P1(1) + P2(1)),

(P1(2) + P2(2)),

. . . ,

(P1(n) + P2(n))}

This average, also known as linear opinion pool,
has the advantage that it is idempotent. That is, for
each token where P1 and P2 have the same prob-
ability, then Pmean’s probability will preserve that
value. If we have different confidence in the distribu-
tions (for example, if one comes from a model with
more training or more parameters than another),
then the average could be weighted.

While idempotency seems a desirable property
for the consolidation function, we also know that
averaging has a tendency to destroy unique infor-
mation. Furthermore, there may be other reasons
to violate idempotency for our rejoining task. if both
distributions agree and rank a token best, perhaps
our confidence in generating that token should be
higher due that agreement. Similarly, if both distri-
butions assign low probability to a token, perhaps
the consolidated probability should be even lower
than any of the inputs. All these considerations may
limit the task effectiveness of the mean function.

3.1.4. Average of Logprobs

Plogmean = {(log(P1(1)) + log(P2(1))),

(log(P1(2)) + log(P2(2))),

. . . ,

(log(P1(n)) + log(P2(n)))}

This average, also known as conflation or the loga-
rithmic opinion pool, is “the unique probability dis-
tribution that minimizes the loss of Shannon Infor-
mation in consolidating the combined information
from P1, ... , Pn into a single distribution”, and “is
both the unique minimax likelihood ratio consoli-
dation and the unique proportional likelihood ratio
consolidation of the given input distributions.” (Hill,
2011) As a practical matter, this preserves some
benefits of both maximum and averaging. Note that
the average or sum of logprobs is equivalent to the
pointwise product.

3.1.5. Alternating Between Distributions

Palternating(i) =

{
P1(i) if i is odd
P2(i) if i is even

This method strictly alternates its selection between
the two input distributions on every other token
generation, guaranteeing that both distributions will
have an influence on the generated text. Other

Initialize:
test_function <-- consolidation function
prompt1 <-- input string 1
prompt2 <-- input string 2
result_token <-- empty string
prob1, prob2, result_prob <--
empty vector the size of the token vocabulary
max_length <-- input max_length

Loop until len(prompt1) or len(prompt2)==max_length:
prob1 <-- run_LLM(prompt1)
prob2 <-- run_LLM(prompt2)

for each term in vocabulary:
result_prob <-- test_function(prob1(term),

prob2(term))

result_token <-- max_token(result_prob)
prompt_1 <-- concatenate(prompt1, result_token)
prompt_2 <-- concatenate(prompt2, result_token)

print prompt1
print prompt2

Figure 4: Pseudocode for generation with two
prompts and a consolidation function. The con-
catenate functions build the extended prompts.

similar methods are possible, such as randomly
deciding which to select from at each token gener-
ation. Note that the maximum is also a selecting
function, returning unchanged whichever value is
the maximum from one or the other of the input
distributions at each token.

3.2. Sampling
The resulting distribution, in each case above, can
then be treated as if it came directly from a sin-
gle model for sampling. When normalized, these
values become a new probability distribution over
tokens from which we sample. There are many
commonly used ways to sample from this distri-
bution for generating text from a language model.
We use the maximum likelihood token of the com-
bined distribution in all our experiments (“zero tem-
perature sampling”) so that there are fewer free
parameters to the experiments.

4. Experiments

4.1. Language Models
For all of these experiments we used the 4-bit quan-
tized MythoMax-L2-13B model (TheBloke, 2023),
as we found it does a good job at narrative continua-
tion and requires relatively little memory. MythoMax
was made by combining several Llama-2-based
models (Hermes, Chronos and Airoboros) to create
the MythoLogic model, and then combining those
weights with the Huginn model. It is a 13 billion
parameter model.

We also tested other non-RLHF models including
GPT-J, MPT-7B-Storywriter, and Mistral. However,
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we found that on our short prompts at zero temper-
ature, these performed poorly. This was the case
even as single, rather than as consolidated dual,
prompts. As a result, all of the examples in this
paper were generated with Mythomax.

4.2. Prompted Lists
We began our exploration by prompting to gener-
ate lists, as this allowed us to examine the LLM
behavior in a highly constrained setting. Generated
results from prompt pairs are in Appendix A.

Intersection of Categories
We were curious whether each item output in the
generated list would fit the criteria for both input
prompts stated at different levels of specificity:

* Japanese companies vs car companies
* animals found in the U.S. vs birds
* fruits vs colors

Categories with Empty Intersection
By contrast, we also wanted to see the results when
input prompts for two categories had no items in
their intersection:

* polygons vs curved figures
* cities in Europe vs types of flowers
* colors vs shapes
* shapes vs organs

4.3. Prompted Descriptions
From the structure of prompted lists, we shifted to
prompts for descriptions, exploring variations in the
categories mentioned to see what the automated
generation produced at the point of rejoining when
no specific structure was named. Our working
hypothesis was that the LLM would seek to “unify”
the categories whenever possible, in as creative a
way as its training data allowed, but otherwise the
LLM would “choose” to focus the narrative on one
category or preserve the category distinction.

Inclusion - hypernym / hyponym
Appendix B.1 provides the resulting texts given
prompt-1 and prompt-2 below, where the category
mentioned in the first prompt is more general than
the one mentioned in the second.
The following is a description of an antique vase:
The following is a description of a blue and white
porcelain vase from the Yuan dynasty:

Disjunction
Appendix B.2 provides the resulting texts given
prompt-1 and prompt-2 below, where the category
mentioned in the first prompt is disjoint from the
one mentioned in the second.
The following is a description of an new racecar:
The following is a description of a ragged old

sweater:

4.4. Prompted Stories
Following prompts for descriptions of categories,
we shifted to prompts for stories about categories
that could be combined, as well as stories about
disjoint categories.

Potential Relation - modifier / modified
Appendix C.1 provides the resulting texts with our
five test functions given prompt-1 and prompt-2
below, where the country mentioned first can be
the modifier of the activity mentioned second.
The following is a story about Japan: Once
The following is a story about cooking: Once

Contrast within category
Appendix C.2 provides the resulting texts given
prompt-1 and prompt-2 below, where the category
mentioned in the first prompt is disjoint from the
one mentioned in the second, while they are
siblings within the shared hypernym.
This is a story about a young woman:
This is a story about an old woman:

4.5. Fiction Prompts
After explicitly spelling out the requests in the
prompts, we explored generating narrative contin-
uations by choosing prompts that were fictional
passages. This final method most closely resem-
bles the use case we have in mind for ultimately
integrating this work into an authoring tool to assist
in rejoining diverse story paths.

5. Results and Analyses

For each of the prompted lists, descriptions, stories,
and fiction prompts just mentioned, we looked to
see evidence for four types of behavior in the text
generated by sampling the consolidated distribu-
tions.

1. (failure) The generated text is an appropriate
continuation of neither prompt.

2. (failure) The generated text is an appropriate
continuation of only one of the input prompts.

3. (failure) The generated text alternates be-
tween continuing one prompt or the other in a
way that is inconsistent.

4. (success) The generated text is appropriate to
both prompts.

“Appropriate" is necessarily subjective. For sim-
ple lists and descriptions, it can fairly easily be
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judged whether the generated list would be con-
sidered a correct response to the prompt. For lit-
erary passages, however, a passage that abruptly
changes tone, characters, theme, or style (as well
as logical inconsistencies) could be inappropriate
as a continuation, which is hard to judge in any ob-
jective way. As this was just an exploratory study,
we simply used our best judgement, but taking it
further would require more strictly defining what is
and isn’t acceptable.

5.1. Prompted Lists
The full generated results of the experiments from
section 4.2 are in appendix A. Here we comment
on patterns we observed there.

One hypothesis we had was that the min func-
tion would likely be a good way to generate the
intersection of two categories. This was the case
when prompting both for a list of car companies
and a list of Japanese companies:
Toyota 2. Honda 3. Nissan 4. Mazda 5. Mitsubishi
6. Subaru 7. Suzuki 8. Kia 9. Hyundai 10. Lexus
which are, with exceptions for Kia and Hyundai,
Japanese car companies. Other functions gener-
ated a mix of companies, some non-Japanese com-
panies, other non-car companies, and after just un-
der a dozen names, the list format was abandoned
for text.

For the prompted categories of “birds" vs “ani-
mals found in the U.S." the min function generated
a list of birds found in the U.S., while most of the
other functions again generated a mix of animal,
including birds like penguins and non-bird animals.

For lists which should be impossible, because
the intersection is empty, the generated text often
found what could be considered creative ways to
continue both prompts. Some examples:

• when prompted to generate a list of European
cities and a list of types of flowers, the system
sometimes (rather than actually generating a
list) went on to describe how the list would
show what types of flowers grew in what type
of climate, as organized by city name.

• Simultaneous lists of color names and fruits
sometimes stuck to color names derived from
fruits (“apple red", “apricot", “orange").

The behavior of list generation is fairly easy to an-
alyze, but did not readily shed light on the results
from the other prompt types we experimented with.

5.2. Prompted Descriptions
The full generated results of the experiments de-
scribed in section 4.3 are in appendix B. Here we
comment on one of the most surprising results in
our experiments.

Recall the example from figure 1 in the introduc-
tion about the racecar and the sweater, where the
combined “model" seems to be planning ahead for
almost twenty words so that it can end the sentence
with “modern sports car". This would seem more
explainable if the models were being combined at
a deeper (presumably more semantic) layer. It is
quite surprising that our approach of simply combin-
ing the final probabilities at each step could result
in such behavior. Indeed, the fact that this works at
all seems to indicate that, although the learning ob-
jective is designed to increase the probability of the
correct token, it has a side effect of organizing the
less-probable tokens in such a way that the system
is robust to minor perturbations and so it can often
recover gracefully from sub-optimal token choices,
including those that result from two prompts pulling
in different directions.

When one prompt described something generic
(an antique vase) and the other something more
specific (a blue and white porcelain vase from the
Yuan dynasty), the result described the more spe-
cific object for all consolidation functions.

5.3. Prompted Stories

The full generated results briefly noted here are in
appendix C, based on experiments described in
section 4.4.

We found creative output when the prompt prob-
abilities for “This is a story about a young woman"
and “This is a story of an old woman" were com-
bined with the alternating function. The gener-
ated text mentions “young at heart," “age is just a
number," and “old souls," all of which are used to
describe people who are in some sense old and
young at the same time. Other consolidating func-
tions avoided committing to the woman’s age.

Interestingly, when one prompt mentioned a set-
ting (Japan), and the other a theme (cooking), all of
the generated results incorporated both the setting
and the theme.

5.4. Fiction Prompts

The full generated results discussed here are in
appendix D, based on the approach described in
section 4.5. In contrast to the previous section (5.3)
where the generated material began the narrative,
the prompts of this section were selections from fic-
tion narratives. As a result, the generated material,
as we had expected, was a continuation of those
narratives. This is more in the spirit of what we are
trying to ultimately achieve.

When the two prompt inputs seem to describe
separate characters (referred to by different names
or pronouns), the generated text often describes
their meeting or relationship. On the other hand,
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when the protagonist of the two prompts was de-
scribed in a compatible way (the same name or
pronoun), the text tends to continue as if both pas-
sages had been describing the same person.

5.4.1. Successful Generation

Depending on the nature of the two inputs and
their differences, the system falls into various ways
to continue the texts so that the continuation is
appropriate to both inputs. however, when facts
contradict between the two input prompts, the pro-
duced paragraph may either not mention the facts,
or refer to the facts with enough ambiguity that the
resulting text could be understood to apply to either
input. For example, when two narratives described
different pasts of an individual (being a policeman
and being an office worker), but ended with the
same decision (to become a firefighter), the gen-
erated text didn’t mention anything about the past,
only the common experience (learning to become
a firefighter). This let it avoid any potential contra-
dictions.

Sometimes this ambiguity took the form of the
lowest common hypernym. For example, beginning
two stories with “Once there was a golden bird that
lived in the tops of the mountains" and “Once there
was a great jade turtle that lived in the swamp",
the text generated using the min function talked
about “a great, shining, beautiful creature", avoiding
committing to one or the other animal. On the other
hand, text from the mean function described a jade
turtle inspired by a golden bird with a wish to be
able fly and who is granted gold and jade wings,
providing a creative connection between the two
types of animals.

In another case, beginning with a time jump such
as “The next day," effectively skips over the incom-
patible time periods between the two inputs and
refers to a time in the future when the context is
more-or-less reset.

5.4.2. Failure Modes

Given that material such as “Read more...0 com-
ments... Add comment or link to a comment" fre-
quently interrupts webpages regardless of the state
of their contents, this kind of content is always a
possible continuation for both inputs. Furthermore,
such material may become the most likely gener-
ated continuation when an appropriate one is too
implausible.

Occasionally the first generated token in our ap-
proach may be a spelling or grammar error, but
once in place, it is treated as if it were simply a typo
in the text and the system tends to recover grace-
fully rather than descend into further nonsense.
This seems to happen because once such a bad to-
ken has occurred in the text, both extended prompt

texts are now in a position of recovering from that
error at the same time. This puts them in a similar
enough state that the consolidating functions are
able to find a workable continuation.

Using the max function, the story with prompts
about a turtle or about an eagle (mentioned above)
instead generated a story about a turtle who
dreamed he flew down from the sky. This kind
of free-association may be problematic for the hu-
man author trying to generate a continuation when
they already have a particular notion of how the two
narrative threads should join. It may take creative
editing and multiple tries to get the result the author
is looking for.

5.5. Discussion
Most of the time, when the input prompts provided
enough flexibility for a continuation to easily be ap-
propriate for both prompts, we found that the gener-
ated text was indeed appropriate to both prompts,
regardless of the consolidating function used. Most
narratives and descriptions (which are less con-
strained than lists) successfully continued in a way
that incorporated information from both prompts.
For these easier cases, we occasionally saw fail-
ures of type 2 (appropriate to only one prompt) but
never of type 1 (appropriate to neither prompt).

It was surprising to discover that in these easier
conditions, all of the consolidation functions listed
above (max, min, mean, log mean, and alternating)
were capable of generating texts appropriate to
both prompts. There wasn’t a clear standout for
which one was best. This seems to indicate that in
these less constrained situations, as long as some
of each prompt’s highly ranked tokens are used to
continue the text some of the time, this is sufficient
to create a text that is both coherent and guided by
both prompts.

To begin to get a sense of how distinct the tokens
generated by the extended prompts are from those
generated by the consolidating functions, Figure
5 plots the proportion of likeliest tokens from one
extended prompt shared with those in the consoli-
dated distribution. The graph shows that the first
token from the consolidated distribution has only
a 50% chance of matching the top-ranked token
from the first input prompt. However, newly gener-
ated tokens (shared between both extended inputs)
increasingly guide the selection of the next token.
This leads to a convergence of distributions from
each extended prompt and the consolidated distri-
bution. The details will depend on the selection of
prompts and consolidation function, but the pattern
is similar for all of them.

This speaks to the robustness of LLMs to incor-
porate unexpected tokens. We see similar behavior
in relatively high temperature sampling, where a
low-likelihood token is occasionally sampled but
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the narrative is still able to continue fluently, incor-
porating the unexpected token in a fairly natural
way. In terms of naturalness of language, we would
expect the text produced by a consolidated prompt
to resemble that of sampling with a high tempera-
ture for the first few tokens, but rapidly lowering to
near zero.
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Figure 5: When the likeliest token is chosen from
the consolidated distribution, is it also the likeliest to-
ken from the first (extended) prompt? This happens
half of the time for the first token, but asymptotically
approaches 100% of the time. (The dataset used
here is the material in the Appendices.)

This kind of robustness to consolidating func-
tions can also be seen when combining embedding
vectors, such as word2vec. Given semantic em-
bedding vectors for two terms, one can combine
the vectors by applying a point-wise function to the
individual embedding dimensions. Regardless of
whether this function is min, max, mean, log mean,
or alternating, the resulting vector will be nearby
terms that are semantically “between" the given in-
put terms. For example, if the input terms are “tool”
and “soil”, the closest term in the dictionary to the
resulting vector will be “hoe” or “plow” or some word
semantically related to both earth and soil. The par-
ticular dimensions individually are less important
than the fact that approximately half of the input
dimensions are still present in the output, which is
enough to make the vector semantically close. In
the same way, in our case with a text generated
by two prompts, most of the chosen tokens will be
highly probable for both the prompts, and this is
enough to cause the result to usually be a seman-
tically and grammatically appropriate continuation
of that prompt.

6. Generation with a Single Model

The largest generative language models are of-
ten at least partially successful at writing when
prompted under heavy poetic constraints (e.g., be-
ginning each word in a generated paragraph with
the letter “T"). If the problem of converging two
narratives were simply described in the prompt to
one of these models, would it write an appropriate
continuation? Note that we do not have the option
of applying our method to large instruction-tuned
models such as Claude, Gemini, or ChatGPT, as
there is no public access to the full set of their gen-
erated probabilities for each token. The only way
we currently have of interacting with them to ex-
plore how they might approach this problem is by
providing prompts that describe what is wanted, as
in the following case.
Prompt: Please write a description that would be
appropriate for either of these prompts:

The following is a description of an new racecar:
The following is a description of a ragged old
sweater:

Gemini Advanced: The racecar gleamed –
a streak of polished metal and vibrant paint
designed to slice through the air. Its sleek lines
and low profile whispered of raw power and
engineered speed. Beside it, the old sweater
seemed to sag with the weight of its years. The
yarn was faded and pilled, the once-bright pattern
dulled by time.... Yet, within the sweater’s soft
folds resided a different kind of history, a story of
warmth and comfort rather than the thrill of the track.

This response shows both the strengths and
weaknesses of this method. The generated re-
sponse produces a context (a sweater sitting next
to a racecar) in which both can be described. Of the
different consolidation functions, this most closely
resembles what was produced by log-mean on
this prompt, which begins with a description of a
sweater and eventually contrasts that with a racecar.
The difference is that in when using a single model,
it has produced two nearly separate passages with
separate descriptions rather than unifying it into a
single description that mentions both. In our (lim-
ited, informal) experiments with single models, this
was the typical behavior: addressing both prompts
explicitly, rather than generating one continuation
simultaneously appropriate for either.

However, these models are improving rapidly,
and there are many possible instructions that could
be tried to modify the type of results they produce.
Depending on what is desired, using a single large
model might also might be a viable way of joining
two narrative threads, especially if future, more
capable models have a better grasp of the overall
goal.
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7. Related Work

In the past few years, language model researchers
have examined ways to gain insights from proba-
bility distributions when generated by two prompts
or two language models together. Here we briefly
cite a few such current methods and note simply
that these are not suitable for our task of continu-
ing a narrative given two prompts: subtracting or
dividing probabilities from a given prompt, as these
methods do, will always generate text of irrelevant
or even inappropriate to the prompt, as the likeliest
tokens will be returned with the lowest values.

Context-Aware Decoding One can measure the
change in output probabilities when a context is
included or excluded from a prompt. This provides
information on how that context affects the distribu-
tion. This is especially useful where the context in
the prompt contradicts information in the training
distribution. Dividing the probability-with-context by
the probability-without-context, produces the factor
by which a probability has changed with context.
The authors (Shi et al., 2023) suggest raising this
value to some power alpha, and multiplying it by the
probability-with-context (and then re-normalizing),
to amplify the change.

Coherence Boosting Similar to context-aware
decoding, coherence boosting(Malkin et al., 2021)
simply makes use of a shorter context length to cre-
ate the probability-without-context, thus increasing
the model’s ability to make use of distant context.

Contrastive Decoding This is another similar
method (Li et al., 2022). Instead of removing
context from a prompt to create a less-informed
probability distribution, contrastive decoding uses
either a smaller model from the same family or one
trained on less data. The change from the small
model to the large model is a change from less to
more context, and this change is amplified.

8. Conclusion and Future Work

While we found that the probability consolidation
function matters less than expected, the minimum
function seems to have the most to recommend it.
Generating a low-probability token for one of the
inputs is more risky than missing a high-probability
token, and minimum prevents that from happening
since if either input judges a token as low proba-
bility the result will have low probability. Minimum
also performs best on the list-from-intersection-of-
categories task.

In these experiments we combined results from
the same model given very similar prompts, but
there is potential for combining models with very
different capabilities. For example, with the right
function one could pose a question to a hundred

models each trained on a separate book, and then
select the model of the book with the answer, or a
model with a very long context length.

A difficulty we did not address was deciding
when it would be appropriate to merge two nar-
rative threads. If these are two branches of a narra-
tive, nothing that is contradictory between the two
branches can affect anything later in the story if it
is to be consistent. The problems of deciding when
this is workable, when separate branches could
lead to the same future, and where exactly to place
the joining in the narratives is left entirely in the
hands of the author. Partially or fully automating
this is entirely left to future work.
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A. Appendix - Rejoining of Two Lists

Prompt 1 and prompt 2 in each example below are
provided in italics, one above the other for refer-
ence, with the resulting outputs beneath the con-
solidating function names.

A.1. car vs Japanese companies
The following Japanese companies are growing
quickly: 1.
The following car companies are growing quickly: 1.

min
Toyota 2. Honda 3. Nissan 4. Mazda 5. Mitsubishi
6. Subaru 7. Suzuki 8. Kia 9. Hyundai 10.
Lexus. These companies have been successful in
expanding their market share and increasing their
profits. They have invested heavily in research and
development, production efficiency, and marketing
strategies to differentiate themselves from their
competitors. Additionally, they have expanded their
product lines to cater to different segments of the
market and have established strong distribution net-
works globally. These factors have contributed to
their growth and success in the automotive industry

max
Tesla Motors 2. Nintendo 3. Sony 4. Microsoft
5. Apple 6. Samsung 7. Toyota 8. Honda 9.
Panasonic 10. Canon. These companies are
known for their innovative products and strategic
business practices. They have been able to adapt
to changing market conditions and consumer
preferences, which has contributed to their growth.
Additionally, many of these companies have
invested heavily in research and development,
allowing them to stay ahead of their competitors.
As a result, they continue to expand their product
lines and reach new markets, both domestically
and internationally. This growth is expected to
continue in the coming years, as these companies
continue to innovate and expand their operations.

mean
Tesla Motors 2. Nintendo 3. Sony 4. Microsoft
5. Apple 6. Samsung 7. Toyota 8. Honda 9.
Panasonic 10. Canon. These companies are
known for their innovative products and strategic
business practices. They have been able to adapt
to changing market conditions and consumer
preferences, which has contributed to their growth.
Additionally, many of these companies have
invested heavily in research and development,
allowing them to stay ahead of their competitors.
As a result, they continue to expand their product
lines and reach new markets, both domestically
and internationally. This growth is expected to
continue in the coming years, as these companies

continue to innovate and expand their operations.
log mean
Tesla Motors, 2. Uber Technologies, 3. Airbnb,
4. Snapchat, 5. SpaceX, 6. Lyft, 7. Pinterest, 8.
Instagram, 9. WhatsApp, 10. Slack.

Solution: The following companies are growing
quickly: Tesla Motors, Uber Technologies, Airbnb,
Snapchat, SpaceX, Lyft, Pinterest, Instagram,
WhatsApp, and Slack.

alternating
Tesla Motors Inc. (TSLA) - Get Report, 2. Nintendo
Co., Ltd. (NTDOF) - Get Report, 3. Apple Inc.
(AAPL) - Get Report, 4. Sony Corp. (SNE) - Get
Report, 5. Alphabet Inc. (GOOGL) - Get Report,
6. Amazon.com Inc. (AMZN) - Get Report, 7.
Microsoft Corp. (MSFT) - Get Report, 8. Facebook
Inc. (FB) - Get Report, 9. Samsung Electronics
Co. Ltd. (SSNLF) - Get Report, 10. Advanced
Micro Devices Inc. (AMD) - Get Report. These
companies are known for their innovative products
and services, strong brand recognition, and global
reach. They are also actively investing in research
and development to stay ahead of the competition.

A.2. bird vs animal found in U.S.
min
Sparrow, 2. Pigeon, 3. Robin, 4. Blue Jay, 5. Car-
dinal, 6. Woodpecker, 7. Crow, 8. Hummingbird,
9. Owl, 10. Hawk. Can you find the odd one out?
The answer is at the bottom of this page. But first,
let’s learn about these birds! ... The odd one out
is the hummingbird. It is the only bird that can
fly backwards. The other birds fly forwards like
most other animals. It is the only bird that can fly
backwards. The other birds fly forwards like most
other animals. [. . . ] The post Can you find the
odd one out? appeared first on English Practice -
Learn and practice English. [. . . ] The post Can you
find the odd one out? appeared first on English
Practice - Learn and practice English. [

max
Eagle 2. Owl 3. Hawk 4. Falcons 5. Vulture 6.
Condor 7. Kestrel 8. Woodpecker 9. Penguin 10.
Ostrich. Can you name the animal that does not
belong in this list? Explain your reasoning. The
answer is Penguin. Penguins are flightless birds
that live in the Southern Hemisphere, primarily
in Antarctica and surrounding islands. They are
not native to the Northern Hemisphere where
the other birds on the list are found. Additionally,
penguins have unique physical characteristics,
such as their black and white coloration and upright
posture, which differ from the other birds on the list.
Therefore, a penguin does not belong in this list of
birds commonly found in the Northern Hemisphere.
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mean
Eagle 2. Sparrow 3. Robin 4. Hawk 5. Dove 6.
Owl 7. Crow 8. Hummingbird 9. Woodpecker
10. Swallow. Can you find the pattern? The first
letter of each bird’s name spells out EASODIWH.
Can you figure out what word this spells? It’s
a type of musical instrument. Good luck! (10).
Click here to see the answer! The answer is:
"Oboe". The pattern is that the first letter of each
bird’s name spells out the word "EASODIWH",
which is an anagram for "Oboe". An oboe is a
type of musical instrument. So, the answer to the
question "What word is spelled by the first letters
of the birds in the order they were listed?" is "Oboe".

log mean
Sparrow, 2. Penguin, 3. Eagle, 4. Owl, 5.
Dove, 6. Robin, 7. Hummingbird, 8. Swallow, 9.
Woodpecker, 10. Hawk.

Now, can you arrange them in alphabetical or-
der?

Answer: Sure! Here they are in alphabetical
order:

1. Dove 2. Eagle 3. Hawk 4. Owl 5. Penguin 6.
Robin 7. Sparrow 8. Swallow 9. Woodpecker

alternating
Eagle 2. Bear 3. Sparrow 4. Deer 5. Robin 6.
Dove 7. Squirrel 8. Owl 9. Hummingbird 10.
Butterfly. Can you find the pattern? The pattern
is that the first letter of each bird or animal name
is in alphabetical order, and the last letter of each
name is in reverse alphabetical order. For example,
Eagle (E-L-E) and Butterfly (B-U-T). This pattern
can be used to remember the order of other lists or
sequences. It’s a fun and easy way to exercise your
brain! Try it out with other topics or sequences.
You might be surprised at how well it works.
Good luck! c 2021 by WebmastersWorld.com.
All rights reserved. Reprinted with permission.
WebmastersWorld.com is the world’

A.3. fruits vs colors
Here is a list of fruits, without any repetitions:
Here is a list of colors, without any repetitions:

min
1. orange 2. pineapple 3. grapefruit 4. lemon 5.
lime 6. kiwi 7. mango 8. papaya 9. guava 10.
passion

max
1. red apple, 2. blueberry, 3. green grape, 4.
yellow lemon, 5. orange orange, 6. purple plum

mean
1. apple green 2. apple red 3. banana yellow 4.

blueberry blue 5. cherry red

log mean
[’apple’, ’banana’, ’cherry’, ’date’, ’fig’, ’grape’, ’kiwi’,
’lemon’, ’mango’

alternating
1. apple green, 2. apple red, 3. banana yellow, 4.
blueberry blue, 5. cherry red,

A.4. shapes vs colors
Here is a list of shapes, without any repetitions:
Here is a list of colors, without any repetitions:

min
1. Apricot 2. Avocado 3. Banana 4. Beetroot 5.
Blueberry 6. Cabbage 7. Cantaloupe 8. Carrot
9. Cauliflower 10. Cherry 11. Chili pepper 12.
Cinnamon 13. Cranberry 14. Eggplant 15. Fig 16.
Grapefruit 17. Guava 18. Honeydew melon 19.
Kiwi 20. Lemon 21. Lime 22. Mango 23. Melon
24. Nectarine 25. Orange 26. Papaya 27. Passion
fruit 28. Peach 29. Pear 30. Pineapple 31. Plum 3

max
triangle, square, pentagon, hexagon, heptagon,
octagon, nonagon, decagon, undecagon, do-
decagon, tridecagon, tetradecagon, pentadecagon,
hexadecagon, heptadecagon, octadecagon, non-
adecagon, icosagon, hexadecagram, heptagram,
octagram, nonagram, decagram, undecagram,
dodecagram, tridecagram, tetradecagram, pen-
tadecagram, hexadecagram, heptadecagram,
octadecagram, nonadecagram, icosagram,
triacontagon, tetracontagon, pentacosagon,
hexacosagon, heptacosagon, octacosagon,
nonacosagon, icosacosagon, triacontacosagon,
tetracontacosagon, pentakaidecagon

mean
triangle, square, pentagon, hexagon, heptagon,
octagon, nonagon, decagon, undecagon, do-
decagon, tridecagon, tetradecagon, pentadecagon,
hexadecagon, heptadecagon, octadecagon, non-
adecagon, icosagon, hexadecagram, heptagram,
octagram, nonagram, decagram, undecagram,
dodecagram, tridecagram, tetradecagram, pen-
tadecagram, hexadecagram, heptadecagram,
octadecagram, nonadecagram, icosagram,
triacontagon, tetracontagon, pentacosagon,
hexacosagon, heptacosagon, octacosagon,
nonacosagon, icosacosagon, triacontacosagon,
tetracontacosagon, pentakaidecagon

log mean
- Crimson - Emerald - Sapphire - Ruby - Amethyst
- Topaz - Citrine - Onyx - Jade - Pearl - Garnet
- Aquamarine - Turquoise - Tanzanite - Zirconia
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- Morganite - Rose quartz - Smoky quartz -
Moonstone - Alexandrite - Sunstone - Tiger’s
eye - Lapis lazuli - Opal - Peridot - Jadeite -
Moonstone - Labradorite - Hematite - Malachite -
Azurite - Rhodochrosite - Rhodonite - Danburite -
Celestine - Larimar - Seraphinite - Prehnite - Apatite

alternating
red square, blue circle, green triangle, yellow star,
orange diamond, purple pentagon, black hexagon,
white octagon, pink rhombus, brown trapezoid,
and gray parallelogram. Now, can you find a word
that describes all these shapes? The word must
have at least 5 letters and cannot contain any of
the listed shapes. Good luck! c 2021 Ed Pegg
Jr. All rights reserved. Created for entertainment
and educational purposes. Reproduction by any
means is forbidden without the explicit written
consent of the copyright holder. Copyright 2021.
All rights reserved. c 2021 Ed Pegg Jr. All
rights reserved. Created for entertainment and
educational purposes. Reproduction by any means
is forbidden without the explicit written consent of
the copyright holder. Copyright 2021. All rights
reserved. c 202

A.5. shapes vs organs
Here is a list of shapes, without any repetitions: 1.
heart
Here is a list of organs, without any repetitions: 1.
heart

min
2. lungs 3. kidneys 4. liver 5. stomach 6. intestines
7. spleen 8. pancreas 9. bladder 10. gallbladder
11. adrenal glands 12. thymus 13. thyroid 14.
parathyroid 15. pituitary gland 16. lymph nodes
17. bone marrow 18. testes 19. ovaries 20. uterus
21. prostate gland 22. seminal vesicles 23. vas
deferens 24. epididymis 25. fallopian tubes 26.
omentum 27. peritoneum 28. pleura 29. pericard

max
2. lungs 3. liver 4. kidneys 5. stomach 6. intestines
7. spleen 8. pancreas 9. bladder 10. gallbladder
11. adrenal glands 12. thymus 13. uterus 14.
ovaries 15. testes 16. prostate gland 17. penis 18.
vagina 19. thyroid gland 20. parathyroid glands
21. pituitary gland 22. lymph nodes 23. appendix
24. brain 25. spinal cord 26. nerves 27. bones
28. muscles 29. skin 30. hair. Can you name all of
them

mean
2. lungs 3. liver 4. kidneys 5. stomach 6. intestines
7. spleen 8. pancreas 9. bladder 10. gallbladder
11. adrenal glands 12. thymus 13. thyroid 14.
parathyroid 15. pituitary gland 16. lymph nodes

17. bone marrow 18. skin 19. muscles 20. bones.
Can you name all the organs in the human body?
If you can, you’re doing great! Remember, the list
above includes both internal and external organs.
Keep up the good work! c 2021 by WebMD LLC.
All rights reserved. 2021 WebMD LLC. All rights
reserved

alternating
, 2. lion , 3. brain , 4. star , 5. moon , 6. sun , 7.
eye , 8. tree , 9. flower , 10. fish . Please choose
one of these shapes and write a short story or
poem about it. The story or poem should be at
least 10 lines long. You can also draw a picture of
your chosen shape. Have fun! c. The heart shape
is often associated with love and romance. It can
also represent emotions like joy, sadness, and
fear. In this story, we’ll explore the different ways
the heart shape can be interpreted. Once upon a
time, in a land far away, there was a young prince
who fell deeply in love with a beautiful princess.
Their love was pure and true, and they spent every
moment together, laughing and exploring their
kingdom. One day, the prince decided to express
his love for

A.6. polygons vs shapes with only
curved edges

The following is a list of types of polygon:
The following is a description of shapes with only
curved edges and no corners:

min
A convex polygon is a polygon in which all of
the interior angles are less than 180 degrees. A
concave polygon is a polygon in which at least one
of the interior angles is greater than 180 degrees.
A regular polygon is a polygon in which all of the
sides are the same length and all of the interior
angles are the same size. A square is a regular
polygon with four sides. A rectangle is a regular
polygon with four sides. A rhombus is a regular
polygon with four sides. A parallelogram is a
regular polygon with four sides. A trapezoid is a
regular polygon with four sides. A pentagon is a
regular polygon with five sides. A hexagon is a
regular polygon with six sides. A heptagon is a
regular polygon with seven sides. A octagon is a
regular polygon with eight sides. A nonagon is a
regular polygon

max
a polygon is a closed plane figure with a finite
number of straight sides. A polygon is a closed
plane figure with a finite number of straight sides....
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mean
a polygon is a closed plane figure with straight
sides. A polygon is a closed plane figure with
straight sides....

log mean
- A polygon is a closed shape with straight sides. -
A polygon is a closed shape with straight sides. ...

alternating
a polygon is a closed shape with straight sides,
and a polygon is a closed shape with curved sides.
A polygon is a closed shape with straight sides and
a polygon is a closed shape with curved sides. ...

A.7. cities in Europe vs types of flower:

min

A list of the most important and most beauti-
ful. The list is not complete, but it is a good starting
point for a list of the most beautiful and most
important. The list is not complete, but it is a good
starting point for a list of the most beautiful and
most important. ...

max
The list is sorted by country, then by city name.
The list is incomplete. You can help by expanding
it. The list is also incomplete in that it does not
include cities in the United Kingdom, the United
States, Canada, Australia, New Zealand, or other
countries. The list is also incomplete in that it does
not include cities in the United Kingdom, the United
States, Canada, Australia, New Zealand, or other
countries....

mean
The list is arranged by country, and then by alpha-
betical order. The list is not exhaustive, and is not
intended to be. It is intended to be a starting point
for further research. The list is not intended to be
a complete list of all cities in Europe. The list is
not intended to be a complete list of all cities in
Europe....

log mean

- Abricot - Abyssinia - Abyssinian - Abyssinian ...

alternating
A list of cities in Europe. This is a list of types of
flowering plants. This is a list of cities in Europe.
This is a list of types of flowering plants. ...

B. Description and Narrative Prompts

B.1. Antiques & Antiques from Ancient
China

The following is a description of an antique vase:
The following is a description of a blue and white
porcelain vase from the Yuan dynasty:

max
It is a tall, cylindrical vase with a narrow neck and
a wide, flaring mouth. The exterior of the vase is
decorated with intricate patterns of blue and white
glaze, depicting scenes from Chinese mythology
and daily life. The base of the vase is slightly
tapered and unglazed, revealing the rough texture
of the porcelain beneath. The overall effect is
one of elegance and sophistication, reflecting the
artistic achievements of the Yuan dynasty. The
vase is considered a valuable piece of Chinese
ceramics and is highly sought after by collectors.

min
The vase is made of a type of porcelain known
as "Jingdezhen" ware, which was produced in the
city of Jingdezhen, China during the Yuan dynasty
(1271-1368). It has a cylindrical shape with a
slightly tapered neck and a flared mouth. The
vase is painted with intricate designs of dragons,
phoenixes, and other mythical creatures in vibrant
colors against a background of clouds and waves.
The glaze is smooth and lustrous, adding to the
overall beauty of the piece. The vase stands on
a short footed base, which helps to stabilize it.
Overall, the vase is a stunning example of Chinese
porcelain art from the Yuan dynasty.

log mean
The vase is made of a type of porcelain that is
characterized by its blue and white color scheme.
It has a cylindrical shape with a slightly tapered
bottom and a flared mouth. The body of the vase
is adorned with intricate patterns of flowers, birds,
and other motifs, painted in a delicate, cursive style
using a cobalt blue pigment. The background of
the vase is left white, which serves to highlight the
intricate details of the designs. The vase stands
on a short, circular foot that is also painted blue.
Overall, the vase exudes an air of elegance and
sophistication, reflecting the artistic achievements
of the Chinese porcelain industry during the Yuan
dynasty.

B.2. Racecar & Old Sweater
The following is a description of an new racecar:
The following is a description of a ragged old
sweater:
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max
It is a sleek, black sports car with a powerful
engine and aerodynamic design. The car has a top
speed of 200 miles per hour and can accelerate
from 0 to 60 miles per hour in under 4 seconds. It
features advanced safety features like anti-lock
brakes, traction control, and airbags. The interior
is luxurious, with leather seats, a state-of-the-art
infotainment system, and a panoramic sunroof.
The car also has a unique feature that allows it to
change colors at the touch of a button. Despite
its high performance capabilities, the car is
surprisingly fuel-efficient, with an estimated 30
miles per gallon on the highway. Overall, this new
racecar is a perfect blend of speed, style, and
practicality. It’s sure to turn heads on the track and
on the streets.

min
"This is a unique and stylish addition to any
collection. It has a bright red body with black and
white stripes, and the sleeves are made of a soft,
stretchy material. The front of the body has a large,
black "V" shape that extends from the top of the
red section to the bottom of the white section. The
back of the body is also red, but it has a smaller
black "V" shape that starts at the top of the red
section and extends to the bottom of the white
section. The sleeves are made of a stretchy, black
material with white stripes running down them. The
overall look of this item is both modern and retro,
making it a great choice for anyone who wants to
stand out from the crowd."

mean
"It’s a sleek, black, and powerful machine that can
reach speeds of up to 200 miles per hour. It has a
top-of-the-line engine, aerodynamic design, and
cutting-edge technology that make it a force to
be reckoned with on the racetrack. The interior
is luxurious, with comfortable seating, state-of-
the-art entertainment systems, and advanced
safety features. Despite its high-performance
capabilities, the car is surprisingly fuel-efficient
and environmentally friendly."

log mean
The ragged old sweater was a familiar sight on
the streets of the small town. It had been through
countless washes and dryers, and its once-vibrant
colors had faded to a dull, muted palette. The
fabric was thin and worn, revealing the coarse wool
beneath. The sleeves were too short, the hemline
too ragged, and the neckline too large, exposing
the wearer’s skin to the elements. Despite its
tattered appearance, the sweater was well-loved
and held together by years of loyalty and affection.
Now, imagine if this ragged old sweater could

come to life and transform into a powerful, sleek,
and modern sports car. The car would be designed
with the same attention to detail and craftsmanship
as the sweater, with a smooth, aerodynamic body
that hugs the road. The engine would

C. Prompted Stories

C.1. story about Japan and about
cooking

The following is a story about Japan: Once
The following is a story about cooking: Once

max
upon a time, in a small village in Japan, there lived
an old man named Hiroshi. He was a kind-hearted
person who loved to cook for his family and friends.
One day, he decided to make a special dish for his
granddaughter’s birthday party. He went to the
market to buy all the ingredients he needed. As he
was walking back home, he saw a young girl crying
by the side of the road. He approached her and
asked what was wrong. The girl told him that she
had lost her way home from school and didn’t have
any money for food or transportation. Hiroshi felt
sorry for her and decided to help her. He invited
her to his house for dinner and even offered her a
ride home afterward. The girl was overjoyed and
thanked him profusely. When Hiroshi arrived home,
he realized that he had forgotten to buy the main ing

min
upon a time, in a small village nestled in the
mountains, there lived an old woman named Hana.
She was known for her skill in creating delicious
dishes using local ingredients. One day, a young
man named Kenji visited the village and was
immediately drawn to Hana’s cooking. He decided
to stay and learn from her. Hana was hesitant
at first, but eventually agreed to teach him her
secrets. Kenji worked hard, learning how to select
the freshest ingredients and how to prepare them
in just the right way. He also learned about the
importance of presentation and the role it played
in making a dish truly special. After months of
training, Kenji was ready to put his new skills to the
test. He created a dish that combined the flavors
of the village with his own unique twist. The dish
was a hit, and soon word spread about Kenji’s
incredible cooking.

mean
upon a time, in a small village nestled in the
mountains, there lived an old woman named
Obaachan. She was known for her kind heart and
her love for cooking. Every day, she would prepare
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delicious meals for her family and neighbors, using
fresh ingredients from her garden. One day, a
young girl named Chizu moved into the village with
her parents. Chizu was shy and didn’t have many
friends, so she spent most of her time helping
Obaachan in the garden and watching her cook.
As time passed, Obaachan noticed that Chizu had
a natural talent for cooking and decided to teach
her some of her secret recipes. Chizu was thrilled
and worked hard to learn everything she could
from Obaachan. One day, Obaachan fell ill and
couldn’t cook for herself or anyone else. Chizu,
remembering everything Obaach

log mean
upon a time, in a small village nestled in the
mountains, there lived an old woman named Hana.
She was known for her incredible skill in the art of
sushi-making. Every day, she would gather fresh
ingredients from the nearby river and prepare them
with meticulous care.

One day, a young man named Kenji visited
the village. He had heard tales of Hana’s sushi
and was determined to try some for himself. He
found her hut on the outskirts of the village and
knocked on her door.

Hana welcomed him in and invited him to sit
at her small table. She served him a plate of the
most delicious sushi he had ever tasted. The rice
was perfectly seasoned, and the fish was so fresh
it practically melted in his mouth.

As they ate, Kenji couldn’t help but ask Hana

alternating
upon a time, there was a small village in the
mountains where the people lived off the land.
They were skilled farmers and hunters, and they
knew how to make the most of their resources.
One day, a traveling chef visited the village and
was impressed by the simple yet delicious meals
they prepared. He decided to stay and teach them
some of his culinary secrets. The villagers were
eager to learn, and soon they were experimenting
with new ingredients and techniques. They started
to grow different crops and raise unique animals,
which they used to create dishes that were both
exotic and delicious. The village became famous
for its cuisine, and people from all over the world
came to visit and taste their food. The traveling
chef, who had become the village’s head chef, was
proud of what they had accomplished together.
And so, the village flourished, not only because of
its beautiful surroundings but

C.2. Old Woman & Young Woman
This is the story of an old woman:
This is the story of a young woman:

max
a woman who has lived a long life, seen many
things, and learned many lessons. She is now at
the end of her days, and as she looks back on
her life, she realizes that she has one last lesson
to teach. A lesson about love, and about the
importance of living each day to the fullest. This is
her story. This is the story of an old woman who
knew love. And who, even at the end of her days,
still had something to teach us about the power of
love.

min
a woman who was born in a small village in the
mountains, who grew up in a world of magic and
myth, and who became a legend herself. Her
name was Elena, and she was the last of the
dragon riders. She lived in a time when dragons
were hunted to near extinction by men who feared
their power. But Elena knew that dragons were
not the enemy, and she vowed to protect them at
any cost. She spent her days riding her dragon,
exploring the vast skies and soaring through the
clouds. She learned the secrets of the wind and
the stars, and she became one with her dragon,
sharing its strength and its spirit. And when the
time came to fight for the survival of her kind, she
led the charge, her dragon’s wings beating the
air as they soared into battle. This is the story of
Elena, the last dragon rider, and her

mean
a woman who has lived a long life, seen many
things, and learned many lessons. She is a
woman of wisdom and experience, who has faced
challenges and overcome them. Her story is one of
resilience and strength, and it is our hope that it will
inspire others to find their own path through life’s
trials. The old woman’s name is not important; she
could be any woman who has lived a full life. But
her story is universal, and it speaks to the human
experience in all its complexity. So let us listen to
her tale, and perhaps we too can learn from her
courage and determination. The old woman sat in
her rocking chair, gazing out at the garden she had
tended for so many years. Her hands were gnarled
with age, but they still moved with the familiarity of
long practice. She remembered the first time she
had seen this garden, when it was nothing but a
patch of overg

log mean
a woman who has lived a life of hardship and
struggle, but who has never lost her sense of
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humor or her determination to make the most of
every situation. The woman’s name is Sarah,
and she was born into a poor family in a small
village in Africa. From a young age, she had
to work hard to help support her family, often
missing out on the education and opportunities
that other children her age enjoyed. Despite these
challenges, Sarah remained positive and resilient,
always finding ways to make people laugh and
smile. As she grew older, Sarah’s circumstances
improved somewhat. She met a kind-hearted man
named John, who fell in love with her and helped
her start a small business selling traditional African
crafts. Their business thrived, and they were able
to provide for themselves and their families. But
tragedy struck when John suddenly passed away,
leaving Sarah alone to run the business and care for

alternating
a woman who has been through a lot, and who
has learned a lot. She has learned to be strong, to
be resilient, and to never give up. She has seen
the worst of humanity, but she has also seen the
best. She has been through heartbreak and loss,
but she has also found love and friendship. This is
the story of an ordinary woman who has lived an
extraordinary life. And it is a story that will inspire
you to never give up on your dreams, no matter
how old you are. Because, as she says, "age
is just a number." And she should know. She’s
been around the block a few times. But she’s still
standing tall, and she’s not done yet. So here’s to
the young at heart, and to the old souls who keep
on fighting. Because we are all warriors, in our
own way. And we all have a story to tell. So let

D. Fictions Prompts

D.1. Sam a policeman vs Sam an office
worker

Sam enjoyed his work as a policeman, but he grew
tired of constantly being involved with criminals. He
wanted something with the same kind of excite-
ment, of physicality, but without the unsavory social
element. So he decided to become a fireman.

Sam was unhappy in office work. Although it paid
well, he craved something more exciting, some-
where he could be a hero, make a difference in
people’s lives. He decided to become a fireman.

min
The job was physically demanding, and he had to
pass a rigorous training program, but Sam was up
for the challenge. He was thrilled when he finally
received his fireman’s uniform and badge. He
felt like he was part of a brotherhood, a team of
brave men who risked their lives to save others.

And he loved the rush of adrenaline he got when
responding to emergencies. It was everything he
had hoped for and more. So when he heard about
a fire at a local apartment complex, he couldn’t
wait to suit up and head out the door. As he raced
to the scene in the firetruck, his heart pounded
with anticipation. When he arrived, he sprang into
action, helping to evacuate residents and battling
the flames. It was exhilarating, and he knew he
had made the right choice in becoming a fireman.
He was proud to serve

max
After a few years on the job, Sam found himself
trapped in a burning building. He was alone and
the smoke was getting thicker by the second.
Suddenly, he heard a voice calling out to him. It
was a woman’s voice, faint but clear. "Help me!"
she cried. Without hesitation, Sam followed the
sound of the voice, pushing his way through the
smoke and flames. He found the woman lying
unconscious on the floor. Quickly, he knelt down
beside her and began performing CPR. After
several agonizing minutes, the woman’s eyes
fluttered open. "Thank you," she whispered. "You
saved my life." From that moment on, Sam knew
that he had made the right decision to become
a fireman. He had found his calling, and nothing
could stop him from helping others in their time of
need. The end.

mean
After training, he was assigned to a station in a
busy city. His first day on the job was eventful.
They got a call about a fire in an apartment building.
Sam and his team rushed to the scene, suited up,
and entered the burning building. They found the
source of the fire and began to put it out. Suddenly,
they heard screams coming from another part of
the building. They ran towards the sound and
found a woman trapped in her apartment. Without
hesitation, Sam broke down the door and rescued
her just as the ceiling collapsed. The woman was
taken to safety, and Sam felt a rush of adrenaline
he had never experienced before. From that day
on, he knew he had made the right choice. He was
a fireman, and he loved every minute of it. The end.

log mean
He trained hard and was eventually accepted
into the fire department. On his first day, he was
assigned to a veteran firefighter named Jack.
They were sent to a burning building to rescue the
occupants.

As they entered the building, the smoke was thick
and black. They could hear people screaming and
the sound of breaking glass. They made their way
up the stairs, feeling their way along the wall. Sud-
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denly, they heard a loud crash behind them. They
turned around to see a room engulfed in flames.

"We have to go back," said Jack. "We can’t leave
them."

Sam nodded in agreement. They turned and ran
back down the stairs, into the thick smoke. They
could barely see in front of them, but they kept
moving forward. They reached the bottom of the
stairs and saw a woman lying unconscious on the
ground. Without hesitation,

alternating
After a year of training, he was finally ready to
take on his first big call. The alarm went off and
he rushed to the fire station, jumping into the truck
with his fellow firefighters. They sped off to the
scene of the fire, sirens blaring. As they arrived,
they saw a burning building with thick black smoke
billowing out of the windows. Without hesitation,
Sam and his team raced inside, battling the flames
and searching for any trapped victims. It was
chaotic and dangerous, but Sam felt alive. He had
finally found his true calling. As they emerged
from the building, carrying an unconscious woman
to safety, Sam knew that he had made the right
decision. He was where he belonged, fighting
fires and saving lives. The adrenaline rush was
like nothing he had ever experienced before. He
couldn’t wait for the next call.

D.2. Bird vs turtle
Once there was a golden bird that lived in the tops
of the mountains.
Once there was a great jade turtle that lived in the
swamp.

min
It was so beautiful that everyone who saw it fell
in love with it. But the people who lived near the
great, shining, beautiful creature were very poor.
They were farmers, and they had no money to buy
food or clothing or even a roof over their heads.
They were always hungry and cold and tired. They
watched the beautiful, shining creature and wished
that it could help them. But the creature was far
away, and it seemed as if it didn’t even know that
the people were there. So the people began to talk.
They said, "If only we could catch that beautiful
creature, we would be rich and happy forever." And
they made plans to catch the creature. They talked
about it all the time, and they dreamed about it at
night. They were so busy dreaming and talking
that they forgot to work in their fields. And because
they didn’t work, they didn’t have any food to eat.
Soon they were

max

He was very old and wise and had seen many
things. One day, he decided to take a nap in the
sun. As he slept, he dreamed of a beautiful garden
filled with flowers and trees. In his dream, he saw
a young girl walking through the garden, picking
flowers and singing songs. She was so happy and
peaceful that the turtle wanted to meet her. So,
he flew down from the sky and landed in front of
her. The girl was surprised to see a talking turtle,
but she wasn’t afraid. They talked for hours about
the beauty of nature and the importance of peace.
When the turtle woke up, he realized that his dream
was more than just a dream. It was a message from
the universe to spread love and kindness wherever
he went. And so, the turtle continued his journey,
sharing his wisdom and spreading joy to all who
crossed his path. The end.
mean
It was so beautiful that it was known throughout
the world. People came from far and wide to see it,
and they would always leave offerings of food and
jewels at its feet. But the jade turtle was not happy.
It longed to fly like the golden bird, to soar through
the sky and see the world from above. So it prayed
to the gods for wings. And the gods, seeing the
turtle’s longing, granted its wish. They gave it a
pair of magnificent wings, made of gold and jade,
that shone brilliantly in the sun. The jade turtle was
overjoyed. It spread its wings and flew up into the
sky, soaring higher and higher until it could see
the whole world spread out before it. It flew over
mountains and valleys, rivers and forests, cities
and villages. It saw people going about their daily
lives, and it felt a deep

log mean
It was so beautiful that it was called the Golden
Eagle. One day, the Golden Eagle saw a reflection
of itself in the water and thought it was another bird.
It flew down to fight the intruder, but when it got
closer, it realized it was only a reflection.

The Golden Eagle felt foolish and decided to
go on a journey to find its true self. It flew over
mountains and valleys, across rivers and seas, until
it came to a small village. In the village, there was
an old man who was known for his wisdom. The
Golden Eagle asked the old man if he could help it
find its true self.

The old man smiled and said, "Yes, I can help
you. But first, you must learn to accept yourself as
you are. Only then can you find your true self." The
Golden Eagle nodded and began to meditate on
the old man’s words.

After some

alternating
He was very beautiful and his shell shone like a
star. He was so old that no one knew how old he
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was. He was older than the oldest tree, older than
the oldest river, older than the oldest mountain. He
was so old that he remembered the beginning of
time. He remembered when the world was young
and the animals could talk. He remembered when
the stars were born and the moon was just a baby.
He remembered when the sun was a little girl who
wore a beautiful golden dress. He remembered
when the clouds were made of cotton candy and
the rainbows were made of gold. He remembered
when the wind was a friendly giant who would play
hide-and-seek with the trees. He remembered
when the earth was soft and new, like a baby’s
skin. He remembered when the oceans were born
and the fishes started to swim. He remembered
when the birds learned to fly and the bees learned
to make honey. He
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Abstract
Dungeons&Dragons (D&D) is a classic tabletop game with a 50-year history. Its intricate and customizable gameplay
allows players to create endless worlds and stories. Due to the highly narrative component of this game, D&D and
many other interactive games represent a challenging setting for the Natural Language Generation (NLG) capabilities
of LLMs. This paper explores using LLMs to generate new spells, which are one of the most captivating aspects
of D&D gameplay. Due to the scarcity of resources available for such a specific task, we build a dataset of 3,259
instances by combining official and fan-made D&D spells. We considered several LLMs in generating spells, which
underwent a quantitative and qualitative evaluation. Metrics including Bleu and BertScore were computed for
quantitative assessments. Subsequently, we also conducted an in-vivo evaluation with a survey involving D&D
players, which could assess the quality of the generated spells as well as their adherence to the rules. Furthermore,
the paper emphasizes the open-sourcing of all models, datasets, and findings, aiming to catalyze further research on
this topic.

Keywords: Generative Artificial Intelligence, Large Language Model, Text Generation, Dungeons&Dragons

1. Introduction

In tabletop role-playing games, Dungeons & Drag-
ons (D&D) is a timeless classic, captivating players
with its immersive storytelling, strategic gameplay,
and boundless possibilities. Central to the expe-
rience of D&D is the use of spells, which enable
players to wield magical forces, shape reality, and
overcome challenges within the game world.

D&D operates within a framework of rules, facili-
tating structured gameplay while allowing for cre-
ativity and improvisation. Players assume the roles
of characters with distinct abilities, embarking on
adventures guided by a Dungeon Master (DM) who
orchestrates the narrative and adjudicates the rules.
One of the most integral aspects of character abili-
ties in D&D is casting spells, which encompass a
vast array of effects ranging from elemental manip-
ulation to healing and illusion.

Traditionally, spell-casting in D&D has relied on
predefined lists of spells published in rule books,
with players selecting spells for their characters
based on predefined criteria such as character
class, level, and available spell slots. However,
creating new spells or expanding the existing reper-
toire has mainly been relegated to game designers
or enthusiasts, often requiring extensive manual
effort and expertise.

In recent years, the emergence of Large Lan-
guage Models (LLMs) powered by artificial intelli-
gence has revolutionized various domains, includ-
ing content generation and creative writing. These
models are trained on vast corpora of text data and
demonstrate remarkable capabilities in understand-
ing and generating human-like text.

This paper explores the potential of leveraging
open-source LLMs to generate spells in D&D, aim-
ing to augment the creative possibilities within the
game. By harnessing the generative power of
LLMs, players and game designers can unlock a
wealth of spell variations, improving the game with
greater depth, novelty, and customization options.
In particular, our work proposes a methodology for
integrating LLMs into the spell generation process.
We investigate the feasibility of automating spell
creation by fine-tuning recent open-source LLMs
on a dataset of spells manually generated by D&D
enthusiasts. Furthermore, we explore the impli-
cations of employing LLMs for spell generation in
D&D, including the quality of generated spells and
the change in performance by varying the number
of model parameters. Ultimately, this paper con-
tributes to the intersection of artificial intelligence
and tabletop gaming, demonstrating how advanced
language models can enrich the creative processes
inherent in games like D&D, fostering innovation in
gaming communities.

The paper is structured as follows: Section 2
provides an overview of related work, while the
methodology is deeply described in Section 3. The
evaluation and results are discussed in Section 4.

2. Related Work

Large Language Models (LLMs), built upon the
Transformer architecture (Vaswani et al., 2017), un-
dergo extensive training processes facilitated by
immense datasets. Their sheer magnitude enables
them to encapsulate and process many linguistic

61



patterns and structures. Notably, LLMs excel not
only in mastering downstream tasks but also in their
ability to generate text, marking a significant mile-
stone in the field of Natural Language Processing.

Creating narratives for games is of particular in-
terest since it not only requires text coherence but
also a more complex structure of the generated
story. More specifically, for tabletop games like
D&D, there are many aspects to take into account,
e.g. the setting of the story, the characters, and
the specific game state, thus requiring the system
to expose Language Generation, Language un-
derstanding and planning abilities (Callison-Burch
et al., 2022). Moreover, while LLMs have proved to
be able to generalize across tasks for which they
were not directly trained (Wei et al., 2021; Kojima
et al., 2022), they still need huge corpora for the
fine-tuning step. This represents an additional chal-
lenge within the D&D realm: in fact, despite being
a game boasting 50 years of history since its first
publication and counting an enormous amount of
information online, there is a limited number of well-
structured datasets related to this topic.

Due to the complexity of D&D, many researchers
have approached this problem along different lines
of research. For example, in (Callison-Burch et al.,
2022), the authors focus on the dialogue-based na-
ture of the game given its turn-based system. They
fine-tune an LLM, i.e. the 64B LaMDA language
model (Thoppilan et al., 2022), on data crawled
from D&D Beyond Play-by-Post1. In (Rameshku-
mar and Bailey, 2020), the authors focus on text
summarization techniques applied to D&D. They
also built the Critical Role Dungeons & Dragons
Dataset (CRD3), composed of dialogues extracted
from a show called Critical Role, along with ab-
stractive summaries extracted from the Critical Role
Fandom wiki. The FIREBALL dataset (Zhu et al.,
2023), was instead obtained by collecting 25,000
D&D sessions with information about the game
state and then used to evaluate the ability of LLMs
(i.e. GPT3) in predicting the next game command,
given the utterances from the last turns.

Another relevant aspect in any D&D campaign
is represented by spells, which are magical in-
cantations or formulae that characters can cast
to achieve various effects within the game world.
Spells are a fundamental aspect of gameplay, allow-
ing players to shape the course of their adventures
by adding depth, strategy, and excitement to their
story. Regarding works more similar to our con-
tribution, we firstly refer to the work proposed in
(Newman and Liu, 2022). Here, the authors focus
on spell generation, using three different models:
one based on a simple N-Gram model, one based
on LSTM (Hochreiter and Schmidhuber, 1997), and

1https://www.dndbeyond.com/forums/
d-d-beyond-general/play-by-post

the final one based on GPT-2 (Radford et al., 2019).
The authors make use of a dataset composed of
3,062 spells, which is obtained by combining the
Kaggle dnd-spells dataset2 and player-made spells
from the D&D wiki3. In detail, the authors use 3,012
randomly chosen spells from this dataset as train-
ing data, while the other 50 represent the test data.
Results obtained using the BLEU and BERTScore
evaluation metrics show that GPT-2 is the best-
performing model. Given the high rate with which
new LLMs are developed and released, we wanted
to explore how newer models can perform the spell
generation task.

3. Methodology

As discussed previously, we aim to study the effec-
tiveness of using LLMs for D&D spell generation.

More specifically, we are interested in assessing
the performance of newer LLMs available at the
state-of-the-art and checking how much the num-
ber of parameters of the model affects the genera-
tion process. This aspect is particularly interesting
since the available data for this task is limited.

In fact, even if there are several datasets that
have been publicly released about D&D, the
amount of official D&D spells is not even in the
thousands. Because of this, we are interested in
analyzing how well the same type of model architec-
ture performs with respect to the number of param-
eters and how well it maintains the generalization
capabilities for which LLMs are known.

It is important to note that, throughout this work,
we employ a pipeline similar to the one used in
(Newman and Liu, 2022), which used GPT-2 for this
task. This choice was made to allow for comparison
with those already available at the state-of-the-art
and to glean insights into the effectiveness and
performance of our methodologies. Finally, to the
best of our knowledge, the source code and final
models adopted in (Newman and Liu, 2022) are
not publicly available. In contrast, we have made
all our code 4, models 5, and dataset 6 available.
We firmly believe in transparency and accessibility
in research, especially in complex and challenging
domains.

3.1. Dataset
For the dataset, we follow and extend the process
described in (Newman and Liu, 2022). First, we

2https://www.kaggle.com/datasets/
mrpantherson/dndspells

3https://www.dandwiki.com/wiki/
4GitHub Repository
5HuggingFace Collection
6Dataset
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download the dnd-spells dataset (introduced in sec-
tion 2) from Kaggle containing all D&D 5th-edition
spells and obtain a total of 554 official spells. Each
spell in this dataset is characterized by a total of 12
fields, summarized in Table 1.

Field Description
name Name of the spell

classes Classes that can learn the spell
level The level of the spell (this is sep-

arate from the player’s level), 0 is
a cantrip

school What type of magic the spell is
cast_time How long it takes the character

to cast the spell
range How far the character can be

from the target of the spell
duration How long the spell lasts
verbal Boolean - spell requires a verbal

incantation
somatic Boolean - spell requires a precise

hand motion
material Boolean - spell requires a physi-

cal object which is consumed
material_cost What type of material is con-

sumed when casting the spell
description The effect casting spell creates

Table 1: Fields in the D&D spell dataset.

To further increase the amount of data, we en-
hance this first set by scraping the “Spell” section
of the D&D Wiki site7, which contains community-
made content. We retrieve all data for all spells
of the main section, while ignoring spells that fall
under the categories “April Fool’s Spells” and “In-
complete Spells”, which are more likely to be not
fully described or not following the rules. The com-
plete list of spells also contains official D&D spells,
but the page associated to such spells contains a
copyright disclaimer instead of the data, in such
cases we directly skip the page. After scraping,
we obtain an additional dataset consisting of 3, 287
spells. However, analysis of the dataset revealed
that there were many formatting and data quality is-
sues with these spells. Therefore, we perform both
a filtering and a pre-processing step to guarantee
that the quality of the spells of this additional set
matches the official ones. The filtering steps are
the following:

• Removed spells instances not having one of
the following attributes: level, school, duration,
casting time, range;

• Removed spells instances which did not prop-
erly contain the required components to cast

7https://www.dandwiki.com/wiki/5e_All_
Spells

the spell. In fact, each instance should ex-
plicitly state whether the spell requires Verbal,
Somatic or Material (in the case of material, we
extract the required components). All of this is
done through a regex matching operation;

• Each spell is also associated with a list of char-
acter classes that can actually learn the spell.
Since the content-made spells may also con-
tain content-made classes, we decided to re-
move the classes that referred to a fan-made
class for each spell. The list of official classes
was retrieved from the official D&D Beyond
site8. If a spell did not have any classes left
after filtering the list, the spell instance was
removed.

As part of the spell processing pipeline, we em-
ploy the following steps:

• We identify instances where the scraper out-
put contains the number of votes a spell has
received on the wiki. This information is irrele-
vant to our analysis and can potentially distort
our results. Therefore, we use a regex match-
ing operation to remove this information;

• When extracting information about spells from
the wiki, the level of the spell and the school
of magic it belongs to are often combined into
a single string of text (e.g. “9th-level necro-
mancy”). In order to make use of this informa-
tion, we need to separate the level and school
into their own distinct values;

• We extract the materials needed by spells with
a Material (“M”) as one of their components.
This is done by using a regex matching oper-
ation and assuming that such information is
between brackets.

After filtering and processing the dataset, we
gathered a total of 2,705 instances, which were
then merged with the Kaggle dataset to obtain our
final dataset of 3,259 instances. Finally, in contrast
to the approach presented in (Newman and Liu,
2022), where the authors selectively retain a sub-
set of spell features, focusing primarily on elements
deemed crucial for the task, such as name and
description, our methodology encompasses all fea-
tures extracted through the scraping process. The
rationale behind this decision is that the LLM should
be able to learn the patterns underlying the values
for these features. For instance, it should recognize
that the presence of a chant in a spell’s description
correlates with the “Verbal” component. Thus, we
decided to leverage all the features available within
the dnd-spells dataset. This approach allows the
LLM to capture and learn the relationships that can
appear among different spell attributes.

8https://www.dndbeyond.com/classes
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3.2. Models
For our analysis, we focused on using decoder-only
families of models. In particular, the models taken
into account for our evaluation are the following:

• GPT-2 (Radford et al., 2019) Generative Pre-
Trained Transformer: released by OpenAI in
2019. We use this family of models as a base-
line against which we measure our experimen-
tal outcomes. This decision not only allows for
a comparison of our results but also facilitates
the reproducibility of findings established in
prior research, such as those documented in
(Newman and Liu, 2022). The models chosen
for the evaluation are: gpt2, gpt2-medium,
gpt-large, and gpt-xl;

• OPT (Zhang et al., 2022) Open Pre-Trained
Transformer Language Models: released by
Meta AI in 2022, the main appeal of this family
of models is that, to the best of our knowl-
edge, this is the only family of models pro-
viding many pre-trained checkpoints having
different number of parameters (e.g. 125m,
350m, 2.7b, 6.7b, ...). This is very useful for
our purposes, as many of the modern models
are released with only a limited selection of
parameter counts. The models chosen for the
evaluation are: opt-125m, opt-350m, opt-
1.3b, opt-2.7b, opt-6.7b, and opt-13b;

• LLaMA 2 (Touvron et al., 2023) Large Lan-
guage Model Meta AI: released by Meta AI in
2023, the available checkpoints have 7b, 13b
and 70b parameters. We also consider these
models to compare the performance of OPT
and GPT-2 (a relatively older family of models)
to the performance obtained by these more
powerful and recent models. The models cho-
sen for the evaluation are: llama2-7b and
llama2-13b.

3.3. Training details
For the train-test split, we adhere to the methodol-
ogy outlined in (Newman and Liu, 2022). Specif-
ically, we employ random sampling to extract 50
instances from the complete dataset, which are
then designated as the test set, using the rest as
the train set.

We perform full-parameter tuning using Deep-
Speed ZeRO 3 9 for parallelism. We train the mod-
els using from 1 to 2 nodes equipped with 4 64GB
NVIDIA A100 GPUs. The training procedure was
performed with a fixed number of 3 epochs over
the entire train set as proposed in (Newman and
Liu, 2022). We used the following hyperparameters
when they were not specified in the original work:

9https://www.deepspeed.ai/

• maximum sequence length: 512; each
model has a different maximum length. This
value was chosen after tokenizing the dataset
with each tokenizer and studying the number
of tokens required for each spell to avoid trun-
cation

• learning rate: 0.00005

• effective batch size: 128

• optimizer: adamw (torch)

• packing: true

• weight decay: 0.0001

• warmup ration: 0.0

• seed: 42

Furthermore, we format the input data following
the Alpaca instruction format (Taori et al., 2023)
and perform instruction-tuning with a pre-defined
instruction: “Write a spell for the 5th edition of the
Dungeons & Dragons game.”. The idea is that the
models could be then further fine-tuned for D&D re-
lated tasks, such as character or scenario creation.
An example of a formatted train instance is shown
in Table 2.

Below is an instruction that describes a task. Write a
response that appropriately completes the request.
### Instruction:
Write a spell for the 5th edition of the Dungeons &
Dragons game.
### Response:
Name: Light Blood Transfusion
Level: 1
School: Necromancy
Classes: Sorcerer, Warlock, Wizard
Casting time: 1 Action
Range: Touch
Duration: Instantaneous
Components: V, S
Description: You lay your hand upon a creature, trans-
fering your blood to the target. You spend one or more
hit dice, and the touched creature regain hit points
equal to number rolled in the hit dice + your spellcast-
ing ability. If the creature is poisoned, you can use a
hit die to end the condition on the target, instead of
restoring its hit points.

Table 2: Example of prompt.

4. Evaluation

As presented in Section 3.3, the test set consists of
50 instances. Therefore, we perform a quantitative
evaluation procedure and also a qualitative one
with actual D&D players.
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4.1. Quantitative Evaluation
For quantitative evaluation, we refer to (Newman
and Liu, 2022) and use Bleu (Papineni et al., 2002)
and BertScore (Zhang* et al., 2020) as evaluation
metrics.

Bleu is a widely used metric to evaluate the qual-
ity of text generated by LLMs, although it was origi-
nally conceived to measure the quality of Machine
Translation models. The Bleu score measures the
alignment of n-grams between the candidate trans-
lation and the reference translation, counting the
number of matched n-grams to ascertain transla-
tion quality. A higher number of matches typically
signifies a superior candidate translation.

BertScore is a powerful metric that is used as an
evaluation tool for natural language generation. It is
based on the pre-trained BERT contextual embed-
dings, which are highly effective in capturing com-
plex language structures. Unlike traditional metrics
based on n-grams (e.g. the aforementioned Bleu)
that can be limited in their ability to capture long-
range dependencies, BertScore computes simi-
larity based on contextualized token embeddings.
This allows it to effectively capture distant depen-
dencies and similarities, thus producing a more
accurate evaluation.

For both metrics, we use the implementation pro-
vided in the “evaluate” library by the HuggingFace
team 10. We adopt these two metrics since they are
the same ones the authors of (Newman and Liu,
2022) used in their experimental setting. To com-
pute both metrics, a reference sentence must be
provided. While (Newman and Liu, 2022) considers
the first 40 tokens of the entire spell (therefore start-
ing from the “Name” attribute), we decided to keep
20 tokens after the “Description” attribute, which is
the last tag of the entire spell. Our choice is moti-
vated by the assumption that the description is the
central aspect to evaluate since it is the part of the
spell that contains more text.

Finally, we do not use tokens for the splitting
since we are comparing different models and tok-
enizers. Therefore, we split based on words, keep-
ing the first 20 words as the reference sentence.
Words are identified by splitting based on multiple
white spaces and using some heuristics to account
for punctuation. Results of the quantitative evalu-
ation in terms of Bleu and BertScore are summa-
rized in Table 3.

Analyzing the results, we observe that the best
performance are obtained by models with the
largest number of parameters (i.e. llama2-13b
and opt-13b). An exception is represented by
llama2-7b which achieves the best BertScore (re-
call), even though the differences are quite narrow.

10https://github.com/huggingface/
evaluate

We also notice that the Bleu significantly increases
with the number of parameters, while BertScore
remains relatively unaffected by the model. There-
fore, all models achieve outstanding results in terms
of BertScore, thus proving that the generated text is
semantically correct. However, models with a large
number of parameters tend to produce more long
n-gram sequences matching the spell description
in the test set causing overfitting.

4.2. Qualitative Evaluation
For qualitative evaluation, we set up an experiment
involving D&D players. To facilitate this investiga-
tion, we developed a Telegram chatbot, which was
the primary interface for engaging with participants.
This allowed us to interview players and easily keep
track of their answers. The chatbot is designed to
show the player one spell at a time, with 10 spells
for the whole session. Additionally, players retain
the freedom to interrupt the questionnaire at any
point and resume their progress later, as their re-
sponses are continuously saved throughout the
interaction process. Users could also decide to
perform multiple experimental sessions, in which
case we ensured that no spell seen by a user in a
previous experiment could be seen again in a new
one.

For each spell, following the questionnaire pro-
posed in (Newman and Liu, 2022), there are three
questions asked to the player. The questions, along
with the kind of expected answers, are shown in
Table 5.

For the qualitative evaluation, we consider the
five best-performing models: opt-2.7b, opt-
6.7b, opt-13b, llama2-7b and llama2-13b.
During each session, we present the user with ten
spells: one from each model and five written by
humans. The spells are randomly selected, which
ensures that the user is equally likely to encounter
a human-written spell and a machine-generated
one. For the generation, we employed Top-p Sam-
pling (also known as “Nucleus Sampling”) (Holtz-
man et al., 2019) with p = 0.9 (a commonly used
value, in particular, (DeLucia et al., 2020) study that
a value in the range [0.7, 0.9] is best in narrative
generation). During the experiment via the Tele-
gram bot, the users are not informed of the total
number of AI-generated and human-written spells.
This omission is aimed at maintaining an unbiased
environment throughout the whole experiment.

A total of 13 users completed at least one experi-
ment session for a total of 16 sessions. The overall
results can be seen in Table 4, while the results per
model can be seen in Table 6.

Table 4 shows that 73% of AI-generated spells
are identified by the users, but at the same time,
35% of human-written spells are recognized as writ-
ten by the AI. Furthermore, the table also provides
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Model Bleu BertScore (Precision) BertScore (Recall) BertScore (F1)
gpt2 0.093 0.835 0.851 0.842
gpt2-medium 0.121 0.858 0.855 0.856
gpt2-large 0.110 0.861 0.857 0.858
gpt2-xl 0.149 0.862 0.856 0.858
opt-125m 0.082 0.850 0.845 0.846
opt-350m 0.113 0.860 0.852 0.856
opt-1.3b 0.090 0.861 0.854 0.857
opt-2.7b 0.123 0.870 0.862 0.866
opt-6.7b 0.097 0.867 0.860 0.863
opt-13b 0.135 0.870 0.864 0.867
llama2-7b 0.175 0.877 0.874 0.875
llama2-13b 0.188 0.880 0.876 0.877

Table 3: Results of the quantitative evaluation.

Human AI
Correctly
Identified 66% 71%

Average Rule
Conformity 3.75 (4.20) 2.88 (2.50)

Average
Playability 3.49 (3.87) 2.76 (2.33)

Table 4: Overall results of the qualitative evaluation.
The Human column refers to human-written spells,
while the other one to AI-generated spells.

QUESTION 1
What do you think made this?
ANSWER 1
- Human
- AI
- I have already seen this spell,
I know it was written by a human
QUESTION 2
How well do you think this spell conforms to
D&D’s rules?
ANSWER 2
5-point Likert scale
(1 = "Doesn’t fit with the rules at all",
5 = "Would fit in right alongside official spells")
QUESTION 3
Would you play/allow this spell?
ANSWER 3
5-point Likert scale
(1 = "Definitely wouldn’t",
5 = "Definitely would")

Table 5: Questionnaire of the Telegram Chatbot.
The user is asked to answer all three questions for
each spell.

the results (in brackets) computed only on the in-
stances correctly classified as human-written or
AI-generated by users. These results show that
when spells written by humans are correctly classi-

fied by users, the “Average Rule Conformity” and
“Average Playability” both increase. In contrast, in
the case of AI-generated spells, the two scores
slightly decrease.

Analyzing the qualitative results for each model,
we obtain that the best models are opt-2.7b and
llama2-13b, while the worst model is opt-6.7b
as a lower value of “Correctly Identified” means that
humans are not able to distinguish AI written spells
from human ones. These results confirm the quan-
titative evaluation where the opt-2.7b overcomes
opt-6.7b. Also the average rule conformity fol-
lows the behaviour of the correctness. Furthermore,
the “Average Playability” confirms that opt-6.7b
is the worst performing model, while the other mod-
els obtain similar results. Considering the results in
brackets, only opt-2.7b provides a satisfying “Av-
erage Rule Conformity” score, while other systems
are under the average.

Table 7 to Table 11 show examples of spells
generated by each of the best models, which were
also the subject of the qualitative evaluation.

5. Conclusions

In this paper, we presented our exploratory study
on using LLMs for a Natural Language Generation
task within the domain of tabletop games. More
specifically, we focus on Dungeons & Dragons, one
of the most popular tabletop games in the world,
which was published 50 years ago. D&D is a com-
plex game that allows players to create their own
worlds and characters.

For this work, we decided to focus our attention
on a specific aspect of the game: spells. Spells
are very interesting since they can affect single
characters or fiends but also completely change
the outcomes of a story.

We took into account a total number of 12 models,
subdivided into three main families: gpt2, opt,
and LLaMA2 and evaluated their performance both
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opt-2.7b opt-6.7b opt-13b llama-2-7b llama-2-13b
Correctly Identified 63% 75% 75% 75% 69%
Average Rule Conformity 3.13 (3.1) 2.94 (2.67) 2.56 (2.25) 2.5 (2.00) 3.25 (2.64)
Average Playability 2.81 (2.4) 2.63 (2.17) 2.56 (2.17) 2.88 (2.58) 2.88 (2.36)

Table 6: Per-model results of the qualitative evaluation

Name: Disintegrate
Level: 2
School: Abjuration
Classes: Sorcerer, Wizard
Casting time: 1 Action
Range: 60 Feet
Duration: Instantaneous
Components: S
Description: You disintegrate a creature of your
choice within range, causing it to disintegrate into
fine mist. Each creature in a 10-foot cube centered
on the target must succeed on a Dexterity saving
throw or take 3d6 force damage and be stunned until
the end of your next turn.
If you target a creature that you can see and have
line of sight with, they do not have to make the saving
throw.

Table 7: Example of spell generated by the opt-
2.7b model.

Name: Sunfire Blow
Level: 1
School: Evocation
Classes: Sorcerer, Wizard
Casting time: 1 Action
Range: Self (30-Foot Cone)
Duration: Instantaneous
Components: S
Description: You hurl a magical punch, causing a
pillar of fiery light to erupt from your hand. Each
creature in a 30-foot cone must make a Constitution
saving throw. A target takes 8d6 fire damage on a
failed save, or half as much on a successful one. If
a creature starts its turn in the area of the cone, or
ends its turn in the area of the cone, it must make the
saving throw with disadvantage.
At Higher Levels. When you cast this spell using a
spell slot of 2nd level or higher, the damage increases
by 1d6 for each slot level above 1st.

Table 8: Example of spell generated by the opt-
6.7b model.

in a quantitative and qualitative evaluation.
For the quantitative evaluation, we compute the

Bleu and the BertScore. From the analysis of the
results, we can confirm that the number of param-
eters positively affects the results obtained by the
models, especially in terms of the Bleu score. Next,
we took into account the best five performing mod-
els to conduct an in-vivo evaluation with actual D&D
players. The results of this qualitative evaluation
confirm the results of the quantitative evaluation.

Name: Wall of Force
Level: 0
School: Evocation
Classes: Wizard
Casting time: 1 Action
Range: 60 Feet
Duration: Concentration, up to 1 hour
Components: V, S
Description: You and up to five other creatures of your
choice are surrounded by magical force, up to 1 foot
thick. Creatures inside the wall can only be attacked
by spells or creatures that can cross the wall (such
as by teleportation or a nonmagical teleporter).
While the wall is in effect, any weapon attack is made
at advantage, and the target automatically passes the
Dexterity saving throw it takes to avoid taking damage
from said attack. Creatures also have advantage on
the Strength check it takes to damage this wall.

Table 9: Example of spell generated by the opt-
13b model.

Name: Healing Mist
Level: 3
School: Necromancy
Classes: Bard, Cleric, Paladin
Casting time: 1 Action
Range: 150 Feet
Duration: Concentration, up to 1 minute
Components: V, S
Description: A mist infused with divine magic en-
velops a creature of your choice that you can see
within range. The target regains 3d6 hit points upon
the mist being cast, and also regains 1d6 hit points
each round that you maintain concentration. Upon the
spell ending, the target takes 2d6 necrotic damage.
At Higher Levels. When you cast this spell using a
spell slot of 4th level or higher, the hit points regained
by the target increases by 1d6 for every level above
3rd.

Table 10: Example of spell generated by the
llama-2 7b model.

Finally, we also publicly available all the models,
datasets, and results of this work, believing that
this will foster further research on this topic.

In future works, we plan to extend the use of
LLMs to other aspects of the game, such as dia-
logue continuation or the simulation of other game
mechanics. We plan to enhance the capabilities
of our models by refining them for additional tasks
through fine-tuning. Moreover, we will replicate the
pipeline to other open-source models and improve
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Name: Shield of Sand
Level: 3
School: Transmutation
Classes: Druid, Sorcerer, Warlock, Wizard
Casting time: 1 Action
Range: Touch
Duration: Concentration, Up To 1 Hour
Components: V, S, M
Material cost: a handful of sand
Description: You create a shield of swirling sand in the
palm of your hand. The shield is a dull gray in color,
and has an AC of 15 and 15 hit points. The shield
disappears if you let go of it. If the shield is reduced
to 0 hit points, it disintegrates and the creature must
make a Dexterity saving throw. On a failed save,
the creature takes 5d6 bludgeoning damage and is
blinded until the start of its next turn.

At Higher Levels. When you cast this spell using a
spell slot of 4th level or higher, the spell’s duration
increases to 8 hours. When you cast this spell using
a spell slot of 6th level or higher, the spell’s duration
increases to 24 hours. When you cast this spell using
a spell slot of 8th level or higher, the spell’s duration
increases to 1 week

Table 11: Example of spell generated by the
llama-2 13b model.

the qualitative evaluation by involving more users.
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Abstract
This paper presents the Character Decision Points Detection (CHADPOD) task, a task of identification of points
within narratives where characters make decisions that may significantly influence the story’s direction. We propose a
novel dataset based on Choose Your Own Adventure (a registered trademark of Chooseco LLC) games graphs to be
used as a benchmark for such a task. We provide a comparative analysis of different models’ performance on this
task, including a couple of LLMs and several MLMs as baselines, achieving up to 89% accuracy. This underscores
the complexity of narrative analysis, showing the challenges associated with understanding character-driven story
dynamics. Additionally, we show how such a model can be applied to the existing text to produce linear seg-
ments divided by potential branching points, demonstrating the practical application of our findings in narrative analysis.

Keywords: NLP, narrative analysis, CYOA, agency

1. Introduction

Modern Large Language Models (LLMs) are state-
of-the-art in a lot of Natural Language Processing
(NLP) tasks. However, areas related to the analy-
sis and generation of texts with complex and rich
semantic structures remain underexplored. This
includes the tasks of analyzing and generating long,
engaging, and rich narratives (van Stegeren and
Theune, 2019). While modern models can some-
times produce innovative plot twists, they generally
create less imaginative scenarios and rhetoric com-
pared to human-authored texts (Begus, 2023).

The traditional machine learning approach to this
problem starts from the data collection with neces-
sary annotations. In the narrative analysis field,
there are a number of datasets available, such
as WikiPlots1 with 112,936 story plots extracted
from English Wikipedia, the MPST dataset with 14K
movie plot synopses (Kar et al., 2018), and the DY-
PLODOC dataset, which includes synopses of 13K
TV shows, 21K seasons, and over 300K episodes
(Malysheva et al., 2021). However, these plain-text
synopses offer limited assistance when the goal is
to analyze high-level narrative structures.

Philosophers and linguists make a lot of attempts
to conceptualize and formalize concepts of plot, nar-
rative arcs, character development, conflict, and
so on (Shklovsky, 1925). One of the fundamen-
tal principles in drama and narrative construction
is the concept of character agency, which posits
that a character’s decisions and actions drive the
plot forward. Aristotle, in his work Poetics, high-
lights sudden plot twists, or peripeteia, especially
those tied to anagnorisis—the moment when a char-
acter comes to a significant realization or discov-

1https://github.com/markriedl/WikiPlots

ery that affects subsequent choices. Borges, in
his short story The Garden of Forking Paths, ex-
plores the idea of multiple possible worlds through
the metaphor of a labyrinth, representing an infi-
nite number of potential narratives and outcomes
based on characters’ actions: "your ancestor <...>
believed in an infinite series of times, in a growing,
dizzying net of divergent, convergent and paral-
lel times. This web of time—the strands of which
approach one another, bifurcate, intersect or ig-
nore each other through the centuries—embrace
every possibility." Propp introduces the concept of
functions—recurring, typical actions that move the
narrative forward: "a tale often attributes identical
actions to various personages; this makes possible
the study of the tale according to the functions of
its dramatis personae <...> a function <...> cannot
be defined apart from its place in the course of nar-
ration". Gustav Freytag, in (Freytag and MacEwan,
1968), describes Freytag’s Pyramid, a typical plot
structure identifying five pivotal plot points: Oppor-
tunity, Change of Plans, Point of No Return, Major
Setback, Climax. Aarseth in his Cybertext book
proposes the term ergodic literature to define open,
dynamic texts, with which the reader must perform
specific actions to generate a literary sequence.

One may argue that we still cannot clearly define
what we aim to analyze, and this slows progress
in the analysis and generation of narrative struc-
tures (Yamshchikov and Tikhonov, 2023). However,
the NLP community continues to seek improve-
ments in narrative processing (Fan et al., 2019),
by setting subtasks for the formal identification of
important plot elements. For instance, in (Tikhonov
and Yamshchikov, 2022) the task is to identify
"Chekhov’s guns"—narrative objects that signifi-
cantly impact the plot’s development; (Papalampidi
et al., 2019) introduce a Turning Point Identifica-
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tion task—to directly identify Freytag’s points in the
text, and (Li et al., 2023) proposes a task to extract
action models from narrative texts automatically.

In this paper, we propose using characters’
decision-making moments to analyze and formal-
ize narrative structure. We introduce a new NLP
task—Character Decision Points Detection (CHAD-
POD). This task focuses on identifying moments
in the narrative where characters make decisions
that significantly determine the plot’s direction. We
believe that highlighting such moments will improve
our understanding of traditional text plots and open
possibilities for working with nonlinear and interac-
tive narrative structures (Juul, 2005; Murray, 2006).

This work contributes by:

1. Proposing a formalization of the Character De-
cision Points Detection (CHADPOD) task.

2. Introducing a Character Decision Points
dataset.

3. Demonstrating the effectiveness of modern
models in identifying Character Decision
Points (CDPs).

4. Offering an interpretation of CDPs and their
relation to the related task of turning points.

2. CHADPOD task

In NLP research, analysts and creators frequently
utilize Gamebook genre games, also widely known
as Choose Your Own Adventure2 (CYOA) books,
named after one of the earliest popular series in
this genre. These sources are crucial for studying
nonlinear narratives, alongside interactive fiction
games.

For instance, the data from such sources has
been used to train systems that generate sugges-
tions for people writing short stories (Clark and
Smith, 2021). Another study employs CYOA as a
medium for training generative agents to enforce
temporal constraints (Rothkopf et al., 2024). In
the MACHIAVELLI paper (Pan et al., 2023), au-
thors use a collection of CYOA games to create a
game environment for training text agents. Some
researchers3 explore them to analyze a variety of
narrative macro-structures.

In this work, we introduce the CHADPOD task,
which focuses on identifying narrative points where
a character makes a choice that determines the
further course of the story. We utilize CYOA game
graphs to create a new CHADPOD benchmark,
consisting of 1,462 binary classification tasks, with
731 tasks in each class. Each task comprises two

2It is a registered trademark of Chooseco LLC.
3https://heterogenoustasks.wordpress.com/2015

/01/26/standard-patterns-in-choice-based-games/

text segments—a prefix and a postfix. The positive
class includes narrative points where a character
makes a choice that significantly influences the
story’s direction. The negative class consists of
randomly segmented texts (we take a continuous
text from a single node and split it at some random
point between sentences), as well as text points
where a character takes some action, but it does
not significantly affect the story’s progression.

3. Data

In this section, we describe the process of con-
structing the CHADPOD dataset.

We use the MACHIAVELLI dataset (Pan et al.,
2023), which consists of 134 Choose-Your-Own-
Adventure games, as our input data.

For each available game, we analyze its graph
and extract triplets of the form:

<node1; action; node2>
where node1 is the text before the action, action is
the choice made by the player, and node2 is the
text following the action (see Figure 1).

Next, we filter the triplets—removing exact du-
plicates, retaining only those with descriptions suf-
ficiently long to provide enough context – both in
node1 and node2 (to do so we used simple heuris-
tics – at least 4 sentences, at least 50 characters),
removing texts that are dialogue segments (dia-
logues are a very specific type of narrative that
should be analyzed separately, see for example
(Zhou et al., 2023)), and removing texts with un-
usual characters. As positive examples of branch-
ing points, we only select triplets for which the graph
from node1 has more than one possible action, thus
excluding scenarios like <node1, “1 year later. . . ”,
node2>. The remaining 731 examples make up
the positive class.

Then we form the negative class from two com-
ponents—using the division of texts from the same
games (nodes) at random points as easy negatives,
and the above-described cases when there is ex-
actly one action emanating from node1 in the graph
as hard negatives.

Finally, we divide the data4 into 3 game-wise
splits, ensuring that there are no overlaps between
the splits in terms of games, thereby eliminating
test set leakage. The statistics of the resulting split
are presented in Table 1.

4. Task validation

Experiments To validate the usefulness of our
dataset, we trained several models for the CHAD-
POD tasks. We used the DeBERTa model (He

4The data is available through Google Drive. The
password is CHADPOD.

71



Figure 1: Example of branching in CYOA data, shortened for the simplicity.

Table 1: Data Splits
Class Train Dev Test
Positives 511 110 110
Negatives 256 55 55
Hard Negatives 255 55 55
Total 1022 220 220

et al., 2021) as a strong baseline, known for its
state-of-the-art performance in many text classifi-
cation tasks 5. Additionally, we included older but
widely used models such as BERT (Devlin et al.,
2019) and ALBERT (Lan et al., 2020) as weaker
baselines. We chose accuracy as the metric due
to our data being class-balanced. The training was
conducted on a GPU RTX 4090 on the Vast.ai plat-
form, with each model trained with a batch size of 4
and a learning rate of 5.5×10−6 until accuracy on a
validation split began to decline. A full training run
for one task required at most 30 minutes. We also
added results for GPT-3.5-turbo6 and GPT-4-turbo7

tested in a zero-shot manner with hyperparamteres
(temperature, probability threshold) obtained by a
grid search on the validation set.

The results are presented in the Table 2.

Table 2: Test Accuracy of Models on CHADPOD
model test acc size
DeBERTa-v3-large 89% 340M
DeBERTa-v3-base 85% 110M
ALBERT-v2-base 84% 11M
BERT-base 79% 110M
GPT-4-turbo, 0-shot 62% unknown
GPT-3.5-turbo, 0-shot 55% unknown

As seen, the task is solvable but remains quite
complex for simpler and smaller models. The pre-
sented results are on a test dataset without overlap
with the training set in terms of games, minimiz-

5https://huggingface.co/altsoph/
chadpod

6https://openai.com/blog/gpt-3-5-turbo-fine-tuning-
and-api-updates

7https://openai.com/blog/new-models-and-
developer-products-announced-at-devday

ing the risk of overfitting. As for LLMs, it seems
that using them in a 0-shot manner is not a silver
bullet for this task, though results could likely be
improved through fine-tuning or prompt engineer-
ing. Analysis of the confusion matrix revealed that
LLMs underperform on the positive class, leading
to a high number of false negatives.

Comparison with Turning Points One may no-
tice that the CHADPOD task is significantly similar
to the Turning Points Identification task proposed in
(Papalampidi et al., 2019). In this section, we con-
duct a comparative analysis, demonstrating that
despite similar formulations, the tasks differ funda-
mentally.

Recall that in (Papalampidi et al., 2019), the
TRIPOD dataset consists of manually annotated
short plot synopses (averaging 35 sentences) of
99 screenplays with sentence-level turning points
annotations, where turning points are defined as
the 5 classic pivot moments formulated in Freytag’s
Pyramid.

We transformed the TRIPOD dataset to our for-
mat, taking contexts around the indicated turning
points as positive examples and random divisions
of the same synopses where there were no turn-
ing points as negative examples. The final dataset
used all available non-overlapping contexts with at
least 3 sentences before and after the split point,
resulting in 255 positive and 209 negative exam-
ples.

Applying our DeBERTa-v3-large based model
to these examples yielded the metrics provided in
Table 3.

Table 3: Performance on Adapted TRIPOD Dataset
Metric Value
Accuracy 40%
Balanced Accuracy 41%
F1-Score 41%

These results indicate that the semantics of the
tasks significantly differ (recall that the model’s ac-
curacy on an isolated test set was 89%).

One might suggest that the main difference be-
tween these tasks lies in the scale (turning points
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are just 5 key moments in the plot’s macrostructure)
and in that Freytag’s turning points do not neces-
sarily imply character agency. Contrarily, they can
be exclusively formed by external events, leaving
characters without a choice.

5. Text Segmentation Study

In this part, we demonstrate how the obtained bi-
nary classification model can be used for segment-
ing text into linear segments separated by potential
branching points in the narrative.

Figure 2: Most probable branching points in the
text of Alice in Wonderland.

For our experiments, we utilized the text of Al-
ice’s Adventures in Wonderland by Lewis Carroll,
as it is in the public domain. We employed a sliding
window of 10 sentences with a step of 1 sentence
and calculated the probability of branching at any
given possible point. To reduce noise, we applied
a convolution with a linear kernel of width 25, and
then on the resulting sequence, we identified local
maximums on segments lying above the thresh-
old TH1 = 0.5, preserving only peaks above the
threshold TH2 = 0.6 to obtain 15 main branching
points. Indeed, the parameters of such a heuristic
can be adjusted to change the sensitivity of the
approach.

In the Figure 2 one can see 15 most probable
points of branching in the given text. To analyse
them and gain understanding if these points re-
ally correspond to the important decisions of the
chraracter, we used GPT-4-turbo model to assess
selected points and propose potential alternatives
to the character’s action. We refer to the Table 4
for details of these points and alternatives.

Despite the subjectivity of such analysis, it is
worth saying that all identified points, except maybe
for 1 and 4, correspond to moments when a char-
acter makes a decision or performs an action that

influences the subsequent development of events.

6. Discussion

This study contributes to the evolving field of Nat-
ural Language Processing (NLP) by addressing
the nuanced task of detecting Character Decision
Points (CDPs) within narrative texts. Through the
development and validation of the CHADPOD task,
our findings highlight the complexity and potential
of leveraging Large Language Models (LLMs) for
narrative analysis, particularly in identifying mo-
ments of narrative branching that may be important
to story development.

The performance of various models on the
CHADPOD task, especially the high results of the
DeBERTa model, demonstrates the feasibility of
detecting narrative branching points with high ac-
curacy. However, the underperformance of smaller
and simpler models, as well as zero-shot tests of
GPT-3.5 and GPT-4, illustrates the challenges of
the task. We suggest these challenges are not
solely due to model capacity but also reflect the
sophisticated understanding of narrative structure.

The application of our binary classification model
to text segmentation, as demonstrated in the anal-
ysis of Alice’s Adventures in Wonderland, show-
cases the practical utility of our approach. This
illustrative study can be a bit speculative without
ground truth labeling, since ChatGPT is able to
generate plausible alternatives for any requested
point in text. However, subjectively, most of the
detected branching points (demonstrated in Table
4) correspond to the turning points of text there the
character makes impactful decisions. (this problem
can also be approached as a direct segmentation
task, as in, for example, (Koshorek et al., 2018);
we leave these experiments for future work.)

Our results suggest several directions for future
research. First, expanding the dataset to include
a broader range of narratives, could enhance
the model’s understanding of diverse narrative
structures. Second, exploring more granular
classifications of decision points, such as pre-
sented in Syd Field’s book Screenplay (with 6 key
points) or the one based on Vogler’s interpretation
of Campbell’s monomyth (with 12 such points)
could offer finer insights into narrative dynamics.
Third, using the CHADPOD data can help to
construct a macro-assessment of characters’
agency within a text, i.e., an assessment that
enables comparing different texts in terms of how
much the development of the text is determined by
the characters’ choices.
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Table 4: Branching Points and Alternatives in Alice’s Adventures in Wonderland
No. Main Decision Point Alternatives

1 Alice falls down the well - Tries to look for something to grab onto to stop
- Attempts to fly or float by flapping her arms

2 Alice uses the little golden key to open the small door - Tries breaking one of the doors with a chair
- Climbs onto the table

3 Alice cries a pool of tears and falls there - Calls out for help
- Eats something to change her size

4 Alice thinks she is Mable and continues to cry - Searches for someone who remember her
- Insists that she is not Mabel

5 Alice tells Mice about dogs and scares it - Stops talking about pets
- Apologizes to the Mouse

6 Alice decides to join the Caucus-race - Suggests a different activity
- Objects to the Caucus-race

7 Alice decides to look on top of the mushroom - Eats a flower
- Goes back to the puppy

8 Alice agrees to return to the Caterpillar - Ignores it and walks away
- Loses her temper with the Caterpillar

9 Alice knocks on the door - Searches for another entrance
- Returns to the wood

10 Alice tries to calm down the cook - Leaves the room
- Organizes a cleanup effort

11 Alice decides to leave the tea-party forever - Stays despite rudeness
- Invites the Dormouse to leave

12 Alice stays standing on the arrival of King and Queen - Lies down like the gardeners
- Starts clapping

13 Alice decides to talk with the Cat about the game - Ignores the Cat and plays alone
- Attempts to leave the croquet ground

14 Alice argues with the Duchess - Agrees with the Duchess
- Changes the subject

15 Alice follows the Gryphon to the trial - Returns to the Mock Turtle
- Stays to listen to the soup song
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Abstract
Most artificial intelligence agents in interactive fiction games are implemented using reinforcement learning.
Considering the recent rapid development of large language models, we propose an approach that utilizes a large
language model to tackle interactive fiction game tasks. The chosen test dataset is TextWorld Commonsense, an
interactive fiction game environment designed for artificial intelligence agents. In these games, the AI agent’s
task is to organize rooms and place items in appropriate locations. To achieve a high score in the game, common
sense knowledge about ”which items belong to which locations” is important. Our approach is based on GPT-4
and a carefully designed prompt. Experimental results demonstrate that our approach outperforms prior research.
Specifically, GPT-4 with feedback-augmented prompt successfully completed all tasks in both simple and medium
level game environments without fine-tuning. In hard level game environments, our approach achieved a normalized
score of 0.70, surpassing the best baseline score of 0.57.

Keywords: GPT4, text game, common sense

1. Introduction
Interactive fiction games pose a challenging natu-
ral language processing task. In interactive fiction
games, both player commands and feedback from
the engine are in natural language form. There-
fore, to play these games, artificial intelligence (AI)
agents not only need to comprehend the text re-
sponded by the game engine but also generate
natural language to take an action. In addition to
language understanding, AI agents often require
other complex abilities such as long-term memory,
planning, and common sense to attain high scores.
Due to sparse rewards, traditional AI agents for in-
teractive fiction games have relied on reinforcement
learning techniques.
The main challenge of reinforcement learning lies
in its difficulty of training. Considering the rapid
development of large language models (LLMs) in
recent years (Zhao et al., 2023), we propose an
approach that utilizes GPT-4 (Bubeck et al., 2023)
to solve interactive fiction games. The carefully de-
signed prompt is the main part of our research ap-
proach, drawing inspiration from key achievements
in the field of prompt engineering, such as Chain-
of-Thought (COT), few-shot prompting and output
templates. COT encourages deep reasoning within
LLMs through specific prompt phrases (e.g., ”think
step by step”), resulting in more coherent outputs
(Wei et al., 2022). Few-shot prompting helps LLMs
deepen their understanding of the task by providing
examples in the prompt. Output template, inspired
by Park et al. (Park et al., 2023), standardizes
model outputs using ”<fill in>” prompts, facilitating
subsequent automated processing. Additionally,
we introduce feedback augmented prompting, a
technique that simply clarifies reward and punish-

ment information responded by the game engine,
aiding large language models in better grasping the
situation.
We evaluated the performance of our approach on
the TextWorld Commonsense dataset (Murugesan
et al., 2021) (details in Section 4.1). Experimental
results show that GPT-4 with our carefully designed
prompts successfully completed all tasks in simple
and medium level games. In hard level game en-
vironments, our approach achieved a normalized
score of 0.70, surpassing the best baseline perfor-
mance (score of 0.57). The contributions of our
study are as follows:

• We evaluated the performance of large lan-
guage models on the TWC dataset, and by in-
tegrating Chain-of-Thought (Wei et al., 2022),
few-shot prompting, and feedback augmenta-
tion, our research approach achieved the state-
of-art performance on the TWC dataset as we
known. While demonstrating outstanding per-
formance, our approach also possesses the
advantage of simplicity in implementation.

• Through ablation experiments, we confirmed
the contributions of each module to our re-
search approach and highlighted the signifi-
cance of the feedback augmentation technique
proposed in this study.

2. Related Work
2.1. Datasets
Interactive fiction games were initially designed for
human players, with one of the most famous games
being Zork. Numerous studies on Zork indicate
that the game poses a challenging task for exist-
ing AI agents (Haroush et al., 2018a; Yao et al.,
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2021; Tsai et al., 2023) (including agents based
on large language models). Instead of directly
studying difficult games, we try to incrementally im-
prove the performance of AI agents in simpler game
environments. To address the need of customiz-
ing game environments, Côté et al. (Côté et al.,
2019) introduced TextWorld, a sandbox environ-
ment that allows users to create games manually
or through a set of generation mechanisms. The
TextWorld Commonsense environment (Muruge-
san et al., 2021) (TWC) is built on TextWorld, with
the primary goal of assessing agents’ ability to ap-
ply common sense. Following TWC, more complex
interactive fiction game environments emerged,
such as Science World (Wang et al., 2022) and
Complex World (Basavatia et al., 2023). The chal-
lenge with Science World lies in its domain-specific
environment, where an agent performing well may
lack general skills to apply in other contexts. Com-
plex World, being more intricate than TWC, is a
subject for our future study.

2.2. Agents
Due to the sparse rewards in interactive fiction
games, reinforcement learning has naturally be-
come the primary implementation method for AI
agents. LSTM-DQN (Narasimhan et al., 2015)
stands out as one of the earliest achievements in
this field, where Karthik et al. used LSTM to encode
textual observation into hidden states. DRRN (He
et al., 2015), an improvement upon LSTM-DQN,
separated the neural network into two parts to en-
coding states and actions separately, enhancing
the model’s performance and stability. KG-A2C
(Ammanabrolu and Hausknecht, 2020), during the
exploration process, generates a knowledge graph
to further guide the model’s exploration, proving to
enhance the learning efficiency and performance
of agents. These approaches mentioned above
are used as baselines in the TextWorld Common-
sense paper. It is worth noting that as stated in the
TWC paper (Murugesan et al., 2021), LSTM-DQN
is implemented as LSTM-A2C, which represents
a different reinforcement learning paradigm more
suitable for the TWC environment. The proposed
TWC Agent in the TWC paper extracts common
sense from ConceptNet and, by combining this
common sense knowledge, achieves the highest
performance among all models mentioned above.

2.3. Prompt Engineering
Due to the vast number of parameters in large lan-
guage models, fine-tuning has become a costly
task. This problem have prompted people to seek
better ways to utilize large language models, and
prompt engineering is one of the best options.
Prompt engineering significantly enhances mod-
els’ performance on specific tasks without modify-

ing their parameters, achieved through cleverly de-
signed prompts. There is a wealth of prior research
in the field of prompt engineering, and we will only
introduce three techniques used in this study: (1)
Few-shot prompting. Brown et al. (Brown et al.,
2020) trained GPT-3 and found that significant per-
formance improvement in large language models
can be achieved by providing only a few examples
within prompts, without the need for costly fine-
tuning. (2) Chain-of-Thought. Wei et al. (Wei et al.,
2022) found that rather than directly outputting re-
sults, prompting the model to output the thought
process at the same time leads to more accurate re-
sults. They prompt the model to output in a similar
manner by providing Chain-of-Thought examples.
Subsequently, Kojima et al. (Kojima et al., 2022) fur-
ther pointed out that similar effects can be achieved
by simply appending special key words (such as
”think step by step”) in prompts. (3) Output tem-
plate. Joon et al.’s study on AI villages (Park et al.,
2023) is one of the most impressive works of large
language models in recent years. We borrowed the
idea of output templates from this paper. Specif-
ically, prompts like ”<fill in>” can standardize the
model’s output, facilitating subsequent automation
processes.

3. Model
3.1. Problem Setup
Our study focuses on using large language models
to solve interactive fiction games. The dataset se-
lected for our study is the TextWorld Commonsense
(TWC), which includes five games for each of the
three difficulty levels: easy, medium, and hard. The
dataset can be found on GitHub 1. In each game,
the AI agent’s task is to organize rooms, specifi-
cally by placing certain objects back in their desig-
nated locations. For example, a used tissue on the
ground should be put in the trash can, and a dirty
piece of clothing should be placed in the washing
machine. The criteria for determining which object
belongs to a specific location are based on com-
mon sense, and the validity of these object-location
pairs has been confirmed by human evaluators (Mu-
rugesan et al., 2021).
At each time step, the agent receives an observa-
tion from the game engine, presented in natural
language form. Subsequently, the agent needs to
respond in natural language to present its consid-
eration and take action. After the chosen action is
executed, the game engine returns a new obser-
vation, and then the agent needs to choose a new
action. This cycle has two termination conditions:
either the agent completes all tasks or the number
of actions taken exceeds the predefined limit. In
our study, the action limit is set to 20.

1https://github.com/IBM/commonsense-
rl/tree/master/games/twc
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It should be noted that as stated in the TWC paper
(Murugesan et al., 2021), the maximum number of
steps for all agents is set to 50, while we limit the
number of steps to 20 for two reasons. Firstly, our
study aims to improve the efficiency of GPT-4 under
restricted conditions. Secondly, limiting the number
of steps not only reduces the frequency of API calls
but also keeps the action history concise, which
leads to a lower API usage cost. On the other hand,
as stated in the TWC paper, the average number
of steps taken by humans to complete hard-level
games is 15.
The observations returned by the game engine in-
clude following content:

• Action Feedback: If an action is executed, the
agent receives feedback from the environment.
If the model earns a reward in an action, that
information is also included in the feedback.
For example, a pair of action and feedback
could be: ”insert dirty yellow T-shirt into wash-
ing machine -> You put the dirty yellow T-shirt
into the washing machine. Your score has just
gone up by one point”. In this example, ”in-
sert dirty yellow T-shirt into washing machine”
is the action, and the part after the arrow is
feedback from the game engine.

• Environment Description: Textual descrip-
tion of the current environment.

• Inventory: A list of currently held items.

• Available Action List: A list of actions cur-
rently available to the agent.

3.2. Prompts
Our study proposes an approach using large lan-
guage models to play interactive fiction games, with
the carefully designed prompt being the most cru-
cial part of our approach. Specifically, the prompt
engineering techniques included in our prompts
are: one-shot prompting, Chain-of-Thought, output
template, and feedback augmentation.
An example of prompts is provided below:

Task: You are an experienced text game
player, your goal is to put things in their
proper locations and improve your score.
Example walkthrough: Action 0: insert
dirty yellow dress into washing machine
-> You put the dirty yellow dress into the
washing machine. Your score has just
gone up by one point. Right position. Ac-
tion 1: take dirty yellow T-shirt from bench
-> You take the dirty yellow T-shirt from the
bench. Action 2: insert dirty yellow T-shirt
into washing machine -> You put the dirty
yellow T-shirt into the washing machine.
Your score has just gone up by one point.

Right position. Action 3: take wet azure
dress from suspended shelf -> You take
the wet azure dress from the suspended
shelf. Action 4: insert wet azure dress
into clothes drier -> You put the wet azure
dress into the clothes drier. Your score
has just gone up by one point. Right posi-
tion. Action 5: take white cap from bench
-> You take the white cap from the bench.
Action 6: go east -> -= Corridor =-You’ve
entered a corridor. Action 7: put white cap
on hat rack -> You put the white cap on
the hat rack. Your score has just gone
up by one point. Right position. Action 8:
take dirty cardigan -> You pick up the dirty
cardigan from the ground. Action 9: take
dirty checkered shirt from shoe cabinet
-> You take the dirty checkered shirt from
the shoe cabinet. Action 10: take dirty
maroon dress -> You pick up the dirty ma-
roon dress from the ground. Action 11:
go west -> -= Laundry Room =-You’ve en-
tered a laundry room. Action 12: insert
dirty cardigan into washing machine ->
You put the dirty cardigan into the wash-
ing machine. Your score has just gone
up by one point. Right position. Action
13: insert dirty checkered shirt into wash-
ing machine -> You put the dirty check-
ered shirt into the washing machine. Your
score has just gone up by one point. Right
position. Action 14: insert dirty maroon
dress into washing machine -> You put
the dirty maroon dress into the washing
machine. Your score has just gone up by
one point. Right position.

Action history: Action 0: examine sus-
pended shelf ->The suspended shelf is
reliable. Action 1: take dirty singlet ->You
pick up the dirty singlet from the ground.

Inventory: You are carrying: a dirty singlet

Current environment: -= Laundry Room =-
You’ve entered a laundry room. You begin
to take stock of what’s here. You can see
a washing machine. Empty! What kind of
nightmare TextWorld is this? You make
out an opened clothes drier. The clothes
drier is empty! What a waste of a day!
You can see a laundry basket. Hmmm...
what else, what else? The laundry basket
is empty! What a waste of a day! You can
see a suspended shelf. The suspended
shelf is ordinary. But oh no! there’s noth-
ing on this piece of garbage. You move
on, clearly infuriated by TextWorld. You
scan the room, seeing a bench. But the
thing hasn’t got anything on it. Oh! Why
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couldn’t there just be stuff on it? You make
out a work table. But oh no! there’s noth-
ing on this piece of garbage.
Action you can take:
* close clothes drier
* close laundry basket
* close washing machine
* drop dirty singlet
* examine bench
* examine clothes drier
* examine laundry basket
* examine suspended shelf
* examine washing machine
* examine work table
* insert dirty singlet into clothes drier
* insert dirty singlet into laundry basket
* insert dirty singlet into washing machine
* look
* put dirty singlet on bench
* put dirty singlet on suspended shelf
* put dirty singlet on work table
Question: To put things in their proper
locations and improve your score, what
should you do? Think step by step then
choose ’one’ action from above list.
Consideration: <fill in>
Next action: <fill in>

”Task” is the task description that remains constant
for each time step. ”Example walkthrough” is an
one-shot example we provide to large language
models, which is basically the action history taken
by a human player in a hard-level game from the
training dataset. To demonstrate the movement of
objects across rooms, we deliberately selected an
environment 2 consisting of two rooms.
The ”Action history” is the memory of LLMs, get-
ting longer as the time step increases, and it is tex-
tualized in the format of ”action -> action feedback”.
Action is extracted from the response of LLM, while
action feedback is basically the content returned by
the game engine. However, it should be noted that
we have appended content to item-placing action
feedback for feedback augmentation. For details,
please refer to Section 3.3. Another point to note is
that while action feedback is always short, when the
agent moves to a new room, the feedback provides
a complete description of the environment, consis-
tent with the ”Current environment” part in the

2https://github.com/IBM/commonsense-
rl/blob/master/games/twc/hard/train/tw-iqa-cleanup-
objects7-take6-rooms2-train-aEOOFxjEcxElI9Xo.ulx

prompt. Therefore, to limit the length of prompts,
we only retain the content before the first period in
such cases.
”Current environment” is a textual description
of the current room obtained from the game en-
gine. The “Action you can take” is a list of possi-
ble actions obtained from the game engine. The
“Question,” “Consideration,” and “Next Action”
remain unchanged at each time step and can be
considered as an output template. Of particular
note are the keywords ”Think step by step” and
”Consideration: <fill in>,” which are simple imple-
mentations of the Chain-of-Thought.
For the above prompt, a sample output from GPT-4
turbo could be:

Consideration: To properly place the dirty
singlet, it should be put somewhere re-
lated to laundry processing. Inserting it
into the washing machine seems like the
most appropriate step since typically, dirty
clothes need to be washed before they
are dried or placed in a laundry basket.
Next action: insert dirty singlet into wash-
ing machine

3.3. Feedback augmentation
We propose feedback augmentation due to the am-
biguous feedback provided by the TWC game en-
gine, especially concerning item placement actions.
This ambiguity hinders GPT-4 from making accu-
rate judgments.
For instance, in the case of incorrectly placing an
item, we might get action-feedback pairs like: “in-
sert clean white polo shirt into chest of drawers ->
You put the clean white polo shirt into the chest of
drawers.” As seen, the environment informs us that
the action has been successfully executed, but it
does not indicate that the item (polo shirt) does not
belong to that location (chest of drawers).
However, when an item is correctly placed, we get
action-feedback pairs like: “insert clean white polo
shirt into wardrobe -> You put the clean white polo
shirt into the wardrobe. Your score has just gone up
by one point.” By comparing the two environmental
feedbacks, we find that a score increase implies the
item is correctly placed. While a fine-tuned model
might learn to judge the effectiveness of an action
based on the presence or absence of score growth
information, for a 0-shot setting, the default action
feedback is undoubtedly ambiguous.
Considering these factors, we introduce feedback
augmentation technique. The approach is very
simple; we just append a sentence of explanatory
text after the item-placing action feedback. Specifi-
cally, when an item is placed correctly, we append
”Right position” to the feedback text as a hint. An
example is as follows.
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Insert clean white polo shirt into wardrobe
-> You put the clean white polo shirt into
the wardrobe. Your score has just gone
up by one point. Right position.

For incorrectly placement, we append ”Wrong
position, you should put it somewhere else,
maybe the other room” to the feedback. For ex-
ample:

Insert clean white polo shirt into chest of
drawers -> You put the clean white polo
shirt into the chest of drawers. Wrong
position, you should put it somewhere
else, maybe the other room.

In this example, the action is incorrect because the
shirt should be placed in the wardrobe but not the
chest of drawers. The ”maybe the other room”
part encourages the model to explore across rooms.
These action-feedback pairs will then be stored in
the action history.

3.4. Using Prompts via API
In section 3.2, we introduced prompts used in our
approach. In this section, we briefly discuss the
usage of prompts. We utilize the OpenAI API to in-
voke GPT-4 Turbo (specifically named gpt-4-1106-
preview) and GPT-3.5 Turbo (specifically named
gpt-3.5-turbo-0613). For example, when calling
GPT-4 Turbo, the specific Python code is as fol-
lows:

1 from openai import OpenAI
2 client = OpenAI()
3 completion = client.chat.completions.

create(
4 model’=gpt-4-1106-’preview,
5 messages=[
6 {"role": "system", "content":

system_msg},
7 {"role": "user", "content": user_msg

}
8 ]
9 )

Listing 1: Python code for calling GPT-4 Turbo

Here, ‘system_msg‘ and ‘user_msg‘ are string vari-
ables containing the text content. In our usage, they
respectively encompass the following text content:

• system_msg: Task, Example walkthrough,
Action history, Inventory, Current environment.

• user_msg: Available action List, Question,
Consideration, Next action.

4. Experiments
4.1. Dataset
The dataset used to evaluate the performance of
the approach is TextWorld Commonsense (TWC),

which can be found on GitHub 3. This dataset in-
cludes five games each for easy, medium, and
hard levels. The levels differ mainly in the num-
ber of items to organize and the number of rooms.
The easiest game involves one item and one room,
while the most challenging game consists of seven
items and two interconnected rooms. Agents can
move between rooms using commands like ”go
east.”

4.2. Experimental Setup
We use the OpenAI API to call GPT-4 Turbo (specif-
ically named gpt-4-1106-preview) and GPT-3.5
Turbo (named gpt-3.5-turbo-0613). We did not
fine-tune these models. For each game, we set
a maximum limit of 20 actions that the model can
take. For each approach proposed and each game,
we run the experiment only once and obtain its re-
sult. Similar to the TWC paper (Murugesan et al.,
2021), we use normalized scores (score achieved
÷ maximum achievable score) to evaluate the per-
formance of different approaches.

4.3. Baselines
The baselines used in our study include LSTM-
A2C, DRRN, KG-A2C, and TWC Agent (introduc-
ing common sense knowledge through Number-
batch). Characteristics of these various baselines
have been introduced in the related works section.
It is important to note that the scores of these mod-
els are directly obtained from the TWC paper rather
than being re-implemented and tested. The scores
for these baselines are taken as the average of ten
repeated experiments (Murugesan et al., 2021).

5. Results
The experimental results are presented in Table
1. The scores in the table are normalized scores,
calculated by dividing the achieved score by the
maximum achievable score in games. Note that
each difficulty level includes five games. As shown
in the table, our proposed approach outperformed
the best-performing baseline in various difficulty
levels. It is noteworthy that all baseline methods
underwent 100 episodes of training on the training
set, while we did not fine-tune the large language
models.
We will discuss in the ablation study section about
which prompt engineering techniques are crucial
for our research method.

5.1. Ablation Study
”-GPT4”: Our approach relies on GPT-4, and a nat-
ural question is how the performance would change
by replacing it with other large language models.
Therefore, we replace GPT-4 with GPT-3.5 in our

3https://github.com/IBM/commonsense-
rl/tree/master/games/twc
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Easy Medium Hard
LSTM-A2C 0.86 0.74 0.54
DRRN 0.81 0.73 0.44
KG-A2C 0.85 0.72 0.46
TWC-Agent 0.96 0.85 0.57
Our approach 1.00 1.00 0.70

Table 1: Experimental Results. For detailed exper-
imental settings, please refer to Section 4.

approach and name it ”-GPT4”. It is important to
note that due to the presence of the output template
(Question, Consideration, and Next Action), GPT-
4’s responses are well-structured, and actions can
be automatically extracted from the response text.
However, GPT-3.5’s responses are rarely struc-
tured, requiring additional grounding techniques
to extract a valid action. In our study, we manually
extract action from GPT-3.5’s response text. The
human assistant’s task is to copy a part of text from
the model’s response (in the example above, it is
the part after ”Next action”), and paste it into the
interactive interface.
”-COT”: The output template in our prompt is like:

Question: To put things in their proper
locations and improve your score, what
should you do? Think step by step then
choose ’one’ action from above list.
Consideration: <fill in>
Next action: <fill in>

This output template was inspired by the Chain-of-
Thought (COT) study (Wei et al., 2022). A natural
question is whether removing the COT part from
the prompt would lead to a performance decline.
Therefore, we modify the output template as fol-
lows:

Question: To put things in their proper
locations and improve your score, what
should you do? Choose ’one’ action from
above list.
Next action: <fill in>

Compared to the previous template, we removed
”Think step by step then” and ”Consideration: <fill
in>”. We name the approach based on this prompt
as ”-COT”.
”-one-shot”: Brown et al. (Brown et al., 2020)
suggest that providing examples within prompts
to large-scale language models can significantly
improve their performance on specific tasks. To
test the effectiveness of the one-shot setting, we
removed the ”Example walkthrough” part from our
prompts and named this technique ”-one-shot”.
”-FA”: Feedback augmentation is the main innova-
tion in our study. To show the performance gain

Easy Medium Hard
TWC-Agent 0.96 0.85 0.57
Our approach 1.00 1.00 0.70
-GPT4 1.00 0.58 0.18
-COT 1.00 1.00 0.61
-one-shot 1.00 1.00 0.64
-FA 1.00 1.00 0.52

Table 2: Ablation experiment results. COT means
Chain-of-Thought, and FA means feedback aug-
mentation. For detailed experimental settings,
please refer to Section 5.1.

from feedback augmentation, we remove the ex-
planatory text appended after the action feedback
(basically restoring the default behavior of the game
environment, refer to Section 3.3), naming this ap-
proach ”-FA” (-Feedback Augmentation). For exam-
ple, below is the augmented action-feedback pair
when an item is misplaced. In the ”-FA” approach,
we simply remove the hint marked in bold.

Insert clean white polo shirt into chest of
drawers -> You put the clean white polo
shirt into the chest of drawers. Wrong
position, you should put it somewhere
else, maybe the other room.

The results of the ablation study are presented in
Table 2. Firstly, it is evident that GPT-4 is the most
crucial part for our approach. If GPT-4 is replaced
with GPT-3.5, the approach’s performance on hard-
level games drops from a normalized score of 0.70
to 0.18. Moreover, many outputs from GPT-3.5
turbo do not meet the valid format, requiring man-
ual adjustments. The second crucial module for
our method is feedback augmentation. After re-
moving feedback augmentation, the model’s per-
formance on hard-level games drops from 0.70 to
0.52. Lastly, we find that Chain-of-Thought and one-
shot setting also significantly improves the model’s
performance.

6. Discussion
6.1. One-shot Prompting
One-shot (as well as few-shot) prompting assists
large language models in understanding task detail
by providing examples within prompts. The main
issue with one-shot prompting lies in the signifi-
cant impact of example selection on the model’s
performance.
As mentioned in Section 3.2, to provide a demon-
stration of moving items across rooms, we deliber-
ately chose a game environment consisting of two
rooms for obtaining the example walkthrough.
To investigate the impact of sample selection on
the performance of our approach, in this section,
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Easy Medium Hard
TWC-Agent 0.96 0.85 0.57
Our approach 1.00 1.00 0.70
-one-shot 1.00 1.00 0.64
Easy one-shot 1.00 1.00 0.64

Table 3: One-shot prompting with easy-level ex-
ample experiment result. For detailed experimental
settings, please refer to Section 6.1.

we obtained an example walkthrough from an easy-
level game and replaced the hard-level example in
the prompts. The specific easy-level walkthrough
is as follows:

Example walkthrough: Action 0: take dirty
gray underpants from work table -> You
take the dirty gray underpants from the
work table. Action 1: insert dirty gray un-
derpants into washing machine -> You put
the dirty gray underpants into the washing
machine. Your score has just gone up by
one point. Right position.

The performance of the model after adopting the
easy-level one-shot setting (denoted as ”Easy one-
shot”) is shown in Table 3.
As shown in Table 3, we found that example selec-
tion will significantly affect model’s performance. Af-
ter replacing the hard-level walkthrough with that of
the easy level, the model’s performance decreased
from 0.70 to 0.64, which remained consistent with
the performance of not zero-shot setting (denoted
as ”-one-shot”).

6.2. Case Study
In simple and medium level games, our approach
keeps completing all tasks in the fewest steps. How-
ever, in hard-level games, the model may still make
incorrect actions. These actions are primarily due
to certain items not belonging to the current room.
For example, the following case is from the first
game at the hard level:

Action 0: take wet white jumper from pa-
tio chair -> You take the wet white jumper
from the patio chair. Action 1: put wet
white jumper on clothesline -> You put
the wet white jumper on the clothesline.
Your score has just gone up by one point.
Right position. Action 2: put milk on pa-
tio table -> You put the milk on the patio
table. Wrong position, you should put it
somewhere else, maybe the other room.

The part marked in bold indicates the incorrect ac-
tion made by the model. As indicated by the engine
feedback, in this example, the milk does not belong

to the patio table. While making this action, GPT-
4’s consideration is as follows:

Consideration: The milk you are carrying
is likely intended to be placed somewhere
it can remain cool or be utilized. It is not
appropriate for the BBQ, clothesline, or
the patio chair. Among the options, the
patio table seems to be the most logical
place to put the milk, as it is a typical lo-
cation to place food and beverages when
you’re spending time outdoors.
Next action: put milk on patio table

We can see that the model correctly ruled out BBQ,
clothesline, and patio chair as incorrect locations.
However, the model is not aware that there is a
refrigerator (the correct place for the milk) in another
room. Therefore, the model placing the milk on the
patio table is an understandable mistake. After
receiving feedback from the engine, the model’s
consideration is as follows:

Consideration: The milk is out of place; it
should likely be put somewhere with re-
frigeration to prevent spoilage, such as
a refrigerator, which could be inside the
house.
Next action: take milk from patio table

We can see that the model makes reasonable in-
ferences and successfully returns the milk to its
correct location in the subsequent actions:

Action 2: put milk on patio table -> You
put the milk on the patio table. Wrong po-
sition, you should put it somewhere else,
maybe the other room. Action 3: take milk
from patio table -> You take the milk from
the patio table. Action 4: go west -> -=
Kitchen =-You find yourself in a kitchen.
Action 5: insert milk into fridge -> You
put the milk into the fridge. Your score has
just gone up by one point. Right position.

However, there are also instances where, after mul-
tiple unsuccessful attempts, the model shifts its
attention to other items. For example, in the fol-
lowing case (from the second game at the hard
level), the model gives up picking up the white polo
shirt after two attempts:

Action 6: put clean white polo shirt on
sofa -> You put the clean white polo shirt
on the sofa. Wrong position, you should
put it somewhere else, maybe the other
room. Action 7: take clean white polo
shirt from sofa -> You take the clean white
polo shirt from the sofa. Action 8: go west
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-> -= Bedroom =-You find yourself in a
bedroom. Action 9: insert clean white
polo shirt into chest of drawers -> You
put the clean white polo shirt into the chest
of drawers. Wrong position, you should
put it somewhere else, maybe the other
room. Action 10: go east -> -= Livingroom
=-You are in a livingroom. Action 11: take
brown suit from end table -> You take the
brown suit from the end table.

Additionally, although rare, GPT-4 may also make
mistakes by repeating the same incorrect action
twice, as shown in the example below.

Action 8: go south -> -= Corridor =-Well,
here we are in a corridor. Action 9: take
clean white socks -> You pick up the clean
white socks from the ground. Action 10:
insert clean white socks into shoe cab-
inet -> You put the clean white socks into
the shoe cabinet. Wrong position, you
should put it somewhere else, maybe the
other room. Action 11: take clean white
socks from shoe cabinet -> You take the
clean white socks from the shoe cabinet.
Action 12: insert clean white socks into
shoe cabinet -> You put the clean white
socks into the shoe cabinet. Wrong po-
sition, you should put it somewhere else,
maybe the other room.

Let’s take a look at the model’s consideration when
making action 12 (repeatedly putting socks into the
shoe cabinet).

Consideration: In the current scenario,
you are in a corridor with various items
and furniture pieces such as a shoe cab-
inet, hat rack, key holder, and umbrella
stand, all of which are empty. You’re car-
rying a pair of clean white socks. The
socks typically belong in a bedroom or a
designated storage area for clothing, but
considering that the shoe cabinet is men-
tioned to be empty and is a suitable loca-
tion for storing such items, placing clean
socks there seems reasonable. Although
it was previously stated that the shoe cab-
inet was not the right place for the clean
white socks, given the context within the
game, it may be that different types of
items have specific correct placements;
the previous location could have been in-
correct for the other item but might be cor-
rect for the clean white socks. Additionally,
the placement of items is often based on
logical organization within a living space.
Next action: insert clean white socks
into shoe cabinet

The model seems to be questioning the accuracy
of the feedback provided by the game environment.
Given that there is no other more suitable place to
put the socks in the room besides the shoe cabinet,
such questioning is understandable. The actual
place where the socks belong is in another room,
which again highlights the difficulty of moving items
across rooms.
Apart from incorrect actions, there is a category
of actions that potentially do harm to the model’s
performance, referred to as redundant actions.
For instance, in the following case (also from the
second game at the hard level):

Action 0: insert clean plaid polo shirt into
wardrobe -> You put the clean plaid polo
shirt into the wardrobe. Your score has
just gone up by one point. Right position.
Action 1: close wardrobe -> You close
the wardrobe.

In this example, action 1 (close wardrobe) is a re-
dundant action. Due to the wardrobe being closed,
the option ”insert into wardrobe” will not appear
when picking up other clothing items subsequently.
Closing anything in the TWC game environment
does not yield any benefits (such as score improve-
ment) and is entirely redundant. If we include a hint
like ”no need to close anything,” the model’s perfor-
mance may improve further, but we do not want to
introduce dataset-specific knowledge to harm the
generality of our approach.

7. Conclusion
In our study, we proposed a method for imple-
menting artificial intelligence agents in interactive
fiction using large language models. Compared
to traditional reinforcement learning methods, our
approach is simple to implement and performs
well. Due to the extensive training on massive
datasets, GPT-4 have acquired basic knowledge
about the human world. On the TextWorld Com-
monsense dataset, our agent achieved scores sur-
passing the best-performing baseline (reinforce-
ment learning models trained on the training set)
without fine-tuning. Specifically, using feedback-
augmented prompts, GPT-4 perfectly completed
all tasks in simple and medium-level game environ-
ments. In hard-level environments, our method’s
performance (0.70) also far surpassed the best
baseline (0.57).
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Abstract
Collecting high-quality annotations for Natural Language Processing (NLP) tasks poses challenges. Gamified
annotation systems, like Games-with-a-Purpose (GWAP), have become popular tools for data annotation. For
GWAPs to be effective, they must be user-friendly and produce high-quality annotations to ensure the collected
data’s usefulness. This paper investigates the effectiveness of a gamified approach through two specific studies
on an existing GWAP designed for collecting NLP coreference judgments. The first study involved preliminary
usability testing using the concurrent think-aloud method to gather open-ended feedback. This feedback was crucial
in pinpointing design issues. Following this, we conducted semi-structured interviews with our participants, and
the insights collected from these interviews were instrumental in crafting player personas, which informed design
improvements aimed at enhancing user experience. The outcomes of our research have been generalized to benefit
other GWAP implementations. The second study evaluated the linguistic acceptability and reliability of the data
collected through our GWAP. Our findings indicate that our GWAP produced reliable corpora with 91.49% accuracy
and 0.787 Cohen’s kappa.

Keywords: games-with-a-purpose, natural language processing, coreference annotation, usability study,
language acceptability

1. Introduction

Games-with-a-Purpose (GWAP) offers a promis-
ing approach to leveraging human computation
for annotation tasks (Von Ahn and Dabbish, 2004;
Von Ahn, 2006; Von Ahn and Dabbish, 2008;
Von Ahn et al., 2006a,b; Madge et al., 2019a;
Lafourcade et al., 2015; Chamberlain et al., 2008;
Amspoker and Petruck, 2022; Morrison et al., 2023;
Chaiko et al., 2022; Xu et al., 2022; Mount Cieri
et al., 2020). They involve designing games to
collect annotations from players, utilizing their gam-
ing skills and language competence, with enter-
tainment serving as the primary incentive (Poesio
et al., 2013; Vannella et al., 2014; Jurgens and Nav-
igli, 2014). These systems combine entertainment
with task completion and hold significant potential
across various fields, including data annotation and
problem-solving.

Usability is a critical aspect of GWAPs, impacting
their success and acceptance. Another crucial fac-
tor is the reliability of their annotations, especially in
Natural Language Annotation (NLP) tasks, where
linguistic acceptability is vital. Our work explores
usability and linguistic acceptability in GWAPs, par-
ticularly in the context of a 3D game designed for
Arabic NLP annotation. We aim to evaluate these
components to improve understanding and assist
researchers in this field.

This study has three primary objectives: (1) to
conduct a preliminary usability study of the pre-

sented GWAP and identify areas for enhancement,
(2) to redesign the GWAP based on usability find-
ings, and (3) to evaluate the linguistic acceptability
of the collected judgments. By addressing these
objectives, we aim to contribute to creating more
user-centered GWAPs. Particularly, we target the
following research questions:

Q1: In the context of 3D games, mainly focusing
on the interface/menu layer, what design elements,
interaction techniques and user experience factors
in the interface/menu layer improve the usability
of the players as informed by participant feedback
from our usability test?

Q2: Could our virtual world game, Stroll-with-a-
Scroll, be used to collect linguistically acceptable
coreference annotation? Coreference resolution is
clustering the mentions in a text that refer to the
same real-world entity.

The next section of this paper discusses related
work. A brief description of the design of our GWAP
follows this. Next, we show an in-depth description
of the preliminary study that guided the redesign
process. Finally, we present the linguistic accept-
ability of our game.

2. Background and Related Work

Games-with-a-Purpose (GWAPs) are typically de-
signed to leverage players’ skills and abilities, pri-
marily for entertainment. They have found ap-
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plications in various domains such as biological
data collection (Kleffner et al., 2017; Kawrykow
et al., 2012), image processing in AI (Krause et al.,
2010), assessment and comparison of Explainable
AI (XAI) techniques (Morrison et al., 2023), music
annotation (Kim et al., 2008), and dance move-
ment annotation (Kougioumtzian et al., 2022). In
dance movement annotation, for instance, a no-
tator or movement analyst describes and docu-
ments dance movements by recording details of
the body’s actions using a coding system. Similarly,
in Natural Language Processing (NLP), GWAPs
are employed for tasks like text annotation (Ven-
huizen et al., 2013; Madge et al., 2019b; Fort et al.,
2014; Kicikoglu et al., 2019; Bonetti and Tonelli,
2020; Dziedzic, 2016; Xu et al., 2022) or generat-
ing original content for annotation (Amspoker and
Petruck, 2022).

The evaluation of the usability of these gam-
ified systems holds significant importance as it
contributes to reducing errors, training time, and
learning effort while also enhancing productivity
and satisfaction (Rajanen and Dorina, 2017). For
instance, in (Tomé Klock et al., 2017), ten different
gamified educational systems were assessed us-
ing ergonomic criteria guidelines that evaluate us-
ability and user experience. Additionally, a system-
atic literature review in (Laine and Lindberg, 2020)
provided generalized recommendations to improve
motivation in gamified systems, such as offering
feedback, using familiar vocabulary, ensuring ac-
tions align with goals, and maintaining consistency
across elements. However, (Gouveia et al., 2023)
demonstrated that usability significantly correlates
with intrinsic motivation in a virtual reality gamified
system designed for rehabilitation purposes.

In usability testing, qualitative research methods
like interviews, surveys, and focus groups offer in-
sights based on users’ self-reports (Roberts et al.,
2019). One effective method involves employing
the think-aloud (TA) protocol, where participants
articulate their thoughts and feelings while inter-
acting with a product or system. This approach
enables researchers to gain insights into users’
cognitive processes, thereby identifying potential
issues or challenges users may encounter during
interaction.

TA protocols represent one of the most preva-
lent methods for identifying User Experience (UX)
issues during usability testing (Fan et al., 2020; Mc-
Donald et al., 2013). There are two commonly used
TA protocols in the industry: Concurrent Think-
Aloud (CTA) and Retrospective Think-Aloud (RTA)
(Fan et al., 2020; McDonald et al., 2013). In CTA,
users vocalize their thoughts while performing a
task, whereas in RTA, users complete the task
and then articulate their thoughts by reviewing a
recording. There has been an ongoing debate re-

garding which protocol is superior (Van den Haak
and De Jong, 2003; Alshammari et al., 2015). We
opted for CTA due to its popularity among UX prac-
titioners (Fan et al., 2020; McDonald et al., 2013),
as it allows UX evaluators to delve into participants’
thought processes in real-time interaction with ap-
plications, which cannot be captured solely through
retrospective self-reports.

Ensuring the linguistic reliability of the collected
data is crucial. Consequently, some GWAPs have
addressed this issue. For instance, Phrase Detec-
tives (Poesio et al., 2013), a GWAP for English and
Italian coreference annotation, initially employed
majority voting to aggregate player feedback. They
then assessed the acceptability of the collected
judgments by comparing experts’ annotations with
the data derived from the majority vote of non-
experts. The result indicated an 84% agreement
across all cases, comparable to those observed
when comparing an expert with an average anno-
tator, typically trained students producing medium-
quality annotations. Subsequently, Phrase Detec-
tives improved aggregation by adopting Mention
Pair Annotation (Paun et al., 2018), a dedicated
probabilistic aggregation method for coreference.
Here, players identify the nearest antecedent, and
the best pairing is determined based on a prob-
abilistic model (Paun et al., 2018). These pairs
are then clustered to form a coreference chain, in-
creasing the accuracy of the produced judgments
to 92% (Poesio et al., 2019).

Games like the original von Ahn games and, for
NLP, Puzzle Racer, have demonstrated the feasi-
bility of entertaining GWAPs that generate high-
quality annotations at a reduced cost (Jurgens and
Navigli, 2014). Another example is High School Su-
perhero, a GWAP developed for collecting accept-
ability judgments. It evaluated the resulting anno-
tations in terms of agreement among players and
compared them with experts’ judgments (Bonetti
et al., 2022). Additionally, RigorMortis measured
acceptability in annotating multi-word expressions
for French corpora (Fort et al., 2020).

3. Introduction to the Game:
Stroll-with-a-Scroll

Stroll-with-a-Scroll represents the first virtual world
GWAP designed for Arabic Natural Language Pro-
cessing (NLP) tasks, featuring a treasure hunt
theme set in an ancient Middle Eastern fictional
town within a desert landscape. The game incorpo-
rates a narrative element at the outset of gameplay,
inspired by the findings of a study on narrative im-
portance (Krause et al., 2010). This narrative is
presented through a cut scene, establishing the sto-
ryline and themes for players. As avatars dressed
in traditional attire, players navigate the town, em-
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barking on a quest to discover hidden chests scat-
tered throughout the environment.

The game employs a navigation system dis-
played on the menu layer to aid players in locat-
ing chests, utilizing three colors (red, yellow, and
green) to indicate proximity to the chest. Upon
reaching a chest, players uncover a scroll con-
taining text with torn sections. Given the age of
these scrolls and the missing sections, players
must solve puzzles to reconstruct the text. The puz-
zle mechanics, inspired by Wormingo (Kicikoglu
et al., 2019), include selecting the correct word
from the provided options and solving ‘word search’
puzzles within a grid of letters.

The coreference annotation task within the game
follows the approach of Phrase Detectives (Cham-
berlain et al., 2008) and Wormingo (Kicikoglu et al.,
2019), presenting players with annotation and val-
idation questions. Annotation questions prompt
players to identify whether a mention is new or old,
with the option to select the antecedent if it is old
or to skip the question. Validation questions, on
the other hand, require players to evaluate other
players’ responses.

For post-processing, Stroll-with-a-Scroll adopts
the methodology of Phrase Detectives (Chamber-
lain et al., 2008), utilizing Mention Pair Annotation
(Paun et al., 2018) for probabilistic aggregation
of coreference annotations. After collecting judg-
ments from multiple players, this method selects
the best pairing based on a probabilistic model,
and then clusters pair to form coreference chains.

4. Preliminary Usability Study

A game’s usability significantly impacts players’ en-
joyment and motivation, ultimately influencing par-
ticipant numbers. Conducting early usability tests
is crucial for enhancing user experience, stream-
lining navigation, promoting intuitive usage, and
identifying design flaws. By observing user interac-
tions with the proposed system, a usability study
can pinpoint areas for improvement, thereby re-
ducing dropouts. Moreover, usability has been
demonstrated to affect users’ engagement with
Games-with-a-Purpose (GWAPs) (Bowser et al.,
2013; Hamari and Keronen, 2017; Bui et al., 2020),
highlighting its pivotal role in fostering user partic-
ipation. Additionally, usability is a cornerstone of
a successful virtual world (Lee and Chen, 2011),
as it determines how effectively a virtual space
facilitates specific tasks for particular users.

4.1. Participants and Procedure

In the preliminary study, we recruited 8 participants,
consisting of 5 females and 3 males. The mean
age of the participants was 28.5 years (SD=2.57).

A qualitative approach is typically preferred at
this stage of development as it aids designers in
identifying issues or bugs early on and making en-
hancements. Additionally, a qualitative approach
can be utilized to comprehend player engagement
in our game. Accordingly, numerous scholars have
employed qualitative methodologies to explore en-
gagement in virtual worlds (Chen and Kent, 2020;
Bouta Cruz-Benito et al., 2015; Kohler et al., 2011).
A think-aloud protocol (Lewis, 1982) is employed to
gather data, allowing for open feedback collection.
Given the early stage of game development, such
open user feedback is crucial for testing usability
and gaining initial insights into player engagement.
We utilized the concurrent think-aloud (CTA) pro-
tocol, wherein users verbalize their thought pro-
cesses while simultaneously working on a task, as
it is more widely favored among UX practitioners
(Fan et al., 2020; McDonald et al., 2013).

The study was conducted from October 24th
to 30th, 2022, with each session lasting approxi-
mately 30-minute. Prior to commencing the prelimi-
nary test, participants were provided with informed
consent outlining the study’s objectives. Subse-
quently, they were introduced to the following tasks
they were required to accomplish:

• First, sign up to join and start the game.

• Then, start the game and read the pre-game
description.

• After you complete the pre-game part, navi-
gate the scene to locate the chest.

• Finally, respond to the presented puzzles and
the linguistic task, then navigate again to
search for the following chest.

Our analysis is grounded in Reflexive Thematic
Analysis (Braun and Clarke, 2019, 2021) chosen
for its suitability with a small sample size of par-
ticipants– in this case, eight participants in this
experiment, and due to its flexibility in organizing
results into common themes. The data was initially
transcribed and then coded to create an affinity di-
agram, from which themes emerged. The following
themes were generated from the analysis:

4.1.1. User Interface Refinement, to Ensure
Familiarity and Simplicity Theme

More Familiarity Theme: The study by (Abada
and Onibere, 2009) demonstrated that prior com-
puter experience plays a significant role in intu-
itively understanding and using new computer soft-
ware. This principle extends to video games (Miller
et al., 2019). Intuitive interfaces are crucial in game
design, with schema theory explaining how individ-
uals grasp gameplay mechanics without prior expe-
rience with a particular game. A concise definition
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of gameplay provided by Lindley and Sennersten
(Lindley et al., 2008) describes it as “the struc-
ture and algorithm determining the management of
attentional and other cognitive, perceptual, and mo-
tor resources required to realize the tasks involved
in gameplay.”

For example, Participant 1 commented, “I am
used to using the (W, S, D, A) buttons to move
around in games.” Additionally, Participant 2 in-
quired, “Does the Shift button speed up the charac-
ter?”, reflecting the common practice of using the
Shift key to increase the speed in games. In our
game, we utilize arrow keys for movement and the
Shift button to enhance movement speed, aligning
with standard video game conventions. However,
providing additional explanations may be neces-
sary, especially for novice users unfamiliar with
these conventions. Two of our participants required
instructions on manoeuvring the avatar, while three
participants were unsure how to begin, necessitat-
ing an explanation of the functionality represented
by the upper-right pointer, as depicted in Fig 1(a).

(a) The initial scoring system presented on the
menu layer, on the top left side.

(b) The scoring system was updated, and de-
scriptive info is added for the scoring process
and coreference annotation.

Figure 1: Improved game scoring clarity: Usability
test enhancements.

Another example of familiar design is allowing
players to close instructional prompts permanently
or view them at their discretion. For instance, Par-
ticipant 1 expressed frustration with the repetitive
annotation task pop-ups, commenting, “It bothers
me that the instructions keep showing. I am used
to having the option of never showing that again.”

Similarly, Participant 5 was displeased with the fre-
quent closure of these pop-ups. However, despite
these concerns, having instructional pop-ups is cru-
cial, particularly for the coreference task. This is
because players often tend to dismiss instructions
without reading them, as highlighted in a study by
(Fraser, 2015), where it was noted that students
frequently close instructions without fully engaging
with them. As a result, it was recommended to
implement a pop-up before each task to ensure
that players are adequately informed.

Fewer Chunks of Text Theme: Having fewer
chunks of text is better for increasing reading com-
prehension and avoiding player frustration, as this
was tested in the onboarding phase of Lingotowns
(Althani et al., 2022). This design was followed
by PlayCoref (Hladká et al., 2009) and Wormingo
(Kicikoglu et al., 2019), English coreference an-
notation games. This technique is employed in
Wormingo in the form of “chunks”. In our prelimi-
nary study, P2 commented, “There are too many
linguistic questions for a single scroll. I am spend-
ing too much time on that, and it feels like a task
rather than a game.” Also, P3 said “The coref-
erence task is just overwhelming; there are too
many questions in a single chest.”. In addition, the
rest of the players suggested making the task less
overwhelming.

4.1.2. Reshaping and Adding Game Design
Elements Theme

Reshape the Reward System Theme:Insufficient
guidance in games can lead to player frustra-
tion. According to (Miller and Cooper, 2022),
many issues encountered in citizen science games
stemmed from designers failing to convey critical
scientific concepts to players, resulting in frustra-
tion. Participant 1 expressed confusion regarding
the game’s dual scoring systems:

“Why do we have two scoring systems? I un-
derstand that the first scoring system is for puzzle
points, but what does the other do?... It seems
like the other one is used for answering the anno-
tation questions, but I still don’t understand why
I receive points for each answer I submit. I even
tried submitting a wrong answer and still received
a point. Could this incentivize players to provide
any answer to earn points?”

The challenge is that scoring for the annota-
tion section is not immediate, as correct answers
are not known immediately. Instead, all player-
provided answers are recorded under the second
scoring system, represented by a scroll icon (see
Figure 1). Once validated, players receive addi-
tional points under this system without explanation.
All participants highlighted the need to clarify why
there are two scoring systems and how scoring is
calculated.
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Reshape the Feedback Theme: Feedback in
Games-with-a-Purpose (GWAPs) is crucial as it
impacts player retention, as players desire recog-
nition for their contributions and reassurance that
they are making a difference. This finding was
corroborated by a citizen science game interviews,
highlighting factors contributing to player immer-
sion in the game world (Miller and Cooper, 2022).
In the design of Stroll-with-a-Scroll, feedback is
provided to players while solving puzzles, with a
checkmark indicating a correct answer and a cross
indicating an incorrect one. However, further im-
provements are necessary, as Participant 4 sug-
gested: “The feedback for the puzzles was too
quick. It needs to be slowed down.” Additionally,
Participant 3 commented on the puzzle scoring:
“There is varying difficulty between the two pre-
sented puzzles, the fill-in-the-blank and the word
search puzzle, and therefore, there should be vary-
ing scoring based on difficulty and the time it takes
to solve the puzzle.”

Add New Game Elements: Using leaderboards
and assigning levels based on points is an effective
motivator, with users often viewing these as targets
to strive for (Lee et al., 2013; Von Ahn and Dabbish,
2004, 2008). Participant 5 emphasized the impor-
tance of leaderboards, stating, “I think it is impor-
tant to have a leaderboard as most games include
that.” Additionally, Participant 1 suggested locking
access to leaderboards for players until they reach
a certain level, while Participant 7 underscored the
significance of this feature. Moreover, a few players
suggested incorporating puzzles within the virtual
world, allowing players to explore the landscape
while solving puzzles.

5. Player-Centred Design: Insights
from Usability Testing for Game

Development

Moving beyond basic understanding and truly
grasping players’ personalities when introducing
gamification is crucial. This understanding aids
in creating a user-friendly game that effectively
motivates players. One method to achieve this is
through player personas.

Player personas are not merely demographic
profiles or stereotypes but crafted from authen-
tic data from surveys, interviews, analytics, user
testing, and other reliable sources. These per-
sonas capture players’ motivations, frustrations,
pain points, and aspirations, as well as provide
insights into their gaming habits, preferences, and
playing styles. As outlined in (Guzman-Mendoza
et al., 2021), player personas are developed by
studying and understanding player behavior. By
observing how players navigate and interact with
game mechanics, their patterns and interactions

are analyzed to create meaningful personas.

5.1. Persona Profiling

To redesign our game, we developed player per-
sonas through in-depth interviews. After the us-
ability test, participants were interviewed in person
for about 20-minute in a semistructured format re-
garding their educational background, employment
status, their play experiences and game skills, and
their fluency in Modern Standerd Arabic (MSA). Ex-
amples of asked questions were “How long have
you been playing games, and what types of games
do you typically enjoy?”, “Can you describe your
level of proficiency in Modern Standard Arabic?
and can you speak confidently in MSA during con-
versations or presentations?” and “Would you con-
sider to participate in NLP based GWAP? what
particular features or aspects of the game would
encourage your participation? and what features
might hinder your motivation to participate?”. Also,
participants were asked for their input, on how to
enhance the current design to address any con-
cerns they had raised. The interviews were audio-
recorded and then transcribed for further analysis.

Our analysis revealed the goals,and challenges
and preferred playing modes participants ex-
pressed during the interviews and game testing.
This information is summarized in Table 1. Below
are the key steps in our methodology for creating
player personas:

• Participants: The sample comprised 8 partici-
pants: 5 students (2 undergraduates with gam-
ing experience, 3 graduate students: one was
an unemployed gamer and the other two were
employees with gaming background ; one of
these employees is a linguistic researcher), 1
unemployed individual had a high school de-
gree with a gaming background, another em-
ployee individual had a bachelor’s degree with
no gaming experience but a strong linguistic
background, and one employee held a mas-
ter’s degree with some gaming background
and strong linguistic skills.

• Instrument: We devised a Face-to-face in-
depth interview methodology in a semistruc-
tured format regarding their educational back-
ground, employment status, their play experi-
ences, game skills, and their fluency in MSA.

• Procedure: The interviews were audio-
recorded to facilitate transcription of partici-
pants’ comments and aid in analysis. We ana-
lyzed data to define the player persona based
on Demographic Information, Professional In-
formation and Playing Culture.

• Data Analysis: Our analysis involved identify-
ing categories and codes based on constructs
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The Linguistic
Enthusiastic

The Novice
Player

The Gamer

Goal They aim to
improve their
annotation
skills and
contribute
to research
projects in
the field of
NLP. Their
aspiration
is to collab-
orate with
researchers
and make
contributions
to the linguistic
community.

They are
interested in
the notion of
contributing
to research
through anno-
tations but feel
intimidated
by the idea
of using
technological
platforms.

They are look-
ing for gaming
experiences
that suit their
preferences,
providing
captivating
gameplay
mechanics
without the
need for
complicated
annotation
tasks.

Pain
Points

Balancing
their workload
and personal
responsibil-
ities while
devoting time
to annotations
can be quite
difficult for
them.

They find it dif-
ficult to navi-
gate and inter-
act with inter-
faces related
to gaming plat-
forms.

They feel
overwhelmed
by the com-
plexity of NLP
annotation
tasks.

Individual
Achieve-
ment vs.
Team
Achieve-
ment

While they
place im-
portance on
growth by
enhancing
their annota-
tion skills and
contributing
meaningfully
to research
projects, they
also recognize
the value of
teamwork
in achieving
research
goals.

They value the
opportunity to
collaborate
with others
and benefit
from their
expertise while
collectively
working to-
wards shared
research
objectives.

While they
appreciate
achievement
in mastering
gaming skills
and conquer-
ing in-game
challenges,
some gamers
also find joy in
collaborating
with other
players, while
others enjoy
a competitive
environment.

Table 1: Player-Persona Insights.

to extract information for designing the player
persona.

6. Evolution of the Game:
Stroll-with-a-Scroll(Version 2)

Based on the generated personas, we have re-
designed the game into its second version. Firstly,
addressing the ‘More Familiarity’ theme, we aimed
to include novice players in the design process
by adding clear directions on how to play. Draw-
ing from a detailed framework of design strategies
for enhancing learnability in video games (Poret-
ski and Tang, 2022), we introduced just-in-time
reminders (as shown in Fig 2), contextual prompts
appearing in specific game situations that vanish
once performed by the player. These prompts
guide players on how to move around and what
actions to take, eliminating the need to memorize
instructions before gameplay. They appear only
once before a new action is required. Additionally,
we carefully considered the needs of gamers and

experts who are always on the move during game-
play. Addressing participants’ complaints about the
lack of an option to ‘never show again’ or ‘hide’ task
descriptive pop-ups and the need for a clear defini-
tion of coreference with examples, we introduced
the coreference task description at the start and
placed it within the scroll icon (as depicted in Fig
1(b)). Clicking on the scroll icon directs players to
the task description, allowing them to view it upon
request. To ensure players are aware of the de-
scription location, we added guidance at the start
of gameplay, clarifying that they can refer to the
task description by clicking on the scroll icon. Addi-
tionally, in response to player requests, we added
(W, S, D, A) buttons for avatar movement control.

Secondly, to address the issue of overwhelming
text highlighted in the ‘Less chunks of text’ theme,
we adopted the chunk size approach used in
Wormingo (Kicikoglu et al., 2019), as ‘The Gamer’
group of participants, the most intimidated by text
size, did not report feeling overwhelmed during
their experience with the game. When the player
opens the scroll, the text is presented in chunks,
one after the other. Each chunk contains a max-
imum of 50 words, ensuring complete sentences
are displayed. Additionally, we implemented a grad-
ual display of words, simulating an animated effect
similar to Wormingo, to reduce cognitive load on
players (Kicikoglu et al., 2019). We introduced vir-
tual world puzzles to mitigate text overload raised
mostly by ‘The Gamer’ group and to address the
‘Add New Game Elements’ theme. In these puz-
zles, players are tasked with searching the scene
for lost letters in the scroll. The game presents
three lost letters forming the word ‘day’. As players
search the scene, each missing letter is revealed
with an Arabic coffee cup (as shown in Fig. 3).
When a player finds a letter, it moves from the
scene to be placed on top of the Arabic coffee cup,
ultimately completing the word. Players have the
option to hide and reveal the text by pressing the
eye icon (as depicted in Fig. 3). Additionally, they
can skip playing the game part by pressing the
‘Skip’ button, allowing those focused on annota-
tion; ’The linguistic enthusiastic’ group to continue
without participating.

Thirdly, participants requested further explana-
tions regarding the reward systems and their calcu-
lation processes, highlighting the need for a more
intuitive presentation. Two rewarding systems were
identified: instant rewards for solving puzzles and
delayed rewards for solving annotations, as de-
scribed in the ‘Reshape the reward system’ theme.
To address this issue, we made adjustments to the
menu depth items and the gameplay scene. We
introduced a level bar, suggested by ‘The Gamer’
group, to mark progress providing instant points
for solving puzzles while temporarily recording an-
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Figure 2: Directions on how to play, presented on
the menu layer of the game.

Figure 3: Lost letters puzzle: Scene search for the
letters of the lost word.

notation answers within the scroll menu item until
validated and presented within the progress bar
(as shown in Fig. 1(b)). To clarify these rewarding
systems we instructed players to click on the scor-
ing systems at the start of gameplay: the level bar
and then the scroll icon, where they received clari-
fications on the calculations and why instant points
were not awarded for the annotation task. Addition-
ally, the description of the coreference task was
provided there for players to access as needed,
eliminating pop-ups before each task. In response
to the competitive nature of some players, a leader-
board was added to the home screen, addressing
the ‘Add New Game Elements’ theme.

Furthermore, some players expressed a desire
to enhance the enjoyment of game feedback, refer-
ring to it as “game juiciness”, seeking elements that
excite them. This was discussed in the ‘Reshape
the feedback Theme’. Game juiciness involves pro-
viding visual and audio feedback to induce a posi-
tive player experience (Rollings and Morris, 1999).
In the initial version of the game, background mu-
sic was included, with players able to control the
sound level or mute it. Feedback was displayed
as a check mark for correct answers and a cross
mark for incorrect ones. However, players found
this feedback too quick to absorb, prompting us to
slow it down and add audio feedback for success
and failure. We also implemented animated scor-
ing similar to Wormingo, where correct answers
are rewarded with an animated score, transitioning

from the challenge to the corresponding reward
system. Additionally, scoring now varies based on
puzzle difficulty, with players receiving a more valu-
able animated treasure box for answering virtual
world puzzles.

7. Redesign Validation

After making improvements, to our GWAP to make
it more user friendly, it is important for us to care-
fully evaluate the effectiveness of these changes
through thorough usability testing. In this section
we will provide an explanation of how we validate
the redesign and the methods we use to assess
the systems usability.

We selected same series of tasks given in the
first usability test. We had 3 participants, who were
asked to perform the predefined tasks while think-
ing aloud. Following each task, participants were
interviewed to gather feedback on their overall ex-
perience, usability challenges faced, and sugges-
tions for improvement.

Based on the usability testing it seems that the
redesign successfully enhanced the user friend-
liness of our GWAP, as participants successfully
completed the task independently without raising
any concerns about the issues that were identified
in the first usability test.

8. Linguistic Acceptability Study

A debate persists regarding the use of expert ver-
sus non-expert annotators and the reliability of dif-
ferent crowdsourcing strategies in the realm of NLP
annotation tasks. To address this, we tested our
annotations’ reliability to assess our GWAP’s reli-
ability. We aim to share these results with other
researchers to encourage linguists to participate
in annotating our GWAP and to disseminate them
widely.

8.1. The data

Our objective is to compare players’ judgments with
those of experts, so our players annotated a gold
standard document extracted from the OntoNotes
5.0 datasets. OntoNotes is widely utilized for
coreference resolution (R. et al., 2014; Björkelund
and Kuhn, 2014; Martschat and Strube, 2015;
Clark and Manning, 2015, 2016a,b; Lee et al.,
2017, 2018) and has been a key resource since
the CoNLL 2011 and 2012 shared tasks (Prad-
han et al., 2011). It encompasses documents in
three languages: Arabic (300K tokens), Chinese
(950K tokens), and English (1.6M tokens), span-
ning various genres, with news being the predom-
inant genre. Our study used a single ‘Art News’
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CoNLL document containing MSA text annotated
with coreference.

8.2. Participants and Procedure

We aim to evaluate whether our virtual world game,
Stroll-with-a-Scroll, can effectively collect linguis-
tically acceptable coreference annotations. To
achieve this, we conducted an experiment in Au-
gust 2023 to compare the annotations provided by
naive participants (our participants) with those of
expert annotators.

We recruited some of our participants (N=77)
through Prolific, a platform for online participant
recruitment. We used the demographic filters pro-
vided by the platform, to selectively enroll partici-
pants whose first language was Arabic. This mea-
sure was implemented to mitigate potential con-
founding variables that might impact the accuracy
metrics within our research investigation. Partici-
pating individuals were paid £7 (£12 per hour) upon
successful completion of a 35-minute study entitled
"Study about a Game-with-a-Purpose." Addition-
ally, we enlisted volunteers (N=29) who received
invitation emails, and whose first language is Ara-
bic. These emails were sent to academic faculty
in Saudi universities, requesting them to share the
game with their students. Due to technical con-
straints, the experimental protocol could only be
executed on desktop or laptop web browsers such
as Chrome and Firefox; consequently, participation
via mobile devices was not feasible due to these
limitations.

Of the 106 participants who completed the demo-
graphic questionnaire, 44.34% were female, and
55.66% were male. Regarding age distribution,
28.30% were aged 18 to 24, 46.23% were aged
25 to 34, 15.09% were aged 35 to 44, 8.49%
were aged 45 to 54, and 1.88% were aged 55 and
above. The participants comprised 23.58% Saudis,
13.20% Lebanese, and 13.20% Syrians. The re-
mainder represented various nationalities, includ-
ing Algerian, Iraqi, Jordanian, Moroccan, Pales-
tinian, Somali, Sudanese, and Tunisian.

In our annotation task, players are presented
with a text window highlighting a specific word or
phrase in red. Their initial task is to determine
whether the highlighted word or phrase is newly
introduced to the conversation or if it refers to some-
thing previously mentioned. If it refers to a previous
mention, players must locate it by selecting one of
the highlighted ones in blue. Once the player has
made their selection, they can submit their anno-
tation by clicking on the Submit button. During the
validation mode, players confirm other players’ an-
swers, which is activated only when players submit
different answers. The experiment concluded af-
ter 47 markables were annotated, and all answers
were aggregated using MPA (Mention Pair Anno-

tation) (Paun et al., 2018) and stored in an inline
XML file.

8.3. Analysis and Results

The agreement between naive annotators and lin-
guists is 91.49% overall accuracy, calculated by
comparing the markable in the generated XML file
with the gold standard file. This result is excel-
lent. Additionally, our Cohen’s kappa coefficient, a
more robust measure accounting for the possibil-
ity of chance agreement, is 0.787 (Cohen, 1960),
indicating substantial agreement. Our participants
failed to answer 4 out of the 47 presented men-
tions.

In terms of precision, recall, and F-Measure,
players’ annotations were compared to the gold
standard (the OntoNotes annotation). The data
suggested that Precision, Recall, and F-Measure
collectively evaluate annotation accuracy and com-
pleteness, with a balanced score of 0.84615 indi-
cating both precision and recall around 85% for
players’ annotations. Furthermore, we compared
individuals who were paid and those who volun-
teered for our experiment, specifically examining
their accuracy levels when completing annotation
tasks. Our analysis revealed that both paid and
volunteer participants achieved similar accuracy
scores. This consistency across participant groups
demonstrates our GWAP’s strength and depend-
ability.

9. Discussion

In this article, we have discussed two factors
that contributing to the success of GWAPs: user-
friendliness and the reliability of the generated data.
First, to ensure user-friendliness, we conducted a
usability study that helped us create personas and
guide our design process accordingly. From this
study, we generalized our findings to inform the de-
sign of other NLP annotation games, as we aim to
answer our first research question: “In the context
of 3D games, particularly focusing on the inter-
face/menu layer, what design elements, interaction
techniques, and user experience factors improve
the usability and productivity of the player?”

Firstly, introducing breaks between annotations
enhances overall enjoyment, but it’s essential to
make these breaks optional for participants who
prioritize contributing over gameplay. Secondly, in-
structions and tutorials should be concise, quick to
understand, and easily accessible during gameplay
to ensure a seamless experience without interrup-
tions. Thirdly, clear explanations of the calcula-
tion process for annotation tasks reduce frustration
and enhance understanding among participants.
Fourthly, incorporating visually and audibly satis-
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fying feedback mechanisms for player actions im-
proves engagement. Fifthly, incorporating both
competitive and collaborative elements is recom-
mended to accommodate diverse preferences and
play styles. Finally, simplifying NLP tasks by break-
ing them into smaller, manageable tasks enhances
user involvement and potentially creates more reli-
able data.

Usability is an iterative process, and we actively
seek more participants to conduct further tests.
These tests may involve creating or updating per-
sonas with more detailed information. By improving
our understanding of user preferences, our goal is
to make our GWAP more user-friendly and effec-
tive.

We tested the reliability of our generated corpora
to answer our second research question, “Could
our GWAP be used to collect linguistically accept-
able coreference annotation?” We achieved ex-
cellent results by assigning more weight to reli-
able players when aggregating annotation answers
(Paun et al., 2018) instead of simply annotating
with the value submitted the most. Out of all mark-
ables presented, our participants failed to annotate
only 4, which is less than 10% of the total.

10. Concluding Remarks

This paper presents two evaluations of a 3D virtual
world game designed for NLP annotation. First,
we conducted a preliminary study to improve user
experience and identify design flaws. The usability
test involved observing how users interacted with
the system and identifying areas for enhancement
or correction to minimize dropouts. Tasks were
assigned to participants, who provided feedback
using the think-aloud protocol. We redesigned the
game tailored to player personas based on qualita-
tive research findings. Secondly, we evaluated the
reliability and acceptability of the game for collect-
ing annotations by comparing aggregated player
feedback to the OntoNotes 5.0 gold standard cor-
pus. Our analysis indicates that annotations pro-
duced through the game are of acceptable quality.
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Abstract
In this contribution, we examine the proficiency of Large Language Models (LLMs) in solving the linguistic game "La
Ghigliottina," the final game of the popular Italian TV quiz show “L’Eredità”. This game is particularly challenging as it
requires LLMs to engage in semantic inference reasoning for identifying the solutions of the game. Our experiment
draws inspiration from Ghigliottin-AI, a task of EVALITA 2020, an evaluation campaign focusing on Natural Language
Processing (NLP) and speech tools designed for the Italian language. To benchmark our experiment, we use the
results of the most successful artificial player in this task, namely Il Mago della Ghigliottina. The paper describes the
experimental setting and the results which show that LLMs perform poorly.

Keywords: Large language model, Ghigliottin-AI, Word-based Games

1. Introduction

Researchers in Artificial Intelligence (AI) and Nat-
ural Language Processing (NLP) have shown in-
terest in Language games, which derive their chal-
lenge and excitement from the complexity and ambi-
guity of natural language. A particular challenging
language game is “La Ghigliottina”, the final game
of the popular Italian TV quiz show “L’Eredità”. The
game involves a single player, who is given a set
of five words (clues), unrelated one to each other,
but related with a sixth word that represents the
solution to the game. In 2020 EVALITA, a recurring
evaluation campaign focusing on NLP and speech
tools designed for the Italian language, proposed
the Ghigliottin-AI task (Basile et al., 2020) to as-
sess artificial agents in the solution of "La Ghigliot-
tina". Participants in Ghigliottin-AI are asked with
developing an artificial player capable of solving
the linguistic challenges presented in the game "La
Ghigliottina". In the aftermath of the Ghigliottin-AI
task, this contribution aims to examine the ability
of cutting-edge Large Language Models in solving
the Ghigliottina game, which involves inferring the
solution through identifying the hidden semantic
connections with the provided clues. This paper
is organized as follows: in Section 2 we briefly
present the use of games in testing the reasoning
and inference abilities of NLP and AI systems. In
Section 3 we present the Ghigliottin-AI task and the
results obtained by the artificial players that took
part in the task. In Section 4 we provide all the
information (data, LLM models and prompts) con-
cerning our experimental settings to evaluate the
abilities of different LLMs in solving the GhigliottinAI
language game. Discussion of results is presented

in Section 5. Conclusions are in Section 6.

2. Related Work

In this section, we briefly survey the use of games
as a means to assess the efficacy of NLP tools
in problem-solving tasks. Some achievements
in artificial intelligence are linked to games such
as for instance Jeopardy, where contestants re-
spond to clues in the form of answers by phrasing
their replies as questions. In 2011, IBM’s Wat-
son DeepQA computer defeated the show’s two
foremost all-time champions of this game (Ferrucci
et al., 2013). In particular, language games, such
as the Wheel of Fortune or Who Wants to be a
Millionaire? (Lam et al., 2012) (Molino et al., 2015),
have been used as means to assess the capabilities
of NLP and AI systems, as they provide an inter-
esting and challenging playground to evaluate their
reasoning and inference capabilities (Yannakakis
and Togelius, 2018). Another particularly appealing
game is solving crossword puzzles. A first attempt
is Proverb (Littman et al., 2002), which leverages ex-
tensive repositories containing clues and solutions
to past crossword puzzles. WebCrow (Ernandes
et al., 2008), the first solver for Italian crosswords,
instead, relies mainly on information sourced from
the Web, and a set of previously solved games.

As mentioned in the Introduction the Ghigliottina
game is particularly challenging and has inspired
various scholars in solving it. In (Semeraro et al.,
2012) and (Basile et al., 2014), the authors present
OTTHO (On the Tip of my THOught), an artificial
player for the Guillotine game. OTTHO is based
on a knowledge infusion procedure that uses NLP
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techniques to analyze unstructured data from open
web sources like Wikipedia, creating a repository
of linguistic competencies and factual knowledge.
In 2018 the Mago della Ghigliottina (Sangati et al.,
2018) participated as UNIOR4NLP for the first time
in the shared task NLP4FUN (Basile et al., 2018),
which was part of the EVALITA 2018, a periodic
evaluation campaign of NLP and speech tools for
the Italian language. The system, available also
as a Telegram bot,1 relies on linguistic resources
and artificial intelligence and achieves better re-
sults than human players. In addition to solving
a game, Mago della Ghigliottina can also gener-
ate new game instances and challenge the users
to match the solution. The Mago della Ghigliot-
tina took part in the new edition of the NLP4FUN
task, titled Ghigliottin-AI, resulting again as the best
artificial player, outperforming human players and
competitor artificial players (see Section 3). Re-
cently LLMs were tested in solving Wordle,2 a game
owned by the New York Times, where players have
six attempts to guess a five-letter word. The exper-
iment showed that LLMs lack the inference skills
needed to solve the game.

3. GhigliottinAI

As part of EVALITA 2020, the Ghigliottin-AI3 task
was organised, a new edition of the NLP4FUN task
proposed in EVALITA 2018 (Basile et al., 2018),
aimed at the realisation of an open competition be-
tween Artificial Intelligence (AI) systems to solve
the game “La Ghigliottina". The Ghigliottin-AI task
is inspired by the final game of the Italian TV show
“L’Eredità". This game was chosen because it rep-
resents a very interesting test bed for AI systems
focused on semantic aspects of natural language:
the solution of the language game is based on the
semantic relationships existing between each of
the five proposed clues and the solution word. For
example, given the set of Italian clues conoscere
(to know), grado (degree), modello (model), ideale
(ideal) and divina (divine) the solution is perfezione
(perfection) because this word relates to the clues
in the following way: conoscere alla perfezione
(to perfectly know), grado di perfezione (degree of
perfection), modello di perfezione (model of perfec-
tion), ideale di perfezione (ideal of perfection) and
perfezione divina (divine perfection).
The underlying idea of the Ghigliottin-AI task was
that artificial players for that game could take advan-
tage from the availability of open repositories on the
Web, such as Wikipedia, that provide the system

1https://t.me/Unior4NLPbot
2https://github.com/manavgup/

wordle-llm-solver
3https://ghigliottin-ai.github.io/

with the cultural and linguistic background needed
to understand clues (Basile et al., 2014; Semeraro
et al., 2009, 2012). Before the competition, a set
of 300 instances of the game together with their
solution taken from the last editions of the TV game
were provided to developers in a JSON format
as training data for their players. The evaluation
was carried out using a Remote Evaluation Server
(RES) named Ghigliottiniamo4, which facilitated
real-time submission of solutions by both human
participants and artificial systems (bots) to the TV
game. Ghigliottiniamo randomly provided the test
set at intervals, presenting a single game challenge
to registered systems. The RES imposed a time
constraint, similar to the original TV game, allowing
systems to submit a single solution within 60 sec-
onds from the challenge. Solutions received after
this time frame were discarded, mirroring the time-
sensitive nature of the original game. This protocol
was applied consistently in evaluating systems par-
ticipating in Ghigliottin-AI. Two teams participated
to the competition: Mago della Ghigliottina (San-
gati et al., 2020) and GUL.LE.VER (De Francesco,
2020).

Mago della Ghigliottina is based on the analy-
sis of real game instances. As highlighted by the
authors (Sangati et al., 2020), game instances indi-
cate that connections between clues and solution
pertain to a specific linguistic phenomenon, namely
Multiword Expression (MWE)(Sag et al., 2002; Con-
stant et al., 2017). A MWE is a sequence of words
that presents some characteristic behaviour (at the
lexical, syntactic, semantic, pragmatic or statistical
level) and whose interpretation crosses the bound-
aries between words. During the analysis six pat-
terns that identify MWEs connecting clue/solution
pairs were identified:

• A-B (Noun-Adjective, Adjective-Noun, Verb-
Noun, Noun-Noun): permesso premio (‘per-
mit price’ → good behaviour license)

• A-determiner-B:dare il permesso (‘give the
permit’ → authorize)];

• A-conjunction-B: stima e affetto (esteem and
affection);

• A-preposition-B: colpo di coda (‘flick of tail’
→ last ditch effort);

• A-articulated preposition-B : virtù dei forti ,
part of the famous Italian proverb La calma è
la virtù dei forti (patience is the virtue of the
strong);

• A+B: compounds such as radio + attivita =
radioattivita‘ (radio + activity = radioactivity).

4https://quiztime.net/web/#!
/leaderboard1
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Therefore, Mago della Ghigliottina explores word
co-occurrencence in frequent collocations or id-
ioms, word similarity or word relatedness as a basis
of the semantic relationship of clues and solutions
in a number of freely large available corpora, such
as Paisà5, itWaC6, Wikiquote7 and other linguistic
resources. Mago della Ghigliottina proved to be the
best performing artificial player with an accuracy
score of .68.

GUL.LE.VER positioned #2 in the competition,
with an accuracy score of .26 and .46 R@10,
achieving results comparable to human players of
the TV game. This player is based on the Glove vec-
tor representation of the words (Pennington et al.,
2014) on the basis of a large collected dataset, con-
taining the Italian Wiktionary, Wikiquote, Wikipedia
(only titles), the Italian Collocations Dictionary and
other resources scraped on the web containing
Italian multiword expressions, proverbs and songs
titles.

4. Experiment

This section presents the experimental settings to
evaluate the abilities of different LLMs in solving
GhigliottinAI language game. Section 4.1 presents
the data on which LLMs were tested at the Ghigliot-
tinAI game, while Section 4.2 describes the LLMs
and the parameters used to generate their out-
puts for each game instance. The outputs of the
LLMs at GhigliottinAI were elicited using different
prompting techniques. In Section 4.3, the different
prompting techniques used are listed and examples
of prompts provided to LLMs are shown. Finally,
in Section 4.4, the performances obtained by the
LLMs in solving GhigliottinAI using the different
prompting techniques are shown.
The game instances were solved between mid-
December and mid-February. During this time,
the two leading AI firms, Google8 and OpenAI9,
remained active in releasing updated versions of
their respective LLMs. As in 4.4 and specifically in
section 5, the updates had a notable impact on the
performance of the LLMs in solving the Ghigliotti-
nAI game instances.
The game instances used to test the LLMs, as well
as the solutions generated for each prompting tech-

5https://www.corpusitaliano.it/
6https://wacky.sslmit.unibo.it/doku.

php?id=corpora
7https://it.wikiquote.org/wiki/Pagina_

principale
8https://blog.google/products/gemini/

bard-gemini-advanced-app/
9https://platform.openai.com/docs/

models/continuous-model-upgrades

nique, are available in this repository10.

4.1. Data
We used data from a shared task organized as
part of the Italian NLP tools evaluation campaign:
Evalita 11. Following up on Section 3, the 2020
edition of Evalita introduced a shared task named
"Solving the Ghigliottina with AI," along with the
release of training game instances. The test set
consists of 350 game instances 12, released in an
excel sheet. The excel sheet is therefore composed
of 350 rows representing the games instances and
8 columns. The first column contains the game
ID, columns from 2 to 6 represent the clue words,
and the last column contains the solution words for
each instance. In Figure 1, we provide an example
of the excel file with game instances.

We used the game instances contained in the
test set to evaluate the performance of the LLMs.
This approach allows us to compare the perfor-
mance of the LLMs to the performance of the au-
tomatic solvers presented in the shared tasks dis-
cussed in section 3. Also some game instances
from the training set of GhigliottinAI were used to
provide a game demonstration in some prompts to
enable in-context learning (Brown et al., 2020; Min
et al., 2022).

4.2. Large Language Models
In an effort to evaluate their aptitude at the Ghigliot-
tinAI game, four LLMs, including ChatGPT-3.5,
ChatGPT-4, Bard and Gemini-Pro, were system-
atically exposed to the game. To conduct the ex-
periments, we used Chatbot Arena13, a benchmark
platform that offers access to several LLMs via a
web graphical user interface (Zheng et al., 2024).
Despite the prompting technique chosen, we
crafted a block of prompts containing a number
of game instances considering the maximum sam-
ple length for each LLMs. We tested the LLMs on
the benchmark platform14 using configurable pa-
rameters like Temperature (set to 0.7), Top P (set
to 1), and Max Output Tokens (set to 1024). The
aforementioned parameters were configured sepa-
rately for each LLM.
We define a set of prompts while considering the
maximum token length that can be processed by

10https://github.com/RaffaeleMann/eval_
LLMs_ghigliottina

11https://ghigliottin-ai.github.io/
12The GhigliottinAI test data are not freely accessible

and are available only on request.
13https://chat.lmsys.org/
14More specifically, we used the following LLMs from

the platform: GPT-4 (GPT-4-1106-preview), Bard (bard-
jan-24-gemini-pro), Gemini-Pro (gemini-pro-dev-api),
and GPT-3.5 (GPT-3.5-Turbo-0613).
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Figure 1: A screenshot of the Excel file containing GhigliottinAI game instances

the LLMs. For instance, given a context size of
8,000 tokens for GPT-4, the block containing our
prompts levels out at approximately 20 game in-
stances included.

4.3. Prompts
As far as prompts are concerned, following Wang
et al. (2023), we define In-Context Learning (ICL)
settings to evaluate LLMs, which include zero- and
few-shot approaches.

Zero-Shot Prompting This approach aims to ex-
plore how the LLMs handle the task with no prior
examples or training, relying solely on their pre-
existing knowledge and the inherent ability to un-
derstand and generate language.
For the zero-shot prompting technique (ZSP), we
define two distinct prompts (i.e., ZSP1 and ZSP2),
each designed to elicit a different focus from the
selected LLMs on the connection established be-
tween the clues and the solution. In particular, by
implementing these distinct prompts, we intend to
assess the versatility of the LLMs in deducing the
correct word associations under the constraints of
zero-shot learning conditions.
To avoid the presence of extrinsic hallucinations
in the results, namely the presence of additional
text besides the desired output, we constraint the
prompts, phrased in Italian, to force models to pro-
vide just the solution for each game. For this rea-
son, we specify that (i) the games provided in the
list are independent of each other, (ii) the solution
must differ from the words already included in a
game, (iii) the answer should not include any addi-
tional text but just the solution to each game.
Starting from the list of games, each one composed
by a list of clues ([CLUES]), ZSP1 and ZSP2 differ
in that the former asks for a ’related word’, namely
the solution ([SOLUTION]), without specifying the
type of existing relationship, the latter specifies that
the [SOLUTION] should be ’semantically related’
to the [CLUES], as shown below.

• ZSP-1 Per ciascun gioco [CLUES] in questa
lista, scrivi una sola altra parola connessa a
ciascuna delle cinque parole incluse in ciascun
gioco (For each game [CLUES] in this list, write

only one other word that is related to each of
the five words included in each game).

• ZSP-2 Per ciascun gioco [CLUES] in questa
lista, scrivi una sola altra parola semantica-
mente connessa a ciascuna delle cinque pa-
role incluse in ciascun gioco (For each game
[CLUES] in this list, write only one other word
that is semantically related to each of the five
words included in each game).

Few-Shot Prompting In the context of Few-Shot
Prompting (FSP), two different prompts have been
defined. The first one (FSP1) includes one example
([GAME SOLVED]), namely a list of [CLUES] along
with the solution , while the second prompt (FSP2)
presents three [GAME SOLVED], as it follows:

• FSP1 Dato il seguente esempio [GAME
SOLVED], per ciascun gioco [CLUES] in
questa lista, scrivi una sola altra parola con-
nessa a ciascuna delle cinque parole incluse
in ciascun gioco (Given the following example
[GAME SOLVED], for each game [CLUES] in
this list, write only one other word that is re-
lated to each of the five words included in each
game)

• FSP2 Dati i seguenti esempi [GAME SOLVED],
per ciascun gioco [CLUES] in questa lista,
scrivi una sola altra parola connessa a cias-
cuna delle cinque parole incluse in ciascun
gioco (Given the following example [GAME
SOLVED], for each game [CLUES] in this list,
write only one other word that is related to each
of the five words included in each game)

We force the models to return just the [SOLUTION],
specifying the same constraints used for ZSP.

Examples With reference to the provided [GAME
SOLVED], considering the MWE patterns connect-
ing clue and solution pairs, we manually select from
the training set examples which are representative
of specific phenomena. For the [GAME SOLVED]
provided in FSP1, we choose an example which
includes A-B, A-preposition-B and A-articulated
preposition-B MWEs, as it follows:

• Example 1
[CLUES]: Nicola, Roma (Rome), farina (flour),
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pranzo (lunch), poltrona (armchair)
[SOLUTION]: sacco (sack).

Each clue is related to the [SOLUTION] according
to the following MWE patterns:

• A-B pattern: Nicola Sacco15

• A-preposition-B pattern: sacco di farina
(flour bag), sacco di Roma (sack of Rome16),
poltrona a sacco (bean bag chair)

• A-articulated preposition-B pattern: pranzo
al sacco (packed lunch)

To run the FSP2 which presents three examples,
we add two [GAME SOLVED] whose clue/solution
pairs are related by other patterns, as shown below.

• Example 2
[CLUES]: bello (nice), inter, vino (wine), in-
dosso (wear), fronte (forehaed/front)
[SOLUTION]: porto (port/freight)

• Example 3
[CLUES]: spedito, gigante, uomo, carica, vita
[SOLUTION]: passo

Specifically, Example 2 shows the following phe-
nomena:

• A-B pattern: Portobello (the name of an Italian
tv show but also a place), interporto (freight
village)

• Semantic relations: hypernymy (porto (Port)
is a type of wine), synonimy (porto and indosso
may refer to the same meaning to wear)

• A-articulated preposition-B pattern: Fronte
del porto17 (On the Waterfront), a 1954 movie.

In the third example all the clue/solution pairs are
related as they occur together as part of an idiom,
namely a passo spedito (at a fast pace), fare passi
da gigante (make great strides), a passo d’uomo
(at a walking pace), a passo di carica (at a charge
pace), passare a miglior vita (to pass away).

4.4. Results
In this section, we present the results obtained from
the four LLMs on the 350 game instances included
in the GhigliottinAI test set. We calculate the accu-
racy as the ratio between solved games on the total
games. In Table 1, we show the number of correct

15https://en.wikipedia.org/wiki/Sacco_
and_Vanzetti

16https://en.wikipedia.org/wiki/Sack_
of_Rome_(1527)

17https://it.wikipedia.org/wiki/Fronte_
del_porto

solutions together with the accuracy rate for each
of the models in both ZSP and FSP settings. The
accuracy score is the evaluation metric adopted by
Basile et al. (2020) in the original shared task. The
results show that the four LLMs performed poorly
on both the ZSP and FSP settings.
GPT-4 and Gemini-Pro perform the best in the
FSP2 setting when shown three examples of
[GAME SOLVED]. Both models achieved an ac-
curacy of .022, which was an improvement over
the other settings. In particular, GPT-4 and Gemini-
Pro doubled the accuracy scored in both ZSP1 and
ZSP2.
Bard also showed efficient in-context learning when
given game instances in FSP1 and FSP2. In FSP1,
Bard was the best LLM at solving game instances,
with an accuracy of 0.14. In FSP2, Bard accuracy
was .02, which was slightly worst than the accuracy
scored by Gemini-Pro and GPT-4 (i.e., .022).
GPT-3.5, on the other hand, did not seem to benefit
from in-context learning. In both FSP1 and FSP2,
GPT-3.5 had the lowest accuracy (i.e., .005), prov-
ing any improvement in comparison with the results
from the ZSP settings. In fact, in the case of GPT-
3.5, the accuracy achieved in ZSP1 turns out to be
the best performance by this LLM (i.e., .008).
To further evaluate the performance of the LLMs,
we also show the number of solutions that they
share in each setting. This gives us an idea of how
often the LLMs agree on the solution to a game
instance. Tables 2 and 3 show the number of
(whether correct or not) solutions shared between
each pair of LLMs, respectively in ZSP and FSP
settings. The highest number of shared solutions
for each pair is highlighted in bold. The highest
number of shared solutions for each pair is high-
lighted in bold.
For instance, the GPT family of LLMs from Ope-
nAI share the most solutions for ZSP1 (Table 2),
while Google LLMs share the most solutions for
both ZSP2 and FSP2 (Table 2 and 3).
For ZSP settings, there is an exception to this trend.
Indeed, Gemini-Pro and GPT-3.5, which are from
different families, share the most solutions in FSP1
(Table 3).
In this context, one possible explanation for the
shared solutions is that the LLMs were trained on
similar data sets. This is supported by the fact that
the LLMs performed similarly in the ZSP setting,
where they were not given any examples of game
instances. Another possible explanation is that
the LLMs are all using similar in-context learning
techniques. This is supported by the fact that the
LLMs all improved their performance in the FSP2
setting, where they were given a few and sufficient
examples of game instances.
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LLM ZSP1 ZSP2 FSP1 FSP2
Correct Acc. Correct Acc. Correct Acc. Correct Acc.

GPT-3.5 3 .008 0 0 2 .005 2 .005
GPT-4 4 .011 4 .011 2 .005 8 .022
Bard 1 .002 2 .005 5 .014 7 .02
Gemini-Pro 2 .005 4 .011 3 .008 8 .022

Table 1: Number of correct answers and accuracy score for ZSP and FSP

ZSP1 GPT-
3.5

GPT-4 Bard Gemini-
Pro

GPT-3.5 350 23 4 3
GPT-4 23 350 1 2
Bard 4 1 350 13
Gemini-Pro 3 2 13 350

ZSP2 GPT-
3.5

GPT-4 Bard Gemini-
Pro

GPT-3.5 350 3 7 8
GPT-4 3 350 12 17
Bard 7 12 350 25
Gemini-Pro 8 17 25 350

Table 2: Shared solutions for ZSP1 and ZSP2

FSP1 GPT-
3.5

GPT-4 Bard Gemini-
Pro

GPT-3.5 350 3 6 37
GPT-4 3 350 17 9
Bard 6 17 350 12
Gemini-Pro 37 9 12 350

FSP2 GPT-
3.5

GPT-4 Bard Gemini-
Pro

GPT-3.5 350 10 7 19
GPT-4 10 350 29 17
Bard 7 29 350 31
Gemini-Pro 19 17 31 350

Table 3: Shared solutions for FSP1 and FSP2

5. Discussion

In this section, we present an in-depth result analy-
sis to provide some insights of the semantic infer-
ence capabilities of LLMs.
As far as the results are concerned, we notice the
presence of shared characteristics among these,
in that we can identify different types of incorrect
answers:

• Complete clue overlapping In some cases
the proposed [SOLUTION] overlaps with a
word in the [CLUES]. For instance, in ZSF1
Bard presents a high number of overlapping
solutions, as in ID 2 when the model an-
swers saldo (discount) that is also one of the
[CLUES].

• Partial clue overlapping These results refer
to solutions which are derived from one of the
[CLUES], e.g. a noun from a verb, as in ZSP1
for ID 266, when GPT-3.5 provides the [SOLU-
TION] conteggio (count) and the first clue is
contare (to count).

• Semantic relatedness These answers usu-
ally are generated leveraging the taxonomic
relations of one of the [CLUES], so that they
are semantically related to one of the [CLUES]
and/or to the [SOLUTION]. For instance, in
the game ID 167, the solution proposed by
GPT-3.5 is sentimento (feeling), as one of the

[CLUES] is amore (love), and the correct [SO-
LUTION] is odio (hate).

• Clue synonymy In some cases, the models
propose a synonym of one of the [CLUES]. For
instance, in ZSP1 to ID 204 (further discussed
later), GPT-3.5 answers guardia (watchman),
a synonym of custode, which is presented in
the [CLUES] for that game.
Similarly, in ID 169, GPT-3.5 presents the [SO-
LUTION] abitazione (home), as one of the
[CLUES] is the synonym casa, while the cor-
rect answer is strada (road).

• Clue interference For some of the games,
there is a clue interference that is probably
related to the fact that the association between
one of the [CLUES] and the possible answer
is stronger than others. For instance, in the
game ID 69 to the ZSP2 prompt, all the models
answer deserto (desert), as one of the clues
is Sahara.

Considering all the proposed games, the highest
agreement among models, on a correct [SOLU-
TION], that means three models out of four guess
the [SOLUTION], happens only in two cases. In
ZSP1 setting, this is the game ID 349, shown below.

• ID 349
[CLUES]: coperto (covered), compagnia (com-
pany), auto (carro), agente (agent), vita (life)
[SOLUTION]: assicurazione (insurance).
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Each clue is related to the solution according to (i)
the A-preposition-B pattern, i.e., coperto da assi-
curazione (covered by insurance), compagnia di
assicurazione (insurance company), agente di as-
sicurazioni18 (insurance agent); (ii) the A-B pat-
tern, i.e., assicurazione auto (car insurance); (iii)
the A-articulated preposition-B pattern, i.e., assicu-
razione sulla vita (life insurance).
GPT-4 does not solve the aforementioned game,
as the proposed [SOLUTION] is musica (music).
This could be the results of an interference from
two of the clues, namely compagnia (company)
and agente (manager), which occur in MWEs as
compagnia musicale (music company) and agente
musicale (music manager) respectively. The other
case of highest agreement happens on the game
ID 153 when we provide three examples in FSP2.

• ID 153
[CLUES]: lavare (to wash), nuovo (new),
espressione (look), maschera (mask), pallido
(pallid)
[SOLUTION]: viso (face)

In such case, Gemini-Pro disagrees on the answer
and provide the [SOLUTION] sapone (soap), due
to the presence of the verb lavare (to wash) as first
clue which presumably causes an interference on
the provided solution.
In only one case we have the full agreement that
is when all the models propose the same answer.
This is the case of the game ID 69 in the ZSP2
setting, when the models agree on the incorrect
[SOLUTION], deserto (desert), due to an interfer-
ence from the clue Sahara.
To further evaluate the results, we propose a com-
parative analysis for each of the models.

GPT-3.5 In ZSP1, we notice that GPT-3.5 identi-
fies the solution in the game below.

• ID 41
[CLUES]: nazionale (national), muscolo (mus-
cle), lavoro (job), proposta (proposal), firmare
(to sign)
[SOLUTION]: contratto (contract)

Due to the presence of (i) A-B pattern: contratto
nazionale (national contract), muscolo contratto
(contracted muscle); (ii) A-preposition-B pattern:
contratto di lavoro (employment contract), proposta
di contratto (contract proposal); (iii) idiom: firmare
un contratto (sign a contract).
The additional specification about the semantic re-
latedness in ZSP2 worsens the results, as GPT-3.5
fails all the games, including the game ID 41.

18It is worth stressing that solution including agente
could belong also to an A-B pattern with the same mean-
ing, as in agente assicurativo

Indeed, the proposed [SOLUTION] to the ZSP2 for
this game is fede (faith). Our hypothesis is that
this result is affected by the first clue nazionale, as
there exist some books whose title contains both
the words and also some conservative political par-
ties refer to fede and nazione to support their ide-
ologies.
Similarly, in the FSP1 setting, the answer to ID 41
is strada (road), as in strada nazionale (national
road). Still, also when three examples are provided,
as in FSP2, the model answer, i.e., nazione (na-
tion), presents a partial clue overlapping, that is it
is derived by the first clue.
Another game resolved in ZSP1 and failed in the
other settings is the game ID 152. In this case, the
correct answer, i.e., analisi (analysis), is changed
into (i) algebra (algebra), an hyponym of one of
the [CLUES], that is matematica (mathematics) in
ZSP2; (ii) matematica, that is one of the clues,
when the model is provided with one example; (iii)
statistica (statistics), another hyponym of mathe-
matics, when we include three examples in the
prompt.
Examples are proven to be useful for the correct so-
lution in the game ID 47 for the FSP1 setting, while,
in the ZSP results, the model provides a synonym of
one of the clues for both settings, i.e., celebrazione
(celebration) from the clue festa (party), and in the
FSP2 setting the answer is concorrenza (compe-
tition), that does not seem having any relations to
the clues.

GPT-4 GPT-4 presents some consistency be-
tween the correct results presented in ZSP1 and
FSP2 in the game ID 37 and ID 135.
With reference to the use of the examples, it is worth
noticing that in the game ID 59, GPT-3.5 solves the
game when provided with one example and fails
with three examples, GPT-4 needs three examples
to give the correct [SOLUTION], while with one ex-
ample the answer is partito (political party or left),
that could be the result from a clue interference
comning form the word festa (party), as in festa di
partito (political convention).

Bard As already stated, Bard presents a high
number of complete clue overlapping solutions,
mainly in ZSP1. In some cases, the model is consis-
tent in this error. For instance, the aforementioned
ID 2 incorrect answer saldo (discount) is proposed
in all settings, but in ZSP2, when the model pro-
poses another clue as [SOLUTION], i.e., fare (to
do). This type of error may indicate that the model
does not understand the prompt.
This model presents consistency across the set-
tings in ID 153. Indeed, Bard proposes the same
correct [SOLUTION], i.e., viso (face), in all settings
but ZSP1, when the output is notte (night), that
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seems completely out of context considering the
provided [CLUES], that are lavare (to wash), nuovo
(new), espressione (look), maschera (mask), pal-
lido (pale).
Another case of consistency occurs in the game ID
204 in two settings, namely ZSP2 and FSP1, as the
same correct answer museo (museum) is provided.
In the remaining settings, the proposed outputs are
luna (moon) in ZSP1, resulting from a clue interef-
erence due to the presence of notte (night) among
the [CLUES], and uovo (egg) in FSP2, that could
be related to the clue sale (salt).

Gemini-Pro Gemini-Pro results show consis-
tency, that is the provided [SOLUTION] is the same
correct answer in three settings out of four, just in
only one case that is ID 117.

• ID 117
[CLUES]: pesce (fish), cary grant, domestico
(domesticated), donna (woman), zorba
[SOLUTION]: gatto (cat)

The model is consistent in all settings, but in ZSP1,
when the proposed [SOLUTION] is attore (actor),
due to the presence of the clue cary grant. The
same incorrect answer is given also by GPT-3.5 in
the same setting.
In another case, there is consistency among the
results over the different settings. This is ID 162 in
both FSP settings, but not in ZSP1 and ZSP2.

• ID 162
[CLUES]: finire (to finish), tutta (entire),
brillante (bright or comic) italiana (Italian),
maschera (mask)
[SOLUTION]: commedia (comedy)

Also Gemini presents consistency in the game ID
204, but, contrary to Bard results, in different set-
tings. Indeed, this model provides the correct an-
swer museo (museum) in ZSP1 and FSP2. While in
the remaining settings, the proposed [SOLUTION]
is arte (art) in ZSP2 and mostra (exhibition) in FSP1,
both as results of a clue interference coming from
the word moma.

6. Conclusion

In this paper, we present a series of experiments
to investigate the reasoning skills and game-
solving skills of four different LLMs (Bard, GPT-4,
Gemini-Pro, and GPT-3.5) on a language game
task called GhigliottinAI. We elicited solutions
from the LLMs using different prompts in both
zero-shot and few-shot settings. Specifically, for
the few-shot setting, we provided both a game
instance with its solution and three game instances
with solutions from the GhigliottinAI task training
set in the prompt.

As shown in Section 4.4, the performance
achieved by the LLMs is quite low compared to the
performance reported by other artificial players
discussed in Section 3. In particular, the best
performing artificial player (Mago della Ghigliottina)
achieves an accuracy score of .68 compared to the
two LLMs (GPT-4 and Gemini-Pro) that performed
best in the FSP2 setting with an accuracy score
of .022. Furthermore, in Section 5, we provide an
analysis that aims to count the shared solutions
proposed by the different LLMs to highlight how
LLMs belonging to the same family have similar
behaviors in solving the games.
As mentioned in Section 3 and Section 4.3, the
game instances together with their solutions form
a linguistic phenomenon known as MWE. This
implies that in addition to evaluating reasoning
abilities, the LLMs were also subjected to a test
that assessed their knowledge of linguistic and sta-
tistical phenomena such as: word co-occurrence
in frequent collocations or idioms, word similarity
or word relatedness and semantic relationship of
clues with solutions. In this context, in Section 5,
we offered an analysis based on error types that
can be explained by different levels of linguistic
features.
While this type of analysis provides some prelimi-
nary insights into the results proposed by the LLMs,
we plan to further investigate the behavior of LLMs
in the GhigliottinAI task in the future. For example,
to better evaluate the game-solving, reasoning
abilities and linguistic phenomena knowledge of
different LLMs, we plan to design prompts that
elicit multiple solutions ranked by probability for
each game instance, in order to rank the LLM
proposals. In the process of eliciting diverse
solutions ordered by probabilities, we also plan
to design prompts with instructions that provide
more linguistic context for the LLMs. Furthermore,
since in this paper we only exploited two types of
prompting techniques, we plan to refine the solu-
tion generation through Prompt Chain-of-Thought
(Wei et al., 2022) and information retrieval from
freely available corpora for the Italian language
through Retrieval Augmented Generation (RAG)
(Gao et al., 2023).
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Abstract
Human language interactions involve complex processes beyond pure information exchange, for example, actions
aimed at influencing beliefs and behaviors within a communicative context. In this paper, we propose to investigate
the dialogue understanding capabilities of large language models (LLMs), particularly in multi-party settings, where
challenges like speaker identification and turn-taking are common. Through experiments on the game-based STAC
dataset, we explore zero and few-shot learning approaches for dialogue act classification in a multi-party game
setting. Our intuition is that LLMs may excel in tasks framed through examples rather than formal descriptions,
influenced by a range of pragmatic features like information presentation order in prompts and others. We also
explore the models’ predictive abilities regarding future dialogue acts and study integrating information on dialogue
act sequences to improve predictions. Our findings suggest that ChatGPT can keep up with baseline models trained
from scratch for classification of certain dialogue act types but also reveal biases and limitations associated with
the approach. These insights can be valuable for the development of multi-party chatbots and we try to point out
directions for future research towards nuanced understanding and adaptation in diverse conversational contexts.

Keywords: Multi-Party Dialogue, Game-Based Conversations, Dialogue Act Classification

1. Introduction

Human language-based interactions are not sim-
ply the mere delivery of messages and information
but complex multilevel processes. In a pragmatic
framework, every time two or more individuals are
involved in a communicative interaction, they are
performing actions: from sharing information to
actually inducing or modifying another person’s
beliefs and behaviors (Austin, 1975).In this per-
spective therefore, an utterance is produced by a
speaker within a specific communicative context
and responds to certain communicative intentions
(i.e. the objectives that one intends to achieve
through one’s utterance, for example to convince,
explain, ask, swear, etc.). On the recipient’s side,
to comprehend and interpret communicative mes-
sages, a person engages in complex inferential
processes aimed at understanding the communica-
tive intention of the interlocutor.

Corpora from multi-party games offer unique op-
portunities to study these processes. First, games
can deliver interactions in a natural environment,
which game engines can record along with other
happenings, making it possible to study precise
connections between the players’ utterances, the
context, and their general strategies (Djalali et al.,
2011). Second, chats based on games are ideal
because they approximate spoken language with-

out the need of transcription, and they manifest
phenomena particular to multilogue, such as multi-
ple conversation threads (Afantenos et al., 2015).
Third, multi-party settings are particularly relevant,
as humans tend to work in groups and teams, and
both models and methods based on them pro-
vide unique challenges compared to two-party sys-
tems (Mahajan and Shaikh, 2021). Among these,
speaker identification, turn-taking and tailoring the
content of the response to each agent or person
(Sibun, 1997).

This setting allows studying ChatGPT (Ouyang
et al., 2022) and other generative chatbots-(GCBs)’
understanding of dialogues and their ability to gen-
eralize to new contexts. In particular, most GCBs
have been tuned for two-party dialogue. Their ev-
ident ability to participate in such interactions is
matched by the difficulty of extracting any internal
representation of the underlying skills or causes of
occasional failures (Mahowald et al., 2024; Borji,
2023; Koyuturk et al., 2023). Having only an empir-
ical appreciation of these skills and the end-to-end
nature of the training of these systems together
with the complexity of multi-party dialogue call for
a nuanced and theory-based approach to study
GCBs’ capabilities and their ability to adapt to new
contexts.

Previous studies tested the pragmatic skills of
GCBs and their ability to engage in interactions
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and dialogues, especially in two-parties dialogues
(but see (Wei et al., 2023)). While Barattieri di
San Pietro et al. (2023) applied standardized psy-
chological tests for pragmatic skills evaluation to
GCBs and Ruis et al. (2024) work on conversational
implicatures, we focus our study on the explicit
recognition and prediction of speech acts (Searle,
1969) or dialogue acts (DAs) in multi-party set-
tings (see section 2.1 for a review of this approach).
Notwithstanding the observed dialogue skills, DAs
are deemed to be challenging for GCBs (Gubel-
mann, 2024; Brown et al., 2020). The critique to
GCBs’ conversational and dialogue understanding
is not new (Bender and Koller, 2020; Bender et al.,
2021). Testing their performance in generalizing to
the novel multiparty dialogue could contribute to this
discussion. However, only a few works are present
in the literature. Wei et al. (2023) implement a type
of training under multi-party conditions which pre-
vents studying the transfer of dialogue skills (and
understanding) from two-party to multi-party. In
(Chan et al., 2023), the focus is on sentence-level
relationship parsing, which could not directly sup-
port language production and poses substantial
complexities also to humans.

We investigate zero or few-shot learning ap-
proaches for classifying and predicting DAs in the
game-based multi-party dataset STAC (Asher et al.,
2016). Our study aims to explore the impact of
example-based task formulation and pragmatic fea-
tures on the performance of Game-Playing Chat-
bots (GCBs). We also examine the predictive ca-
pabilities of GCBs in forecasting future DAs and
explore methods to incorporate information on the
statistical distribution of DA sequences for improved
predictions. Additionally, we analyze the coherence
between DA and utterance wording prediction, con-
sidering the potential impact of disturbances on DA
classification. Joint prediction of text and DA may
enhance performance, but could also increase task
complexity and affect results. Our study contributes
to the understanding of how different dimensions
of zero or few-shot learning approaches can en-
hance the classification and prediction of DAs in
multi-party interactions.

The insights coming from our experiments will
inform future development of multiparty chatbots
based on similar few-shots approaches. The poten-
tial shown by this low-cost solution can also provide
information on the challenges and opportunities for
architectural (Wahlster, 2023) and learning-based
approaches directing on the selection paradigm
with different costs, e.g. full-training (Wei et al.,
2023), fine-tuning (Ruis et al., 2024) or LoRa (Wang
et al., 2023). In the spirit of Games and NLP @
LREC-COLING we provide all of our implementa-
tions as well as detailed results to the community

to help reproducing our work1.

2. Related Work

2.1. Dialogue Acts
When a person expresses an utterance, they are
not only saying something: they are also doing
something. This intuition that utterances possess
both a descriptive and effective nature belongs to
Austin (1975), who is considered the father of mod-
ern theory of speech acts. Austin (1975) formulated
a theory of three kinds of acts: (1.a) Locutionary
acts: acts of speaking, involved in the construction
of speech; (1.b) Illocutionary acts: acts in speaking,
concerning the meaning; (1.c) Perlocutionary acts:
acts by speaking, relative to the consequences of
speaking.

Following analysis and taxonomies of speech
acts theory have focuses on Illocutionary acts and
the role of intention versus that of convention (Horn
and Ward, 2004). In the debate that followed, Grice
(1957, 1975) was highly influential in suggesting
that an utterance’s power is to provide clues to
the intention of the speaker. Searle (1969), while
recognizing the importance of intentions in com-
munication (which he confined to perlocutionary
effects), pointed out that some communications
succeed in virtue of the hearer’s knowledge of cer-
tain rules governing the elements of the uttered
sentence (illocutionary effects). Searle (1969)’s in-
terpretation of the role of intention was aligned with
Austin (1975)’s, and rejected by Strawson (2013),
who argued that most commonplace speech acts
succeed by producing the awareness that it was
the speaker’s intention to achieve a certain com-
municative goal.

Grice (1975)’s and Strawson (2013)’s recogni-
tion of intentions as such a central aspect of com-
munication was continued by Bach and Harnish
(1979), which was reflected in a greater considera-
tion for the speaker’s psychological state compared
to Searle (1975). Their 4-classes taxonomy of Illo-
cutionary acts, which along with Searle’s taxonomy
(1975) is among the most used in contemporary lit-
erature (e.g., Jurafsky and Martin (2024)), includes:
(3.a) Constatives: committing the speaker to some-
thing’s being the case (answering, claiming, con-
firming); (3.b) Directives: attempts by the speaker
to get the addressee to do something (advising,
asking, forbidding); (3.c) Commissives: commit-
ting the speaker to some future course of action
(promising, planning, vowing); (3.d) Acknowledg-
ments: express the speaker’s attitude regarding
the hearer with respect to some social action (apol-
ogizing, greeting, thanking).

1codebase at https://github.com/
DimNeuroLab/llmGrounding
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In pragmatics and in computational linguistics,
such as in cuebased models, the term DA is of-
ten used as a synonymous of speech act (e.g.,
Jurafsky and Martin (2024); McTear (2022)), and
a distinction is not fully clear. It was initially intro-
duced into the field by Bunt (1981) "for referring to
the functional units used by the speaker to change
the context" (Bunt, 1994). Although sometimes
equating DAs to speech acts, Jurafsky and Martin
(2024) also outline a difference, describing DAs as
the "combination of speech acts and grounding into
a single representation of the interactive function of
the turn or sequence" (Jurafsky and Martin, 2024).
A third usage, that Horn and Ward (2004) suggest
being the most used in cue-based literature, comes
from Allen and Core (1997) to mean an act with
internal structure related specifically to its dialogue
function.

2.2. Multi-party Game Based Corpora

A growing body of corpora is based on games. In
a survey on available corpora on multi-party dia-
logues (Mahajan and Shaikh, 2021), which with
a sample size of over 300 publications is the only
survey focusing on only multi-party corpora, games
make up one of four categories of written corpora.
Settlers (Afantenos et al., 2015) is the first pub-
lished dataset with multiparty dialog discourse pars-
ing (Asher et al., 2016), and prior to Molweni (Lin
et al., 2020), the only one. Its content includes
interesting features such as interleaved threads,
creative language, and interactions between lin-
guistic and extra-linguistic contexts (Asher et al.,
2016).

Given the goal-oriented nature of games, that
typically results in various sub-tasks, speech acts
produced by players can be insightful in relation
to their intentions, which are strictly related to the
categorizaton of speech acts (e.g., Grice (1957,
1975)). Settlers has been used to study negotiation
(Cadilhac et al., 2013). Other corpora, such as on
Avalon (Stepputtis et al., 2023) and Werewolf (e.g.,
Lin et al. (2020)), have been used to investigate
competitive-cooperative settings where private and
competing beliefs and pieces of information are
held by players, who are therefore encouraged to
employ strategies that include deception.

2.3. Multi-party Chatbots

Although chatbots have a long history
(Adamopoulou and Moussiades, 2020), multi-
party chatbots are less studied, also due to the
challenges of their design (Seering et al., 2020).

One of these challenges is the understanding of
who is it talking to whom about what, which various
methods try to tackle, such as response generators

which incorporate Interlocutor-aware Contexts into
a Recurring-Encoder-Decoder (Liu et al., 2019)

When developed for multi-party use, chatbots
are often adapted from single-party systems. For
example, a study by Wagner et al. (2022) used
the Rasa framework to create a chatbot for goal-
directed conversations in everyday scenarios.

Machine learning has led to the development of
more advanced chatbots for multi-party environ-
ments, often involving role-playing to test different
identities and features. In the LIGHT environment,
humans and NPCs are assigned roles (e.g. wizard)
and interact through conversations. R2C2 mod-
els are trained and tested using four methods to
enhance turn-taking and coherence, addressing
challenges in multi-party interactions (Wei et al.,
2023). Role-playing identities are also created us-
ing ChatGPT and other LLM chatbots with dialogue
engineering, as few-shot learning alone may not
produce accurate and consistent behaviors (Wang
et al., 2023).

2.4. Conversation State Extraction

State conversation extraction is considered playing
a key role not only in understanding dialogues but
also building dialogue systems (e.g., Gao et al.,
2020). Unfortunately, its application on multi-party
chats can be a puzzling task due to the presence
of multi-threads and complex discourse relations.
Various approaches have been tested, including on
the STAC Corpus.

Among these, a prominent strategy makes use
of parsing algorithms. Li et al. (2023) propose a
model that utilizes knowledge-enhanced features
and symbolic knowledge graph relations to recog-
nize emotions. Another model (Jia et al., 2020)
leverages thread extraction based on dependency
relations, along with a Thread-Encoder and Trans-
formers, to enhance context understanding. While
both systems require training, ChatGPT has shown
superiority in zero-shot tasks compared to LLMs
and fine-tuned models (Bang et al., 2023). How-
ever, its performance in predicting and classifying
links between utterances has been limited (Chan
et al., 2023).

In the specific task of DA classification, deep
neural networks were compared on the STAC by
İrsoy et al. (2019) along with their model of directed-
acyclic-graph LSTM (DAG-LSTM) which exploits
turn-taking and employs Tree-LSTM equations.
Conditional Random Fields (CRFs) were used by
a number of researchers including the corpus’ au-
thors (Cadilhac et al., 2013). With three types of fea-
tures (lexical, syntactical and semantic), the model
outperforms the frequency-based baseline. (See
section 5 for a comparison of these models with
ours).

109



State understanding in games may involve
unique elements like strategies and secret identi-
ties of players. In Avalon, LLMs like ChatGPT were
used to uncover players’ secret roles by analyzing
game dialogue through different state conceptual-
izations (Stepputtis et al., 2023). Each utterance
was also labeled with a persuasion or lying strategy.
In Werewolf, CNN/SVM models with manual rules
were used to study players’ behaviors based on
their secret roles, aiming to train an agent to play
like a human (Lin et al., 2020). In Settlers (STAC),
CP-nets were utilized to predict players’ strategic
actions, specifically trades (Cadilhac et al., 2013).

3. Data

The STAC corpus (Asher et al., 2016) consists of
multi-party chats annotated for discourse structure
in the style of Segmented Discourse Representa-
tion Theory (SDRT) (Asher and Lascarides, 2003;
Lascarides and Asher, 2009). It includes 45 on-
line games sessions of Settlers of Catan, a popular
boardgame2.

Settlers of Catan is a competitive, strategic game
where players need to exchange resources with
each other, making bargaining a pivotal discourse
element. It is played on a map made of hexes,
which are associated to one of 5 resource types
(Brick, Lumber, Ore, Grain, Wool, plus Nothing)
and a number (2-12). At the beginning of the game,
each player places 2 "Settlements" on an intersec-
tion that borders with 2-3 hexes, and can build more
of those throughout the game. During a player’s
turn, he throws 2 dice, which sum indicates which
hex will provide resources for the current turn to all
players who own settlements on its intersections.
Afterward, the player can negotiate with the others
an exchange of resources, different combinations
of which are needed to build more and better struc-
tures, and ultimately to win the game.

Afantenos et al. (2015) who provide annotations
for the STAC corpus state that multi-party chats
pose a series of challenges that cannot be ad-
dressed the same way of two-party chats. Among
these, complex intersections of addresses between
speakers that escape tree-like structures interpre-
tations, and crossing dependencies. Therefore,
they motivate that SDRT is particularly appropriate
for the annotation of the STAC corpus because of
three reasons: (a) it allows for distant attachments;
(b) it is capable of dealing with fragments or non
penitential utterances; (c) it can model non-tree like
structures.

Their annotation process started with segment-
ing the turns into EDUs (Elementary Discourse

2Rules available under: https://www.catan.
com/sites/default/files/2021-06/catan_
base_rules_2020_200707.pdf

Units), because within each turn the speaker may
convey bits of information that carry different pur-
poses (e.g., addressing a previous offer and propos-
ing an offer to a third player). This part was initially
done automatically, then corrected by hand. Each
EDU was then annotated in a three layers fashion:
(1) Type of speech act; (2) Dialogue act; (3) Relation
type. These classes sum up with (4) the addressee.
Layer (1), Type of speech act (or surface type/act),
includes only the Assertion, Question and Request
categories. Layer (2), DAs, has Offer, Counteroffer,
Accept, Refusal, and Other, which labels units that
either comment on strategic moves in the game
or are not directly pertinent to bargaining. Layer
(3) which contains 16 relation-based types (e.g.,
Comment, Background). For our study, we only
consider layer (2).

Overall there are 13440 annotated EDUs. Along
with the text and the annotated dialogue act, each
segment’s row carries information about the iden-
tity of the emitter, the emittee(s), the dialogue and
others. In our study, we decided to utilize the whole
dataset and to follow the original fragmentation of
dialogues (n = 1137) to maintain consistency with
the annotators’ work. For some of our experimen-
tal runs, we treat each game (n = 45) as a single
dialogue as we will explain later.

As we were not interested in predicting the DA
Other (which could be any not further specified type
of dialogue that is not related to the conversation
about the game), we re-patched the original turns
that had been segmented into EDUs, thus restor-
ing the corpus into a sequence of turns. When this
operation resulted in conflicting DAs (the only oc-
currence being Other plus a different dialogue act),
we gave precedence to the other DA(either Offer,
Counteroffer, Accept or Refusal). The number of
turns that satisfy the experimental requirements
amounts to 3939 (Offer: 981; Counteroffer: 647;
Accept: 696; Refusal: 1615) when splitting by dia-
logues; 4552 (Offer: 1589; Counteroffer: 649; Ac-
cept: 697; Refusal: 1617) when splitting by games.

4. Methodology and Experiments

In general, we employ zero-shot and few-shot learn-
ing approaches when running classification or pre-
diction tasks. In particular, we run our experiments
using GPT-3.5 Turbo. We acknowledge that con-
ducting comparisons among various LLMs could
offer additional insights into how they perform on
game-based multi-party dialogue corpora. How-
ever, our primary objective is to get an initial idea of
these models’ performance on the task. Therefore,
we leave running such experiments as future work.
Few-shot learning is a learning approach where
the model is given at inference a small number of
demonstrations of each new task it is asked to per-
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form (Brown et al., 2020). Note that the weights of
the model are not updated, thus, the model must
use its prior knowledge to generalize from these ex-
amples to perform the task. As Brown et al. (2020)
have shown, large language models excel at zero-
shot, one-shot, and few-shot learning tasks, fre-
quently matching performances of fine-tuned mod-
els. However, it has been shown that this type
of few-shot learning can be unstable (Zhao et al.,
2021; Ye and Durrett, 2022). The choice of prompt
format, training examples, their number, or even
their order all influence the performance and ex-
pose biases inherent in the model (Webson and
Pavlick, 2022). Nonetheless, few-shot learning is
being explored due to its speed, low cost and data
efficiency in solving custom tasks (Ahmed and De-
vanbu, 2023; Wei et al., 2022).

Before systematically running the experiments,
we conducted a series of pre-tests on selected dia-
logue inputs and prompts to evaluate ChatGPT’s
behavior. We wanted to explore the model’s ability
to correctly classify the DAs of an input text and
to investigate the rationale behind its choice. This
iterative process was especially useful in elabo-
rating more successful descriptions of the DAs as
part of the prompts. Moreover, we needed to make
sure that the produced output was consistent and
suitable for an automatic analysis (parsing the re-
sponse to a label). The interpretation of these re-
sults are illustrated in the qualitative analysis.

4.1. Tasks Evaluated
To comprehensively evaluate ChatGPT’s capability
in assessing multi-party dialogues as they naturally
occur within multiplayer-games, we conducted a
range of experiments with various objectives us-
ing the STAC dataset. Our objectives include the
straightforward task of classifying relevant DAs to
get the current status of the discussion, as well as
predicting future DA types within an ongoing con-
versation. Figure 1 shows an example of the both
tasks given previous textual turns. As Other could
be any not further specified type of DA, in both tasks
we will exclude samples that have this label during
our experiments. However, we will keep previous
DAs that are labeled with Other as context for few
shot learning as they can provide helpful contextual
cues.

Classification of Dialogue Act Types: Our first
goal is to evaluate the classification performance
of ChatGPT on game-relevant DAs covering the
classes described previously (Offer, Counteroffer,
Accept and Refusal).

Prediction of Dialogue Act Types: Our sec-
ond approach extends beyond simple classification,
focusing on the prediction of the subsequent DA
following a prior conversation. Again, employing
both zero-shot and few-shot learning methodolo-

gies across various scenarios (e.g. with different
context length and number of samples during few-
shot learning), we aim to predict relevant DA types.

4.2. Prompt Dimensions
We assess various dimensions that could poten-
tially impact the quality of a prompt for both tasks,
as it remains unclear which variables contribute to
the model’s performance and to what extent. Be-
low, we offer a brief overview of the individual fea-
ture dimensions we vary in our experiments. Apart
from different forms of these feature dimensions,
the prompt always begins with an intro and ends
with an output specification. The intro is always “I
will give you a dialogue from a game of Settlers
of Catan played by some players, you will need to
predict the class of the next utterance.” (in case
of future DA type predicting) or a similar form (e.g.
in case of current DA classification); The output
specification is always “How could that dialogue
continue? Very important: please respond with 1
possible continuation in this precise format: [class
of utterance]” (again in case of predicting the future
DA type), besides a few variations of the question
(e.g. when running classification).

Game Description [GAME] (name of the dimen-
sion as used in the columns of Table 2 and Table
3) in squared brackets: We evaluate two versions
of this features as part of the prompt: (1) a summa-
rized description of the game Settlers, and (2) no
game description at all.

Number of Shots [SHOTS]: We experiment with
four different versions: (0) no shots; (1) one or (2)
two utterance(s) after the description of each DA
class; (5) one utterance plus, after the description
of the DA classes, four additional utterances for
each DA class in random order (resulting in overall
5-shots);.

Context-Length of the Input Dialogue [CON-
TEXT]: For the length of context that we pass as
part of the input dialogue we tested three variations:
(1) one turn, (3) three turns and (5) five turns. For
most of our runs we used condition (3).

Form of Player Names [PLAYERS]: Another
variable we experiment with is the way player
names are represented in the input dialogue. (1) in
some prompts we report the original name of play-
ers, (2) in other prompts report an anonymized form
of the player names (i.e., player_1, etc.) which re-
mains consistent for active players within the same
input dialogue.

Information about the Conditional Probability
of the DAs [PROB]: This feature describes for a
present DA which is/are the most likely dialogue
act(s) to follow. We evaluate four different versions:
(1) an indication of what is more likely to occur (i.e.,
“Offer often follows Other. Sometimes it follows
Accept, less times it follows Refusal, Counteroffer
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GAME DIALOGUE TURN SPEAKER TEXT DA
13 405 75 Player 1 anyone has any wood? Offer
13 405 76 Player 2 Nope, sorry. Refusal
13 405 77 Player 3 haha no, seems to be a very 

clay-heavy game this
Refusal

13 406 80 Player 3 trading 1 ore for one sheep? Offer

Figure 1: Dialogue and segmentation example with CONTEXT=3 and PLAYERS=YES. Context is high-
lighted in blue, target DA to classify/predict in red. For classification the turn text in green is added to the
prompt, during prediction it is left out (numbering gap between turns 77 and 80 is due to Server/Game
Engine turns which are not included in the players-only dataset).

and Offer.”), (2) an indication with the addition of
an annotated two to three turns long exchange as
example, (3) conditional probabilities for each pos-
sible combination, expressed as a percentage, and
(N) no probabilities.

Domain of Dataset [DOMAIN]: Almost all of our
experimental conditions followed (1) the partition-
ing of the dialogues based on the suggestion of the
annotators. However, we also tested prompts us-
ing (2) games instead of dialogues as the splitting
parameter for the dialogues.

Order of Features [ORDER]: Finally, we utilize
the order in which the blocks are presented within
the prompt as an additional parameter. We use
three different variations: (1) Dialogue - Instructions
- Classes; (2) Instructions - Classes - Dialogue; (3)
Classes - Dialogue - Instructions.

5. Results

In line with common practice in NLP, we report on
accuracy and macro F1-scores (Jurafsky and Mar-
tin, 2024, Ch. 4). We limited the results presented
below to these metrics and a range of different
prompt feature combinations to make the overview
more concise. For more details about other runs
as well as additional metrics, such as precision and
recall, we refer to our codebase.

5.1. Classification of Dialogue Act Types
Baselines: For comparison of our classification
results, we refer to Cadilhac et al. (2013) and Ir-
soy et al. (2019) who both performed this task with
different approaches on the same dataset. While
Cadilhac et al. (2013) adopt Conditional Random
Fields (CRFs) to learn DAs, Irsoy et al. (2019) intro-
duced a new architecture (DAG-LSTM) for contex-
tual representations. However, we note that both
also included the Other label in their evaluation
which accounts for a high number of samples and
thus leads to macro F1 performance that is not com-
parable. Therefore, adopting class-wise F1 scores
(of the same classes we used in our setup) when
comparing results is more fair.

When evaluated against Cadilhac et al. (2013)
and Irsoy et al. (2019), our approach consistently
produces higher class-wise F1 scores related to
Accept and Refusal. However, it showed slightly
worse performance in Counteroffer and Offer clas-
sifications, although demonstrating to be notably
close in the Offer category. For detailed class-wise
results, see Table 1.

As observable in Table 2 prompts with modified
instructions, placed after the dialogue to classify,
and differing only in the instruction formulation, re-
sulted in very low classification Accuracy (0.560)
and macro F1 (0.633) compared to the other vari-
ations. Another setup, with a single few-shot ex-
ample, also exhibited low Accuracy of 0.571 and
macro F1 score of 0.639.

For the exact wording used in our prompts, fur-
ther details on the different experimental setups as
well as additional results we refer to our codebase.

5.2. Prediction of Dialogue Act Types
As observable in Table 3, for runs where we se-
lected "games" for prompt dimension [DOMAIN]
we can observe higher metrics compared to the
runs with "dialogue" for this feature. When com-
pared with the baseline performance on dialogues
(Accuracy = 0.266, F1 = 0.212), the improvements
in Accuracy (0.345) and F1 (0.305) on games were
carried both by increments in the same metrics for
the Offer DA (Accuracy: 0.658 vs 0.619; F1 = 0.502
vs 0.400) both by the higher number of this class
which accounts for the major difference between
the two domains (1589 vs 981). This result under-
lines the impact that the distribution of the DAs can
have on the major metrics, suggesting the need for
a more complex interpretation of the results.

One combination of prompt dimensions (com-
pare first row in Table 3) served as the basis for
several variations of all other prompts, thus offer-
ing a point of reference for the interpretation of the
impact of the feature dimensions. We show an ex-
ample of this prompt in figure 2. When ranking by
Accuracy, for all remaining features the results sug-
gest that: (1 [GAME]) prompts result in better per-
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Offer Counteroffer Accept Refusal
Cadilhac et al. (2013) 0.805 0.585 0.585 0.776
Irsoy et al. (2019) 0.820 0.517 0.643 0.865
OURs 0.719 0.384 0.671 0.865

Table 1: Dialog Act class-wise F1-score comparison with baselines. Best scores are highlighted in bold.

GAME SHOTS CONTEXT PLAYERS PROB DOMAIN ORDER ACC F1
NO 2 3 YES (N) DIAL. (3) 0.560 0.633
NO 1 3 YES (N) DIAL. (3) 0.572 0.639
NO 2 3 YES (N) GAMES (1) 0.618 0.650
NO 1 1 YES (N) DIAL. (2) 0.594 0.652
NO 1 3 NO (N) DIAL. (3) 0.593 0.654
NO 1 5 YES (N) DIAL. (2) 0.600 0.660
NO 1 3 NO (2) DIAL. (2) 0.650 0.675
NO 2 3 YES (N) DIAL. (1) 0.654 0.692
NO 1 3 YES (N) DIAL. (1) 0.665 0.694
NO 2 3 NO (N) DIAL. (1) 0.691 0.716

Table 2: Accuracy and macro F1-scores for dialogue act classification under different variations of the
prompt features. Best scores are highlighted in bold.

formance when using a description of the game; (2
[SHOTS]) few-shot examples are useful; (3 [CON-
TEXT]) longer input dialogues result in better perfor-
mance; (4 [PLAYER]) including anonymized player
names instead of the original ones is useful; (5
[PROB]) the results suggest that more precise in-
formation about the conditional probabilities are
better; (7 [ORDER]) the way in which the pieces
of information within the prompts are ordered can
be very impactful, with prompts that have the input
dialogue first outperforming all the rest.

5.3. Qualitative Analysis
We select a series of turns and dialogues of vari-
ous complexity to investigate ChatGPT’s capabil-
ity in understanding the given dialogue input and
its reaction to the prompt variations. Most of the
times, we ask the LLM to produce one or more
possible continuation(s) and to specify its dialogue
act, which allow us to evaluate the response’s fit-
ness through analysis of the speaker identity, the
meaning of the utterance, the relationship with the
given context, appropriateness of the chosen DA
and the response’s syntax. This allows us to shed
more light on the reasons that informed the LLM’s
decision.

One of the things that ChatGPT seems to do
best is associating the right DA to its own response.
When mistakes appear, they tend to relate to the
DA class Other, especially in the form of false neg-
atives. Prominent cases are answers to difficult
questions that do not constitute Offers or Coun-
teroffers, which should be labeled as Other but are
recognized as Accept or Refusal instead. Even

more difficult are questions of these kinds that men-
tion resources, such as when players discuss how
to materially complete the trade with the UI. When
asked how it would like the DAs to be described
to avoid misunderstanding, ChatGPT can propose
to include new categories, such as splitting Other
in three classes: Inquiry for questions about re-
sources and trades without making a formal offer,
Explanation for clarifications related to ongoing ac-
tions, and Other for the remaining situations.

Errors in the form of the chosen DA (e.g., writing
“class” where we expect the name of the class) tend
to happen when the definitions or examples of the
classes are defined or introduced in a way that is
too ambiguous (e.g., asking to respond with “class,
player: utterance”).

ChatGPT’s choice of speaker is not always great,
with seemingly naive errors. Not rarely, it makes the
last speaker continue the conversation, including
by responding to their own question. Such poor
performance in considering turn-taking and basic
contextual information strikes in opposition to the
excellent internal coherence demonstrated when
prompted to produce entire stories or conversations
from scratch. Evidence from this suggests us to
specify that a Counteroffer/Accept/Refusal relates
to another player’s offer. Although helpful, this does
not completely solve the issue, and it cannot be of
assistance with another typical (semi)error, which
is when the same player continues with a second
offer.

The understanding of contextual information re-
lated to the game is even more problematic: Fre-
quently, ChatGPT makes a player offer a resource
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GAME SHOTS CONTEXT PLAYERS PROB DOMAIN ORDER ACC F1
NO 2 3 YES (N) DIAL. (1) 0.266 0.212
NO 2 1 YES (N) DIAL. (1) 0.235 0.157
NO 2 3 YES (1) DIAL. (1) 0.267 0.184
NO 2 3 YES (N) DIAL. (2) 0.174 0.191
NO 0 3 YES (N) DIAL. (1) 0.264 0.195
NO 2 3 YES (2) DIAL. (1) 0.270 0.206
NO 2 3 NO (N) DIAL. (1) 0.263 0.214
NO 2 3 YES (3) DIAL. (1) 0.270 0.223
NO 2 5 YES (N) DIAL. (1) 0.279 0.234
NO 5 3 YES (N) DIAL. (1) 0.277 0.248
NO 2 3 YES (2) DIAL. (2) 0.230 0.251
YES 2 3 YES (N) DIAL. (1) 0.273 0.260
NO 2 3 YES (N) GAMES (1) 0.318 0.262
NO 5 3 YES (N) GAMES (1) 0.350 0.305

Table 3: Accuracy and macro F1-scores for next dialogue act prediction under different variations of the
prompt features. Best scores are highlighted in bold.

that the same player had previously exhibited a
need for or respond to offers that never happened.
To better elucidate on its understanding of re-
sources needs and offers, which as a key element
of Settlers were also used as a major feature for
classification by Cadilhac et al. (2013), we ask Chat-
GPT to illustrate the state of each player’s needs
and availability. The delivered representation within
the same output tends to be black and white: for
some players, it can be perfectly correct; for other
players, a mixture of right and wrong conclusions.
Some resources are misunderstood as wants when
they are offered, and vice-versa.

Moreover, biases within the order of information
can appear: Along with the preference for repeat-
ing the last turn’s speaker in shorter dialogues,
ChatGPT may exhibit primacy bias in favouring
the first turn’s speaker in long dialogues. At the
same time, ChatGPT proves to be able to focus on
a mid-dialogue offer making a player answer it, a
common occurrence in multi-party conversations.

6. Limitations and Discussion

Firstly, in the prediction task, there appears to be
a bias towards some DAs compared to others. Of-
fer and Counteroffer show good recall and modest
precision, indicating that ChatGPT often predicts
them correctly but may also falsely predict them
frequently. As Accept and Counteroffer are the first
DAs in the description of DA classes, their position
may contribute in explaining ChatGPT’s bias in se-
lecting them. On the contrary, Accept and Refusal
show low recall and from modest to good precision.
This suggests that while ChatGPT rarely predicts
them, when it does, it is often correct. As a possible
explanation, it may be helpful to note that predicting

I will give you a dialogue from a game of Settlers of Catan 
played by some players, you will need to predict the class 
of the next utterance

The dialogue:
{dialogue}

It is very important that you consider what said by each 
player, which represent their intentions, and the order in 
which each player spoke. Build (but don't write) the 
framework of which resources each player wants to trade for 
giving and which to trade for receiving.

The admissible classes of utterances, with definition and 
examples are:

"Offer: A proposal to trade resources between players, which 
isn't related to another offer. Example1: Hey anyone have 
any clay? Example2: Need wood or clay?",
"Counteroffer: A response to another player's offer, 
proposing a different trade. Example1: I can do 1 of each 
for 2 clay. Example2: (in response to an offer that 
requested clay) What about sheep?",
"Accept: Agreeing to an offer or counteroffer made by 
another player. Example1: I can wheat for clay. Example2: 
(in response to an offer of ore) Sure",
"Refusal: Declining an offer or counteroffer made by another 
player. Example1: (in response to an offer of wood) No, not 
interested. Example2: (in response to an offer of ore for 
sheep) Not as long as I keep losing ore from the robber",
"Other: Turns or statements that do not involve direct 
trading, such as discussing game mechanics or making 
observations about the current state of the game, including 
questions that aren't offers or counteroffers. Example1: 
What’s up? Example2: (after a counteroffer) How do I accept 
the trade?"

Please remember: If an utterance qualifies for "Other" but 
also for one of the other 4 classes, it should then be 
considered of the other class (not of the class "Other")

Very important: please respond with 1 possible continuation 
in this precise format: [class of utterance]

Figure 2: Baseline prompt for prediction task.

which DA follows an offer is expected to be chal-
lenging, as the range of possible responses is wide
(Accept, Refusal, Counteroffer and Other), and af-
fected by many exogenous factors, e.g. a player
switching context or multiple line of conversation
taking place simultaneously between different par-
ticipants. At the same time, Accept, Refusal and
Counteroffer are supposed to be cued by an offer
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or counteroffer, whereas the presence of Offer is
more unpredictable, and this may help explaining
Offer ’s lower precision compared to Accept and
Refusal.

Across different prompts and conditions, vari-
ations in performance metrics can be observed.
Compared to the other DAs, Offer shows better
stability; among the metrics, recall results are the
most impacted, especially for Counteroffer. In par-
ticular, Counteroffer ’s recall tends to be inversely
correlated to Offer ’s recall, implying competition in
the prediction of these DAs.

ChatGPT’s ability to classify the DAs proved
good, with high precision and recall for all DAs
but only modest for Counteroffer. Again, the lower
performance of Counteroffer may be attributed to
confusion with Offer. Refusal showed the highest
precision, which could be attributed to a narrower
and clearer realm of expressions when it comes to
saying no to someone.

Our range of test on different prompt variations re-
veal interesting insights: For instance, prompts with
more examples per DA (and thus more shots for the
few-shot learning) generally improve performance
metrics, suggesting the usefulness of additional ex-
amples presented to the LLM. However, presenting
the dialogue last negatively impacts performance
across all metrics, indicating the importance of di-
alogue sequence in prediction accuracy. Manipu-
lating context length of given previous turns also
affects performance, with longer contexts generally
improving recall and F1 scores, but with lower pre-
cision. Notably, shorter contexts result in lower F1
scores, particularly for the Refusal class.

Overall, these observations underscore Chat-
GPT’s capabilities in certain DA predictions while
highlighting areas for improvement, such as accu-
rately predicting Accept and managing dialogue
context effectively.

7. Conclusion

Previous literature assessed the ability of GCBs
in solving an array of pragmatic tasks (e.g., impli-
catures, indirect speech acts, comprehension of
fiugurative language, etc.; see (Hu et al., 2022;
Barattieri di San Pietro et al., 2023; Ruis et al.,
2024)), finding a performance comparable to that
of humans. Does this mean then that GCBs en-
gage in pragmatic processes in the same way as
human do? Bender et al. (2021) have famously
debated that GCBs do not possess human-like pro-
cesses, defining them "stochastic parrots”, lacking
communicative intention and thus only mimicking
language comprehension. Indeed, as pointed out
by Hu et al. (2022), experiments showing that chat-
bots displaying human-like verbal behaviors should
not necessarily lead to conclusions toward a simi-

larity of processes of humans and AI. An interesting
argument comes however from Lenci (2023), who
brings a cognitive perspective into the debate argu-
ing that even in humans "language understanding
does not always consists in the construction of full-
fledged, highly structured semantic representations
or complex reasoning processes”. Referring to the
works of Ferreira et al. (2002); Karimi and Ferreira
(2016), Lenci reminds us that humans make often
use of shortcuts, heuristics and "good enough" rep-
resentations in order to process language quickly
and efficiently. From this stance we can gather that
humans have both capabilities: they can, on the
one hand, engage in deeper understading of the
interlocutors’ intentions forming and recalling the-
ories of the mind and of shared knowledge, and
on the other hand, rely on surface heuristics to
reach easily their communicative objectives. When
considering GCBs however, it appears that they
strongly rely on the latter, without the ability to ac-
cess the former processes. As suggested by Ma-
howald et al. (2024) large language models lack
functional linguistic competence, that is the ability
to rely on world knowledge to form models of the sit-
uation and the interlocutors and to engage in social
pragmatic understanding of the communicative in-
tentions. The lack of this functional ability (which is,
to all intent and purposes the core of pragmatics),
but, above all, the lack of the flexibility to engage
in both levels of processing (the deep one and the
surface one) might greatly impair the possibility of
GCBs to generalize their verbal behaviors to more
complex interaction involving multiple agents.

In conclusion, ChatGPT showed good ability in
navigating through the DAs categorization, how-
ever our results show that it may over-rely on such
"shortcuts” (Lenci, 2023) as it is less good at un-
derstanding the real state of the conversation. This
is evident in joint speaker and utterance predic-
tions that often deliver nonsensical outcomes about
which ChatGPT is not aware. This indicates that
applying off-the-shelf GCBs to multiparty dialogues
may not be immediate and supports the adoption
of expensive approaches, e.g. those involving full
LLM training (Wei et al., 2023). However, the con-
sistent results on the independent classification of
DAs suggest that lower-cost but non-trivial solutions
for multi-party GCBs should be explored.
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