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Abstract

The chess domain is well-suited for creating an artificial intelligence (AI) system that mimics real-world challenges, in-
cluding decision-making. Throughout the years, minimal attention has been paid to investigating insights derived from
unstructured chess data sources. In this study, we examine the complicated relationships between multiple referenced
moves in a chess-teaching textbook, and propose a novel method designed to encapsulate chess knowledge derived
from move-action phrases. This study investigates the feasibility of using a modified sentiment analysis method as a
means for evaluating chess moves based on text. Our proposed Aspect-Based Sentiment Analysis (ABSA) method
represents an advancement in evaluating the sentiment associated with referenced chess moves. By extracting
insights from move-action phrases, our approach aims to provide a more fine-grained and contextually aware ‘chess
move’-based sentiment classification. Through empirical experiments and analysis, we evaluate the performance of
our fine-tuned ABSA model, presenting results that confirm the efficiency of our approach in advancing aspect-based
sentiment classification within the chess domain. This research contributes to the area of game-playing by ma-
chines and shows the practical applicability of leveraging NLP techniques to understand the context of strategic games.

Keywords: Natural Language Processing, Chess, Aspect-based Sentiment Analysis (ABSA), Chess Move
Evaluation

1. Introduction

Over the years, chess has long served as a testbed
for evaluating the performance of various algo-
rithms (Toshniwal et al., 2022). One example is
AlphaZero, which demonstrates the use of chess
as a benchmark to evaluate the algorithmic per-
formance of a self-learning algorithm (Silver et al.,
2018). Most notably in recent years, artificial intelli-
gence (AI) has been leveraged in the chess domain.
For example, sentiment analysis has been used
to evaluate chess moves based on commentaries
(Kamlish et al., 2019). Another example is predict-
ing the next chess move based on patterns learnt
from game databases, i.e., structured data (Noever
et al., 2020). These efforts highlight the benefits of
applying AI to analyse moves in chess, a domain
that has often been used to simulate real-world
decision-making.

However, chess knowledge and strategies ex-
plained in free text has been under-explored, where
limited research has investigated the ability and
usefulness of evaluating chess moves expressed
in unstructured data. Recently, a novel dataset,
LEAP, was introduced (Alrdahi and Batista-Navarro,
2023). It was derived from chess textbooks and in-
cludes structured (chess move notations and board
states) and unstructured data (textual descriptions),
aimed at teaching models about chess strategies
by analysing descriptions of grandmaster games
using sentence-level sentiment analysis. Drawing
inspiration from the LEAP dataset, this work investi-
gates the performance of a modified aspect-based
sentiment classification method on new datasets—

annotated at a finer-grained level—that were cre-
ated to evaluate chess moves referenced in free
text. We show that embracing the semantics of
the chess domain to evaluate a move (i.e., the as-
pect) expressed in move-action phrases is a promis-
ing approach. This finer-grained analysis provides
more detailed insight into the opinions expressed
about the moves, contributing to a more compre-
hensive understanding of sentiments within the
chess context, especially in multiple-aspect scenar-
ios. We compared the performance of the proposed
approach with an Aspect-Based Sentiment Analy-
sis (ABSA) baseline approach and show that adopt-
ing a context-rich model with move-action phrase
representations improves the results of sentiment
analysis models. The contributions of this study
are as follows:

• Creating a dataset from a chess-teaching text-
book with fine-grained annotations. These in-
clude annotations of text spans pertaining to
chess moves, players and predicates (verbs).
The verbs are used to describe the actions and
strategies involved in playing chess moves. Im-
portantly, the sentiment expressed towards a
given move is also annotated.

• Modifying the standard definition of ‘aspect’
in a traditional ABSA approach by consider-
ing a player-predicate-move triple as an as-
pect. Adopting this definition, we designed a
new ABSA method as a function for evaluating
moves, which is the first attempt at exploring
such an approach in the chess domain.
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• Training a RoBERTa model (Liu et al., 2019)
on the new task and evaluating its ability to
choose strategic moves by using the ABSA
evaluation function. Our modified method
boosts model performance results on our
datasets.

• Using empirical evaluation to measure the reli-
ability of our proposed method against Stock-
fish, a powerful search-based chess engine
and tool for evaluating chess moves.

2. Related Work

Learning algorithms for playing chess have thus
far overlooked the potential of obtaining knowledge
from chess-teaching textbooks. Instead, knowl-
edge is typically obtained from databases of chess
moves, such as in the case of DeepChess (David
et al., 2016). Such approaches are reliant on large,
curated structured datasets capturing the knowl-
edge of experts (Schaigorodsky, 2016), the produc-
tion of which is often laborious and time-consuming
and lacks explainability of the decision-making pro-
cess in relation to the move. AlphaZero, the board-
based reinforcement learning algorithm, achieved
remarkable results in both Chess and Shogi without
relying on extensive domain knowledge beyond the
fundamental rules of the games (Silver et al., 2018).
However, this type of algorithm lacks human intu-
ition or understanding of the game beyond what
it learns through self-play. This can sometimes
lead to unconventional strategies or a lack of under-
standing of traditionally accepted strategies in these
games. Additionally, the resources required for
the kind of intensive training that AlphaZero under-
goes are computationally demanding and expen-
sive, which limits its accessibility (Nechepurenko
et al., 2020).

Recent advances in natural language process-
ing (NLP) such as the development of contextual
embeddings and transformer architectures have
boosted the performance of NLP-based models in
many domains and tasks (Vaswani et al., 2017; De-
vlin et al., 2019). This has provided opportunities
to explore approaches that deviate from traditional
ones that rely on chess engines, which require
extensive game state analysis to evaluate moves.
For instance, a large language model (LLM) was
trained on 10 million games annotated with action-
value pairs from the Stockfish engine (Ruoss et al.,
2024). The effectiveness of the LLM was evaluated
on the basis of its ability to select the move with
the highest value for any given position. The au-
thors claimed that this model has the potential of
achieving grandmaster-level chess-playing, without
relying on explicit search algorithms, by predicting
action-values directly from board states. However,
this approach still lacks explainability as it does not

require the LLM to provide any context. Instead, the
model was aimed at mimicking the game-playing
capabilities of Stockfish, which relies on search
algorithms.

Nevertheless, various studies have shown that
using context expressed in natural language as
an alternative approach to overcome the above-
mentioned limitations has improved the perfor-
mance of AI systems. Previous work focussed
mainly on extracting actions from sentences with
short, direct instructions using a model with long
short-term memory recurrent neural networks
(LSTM-RNNs) (Mei et al., 2016). However, such
an approach does not have the ability to evaluate
the outcome of the action, as it is applied to direct
instructions only.

Traditional sentiment analysis has been one of
the few first attempts at applying NLP techniques to
evaluate chess moves. SentiMate (Kamlish et al.,
2019) presented an approach to chess move eval-
uation using NLP, where the model employs clas-
sifiers to determine move quality from commen-
tary datasets, and a convolutional neural network
(CNN)-based sentiment analysis model trained on
chess commentaries. Although this method sug-
gests the potential of NLP in improving decision-
making processes as part of game strategies, it,
however, offers limited insights when applied to ex-
tensive texts such those in chess textbooks. Chess
commentaries typically focus on specific moves in
given board states, while textbooks cover a range
of moves. Standard sentence-level sentiment anal-
ysis methods are limited in that they capture senti-
ments towards individual moves only, without con-
sidering possible subsequent moves, thus limiting
their capability as an evaluation function.

Recent research has shifted to fine-tuning gener-
ative LLMs on extensive chess game data for move
recommendation, such as the study by Noever et al.
(2020). Their work demonstrates that GPT-2 can
learn complex game play, where the model suc-
cessfully learnt to generate plausible chess moves
and strategies without direct intervention or heuris-
tic guidance. Nevertheless, while the proposed
approach achieved over 90% accuracy in gener-
ating legal chess moves and reproducing classic
chess openings, it neglects detailed knowledge of
the textual content and lacks explanatory depth
for specific move choices. Furthermore, the use
of the GPT-2 model as an alternative method for
search-based algorithms has not yet answered the
question of whether the model genuinely compre-
hends the game or merely replicates move patterns
effectively. The more recent study in by DeLeo
and Guven (2022) offers a fresh perspective on
the use of language models to understand and
learn complex strategic games such as chess. The
study focussed on the ability of the BERT model to
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interpret chess positions of the board states and
moves encoded in the Forsyth–Edwards Notation
(FEN) format, analysing its effectiveness in play-
ing against advanced chess engines like Stockfish.
The BERT model exhibited its capability to main-
tain game-play against Stockfish for an extended
number of moves and demonstrated substantial
move accuracy, especially in the game’s opening
stages. However, the same limitation observed in
other previous work remains, in that the model’s
proficiency in understanding deeper strategic ele-
ments of chess that go beyond the generation of
valid moves, remains uncertain.

3. ABSA for Chess Move Evaluation

This section describes the motivation for using
an Aspect-based Sentiment Analysis (ABSA) ap-
proach in evaluating chess moves described in free
text. ABSA is considered to be a fundamental NLP
task due to it being able to deliver more targeted
sentiment insights, critical for a range of applica-
tions, including market analysis and social media
monitoring (Pontiki et al., 2016; Zhang et al., 2022).
Recognised as a means for Information Extrac-
tion (IE) applied to various decision-making sce-
narios (Pontiki et al., 2014; Phan et al., 2021; Sun
et al., 2020; Reynard and Shirgaokar, 2019), this
approach lends itself well to the analysis of strate-
gic chess moves in a teaching context, particularly
to determine the suitability of a move in the context
of a given board state. Here, ABSA evaluates the
moves, labelling them as ‘go-to’, ‘avoid’, or ‘neutral’.

Meanwhile, the LEAP corpus highlighted the
challenge of handling multiple aspects within a sin-
gle sentence (Alrdahi and Batista-Navarro, 2023).
Investigating the description of moves within this
corpus reveals a strong similarity in sentence struc-
tures, but understanding the different meanings
requires careful interpretation. We argue that, for
this purpose, knowledge infusion (i.e., the incorpo-
ration of structured knowledge) can help models
achieve a deeper understanding of the domain,
leading to more accurate and context-aware pre-
dictions (Sheth et al., 2019). Hence, we consider
a chess move as a distinct aspect, whereby we
integrate the verb (predicate) indicating whether
the move is ‘go-to’ or ‘avoid’. Within the context
of chess, each move is associated with a player
performing the action. Therefore, we also incor-
porated the player into the aspect, resulting in a
player-predicate-move triple. We hypothesise that
this aspect, which we refer to as the ‘move-action
phrase’, can assist a classification model in differ-
entiating between different sentiments associated
with multiple aspects in the same sentence.

To validate the above hypothesis, we performed
an ablation study that compared models, both with

and without this novel aspect formulation. Addition-
ally, every move is played based on a specific type
of aim or action, such as attacking or protecting
a piece. These actions are expressed in different
predicates by grandmaster players, where differ-
ent predicates could mean the same type of action.
We design unsupervised clusters of action types
and infused the original sentences with the action
type as additional semantic information. By adding
this contextual information, we are enriching the
model’s input with external structured knowledge
(the action type), which is not inherently part of
the original sentence data. In this paper, we are
studying the effect of knowledge infusion that in
theory should enhance a model’s understanding
by providing additional context.

4. Dataset Description

4.1. Annotation Process
Given that the chess domain has well-defined ter-
minologies to express moves, we developed a
rule-based named entity recognition (NER) method
based on regular expressions (regexes) to extract
mentions of pieces, players, moves and move se-
quences, where the lattermost are expressed in the
Standard Algebraic Notation (SAN) chess notation
format. Upon manual review, we noticed that each
selected move represents a distinct type of action,
aimed at achieving a particular purpose or strategy,
which is expressed in natural language through
the use of verbs. We then crafted an annotation
scheme at the move-action phrase level (where a
move can act as either the subject or object of a
verb) for aspect-based sentiment classification. We
took sentences in the LEAP corpus that were deter-
mined as topic-relevant, i.e., pertaining to strategic
moves (Alrdahi and Batista-Navarro, 2023), and
applied the WordNet English lexicon (Miller, 1994)
to identify verbs within sentences. The annotation
of all move-action phrases was conducted by dupli-
cating each sentence according to the number of
verbs identified within it.

As suggested in the literature, access to the state
of the board during the evaluation of moves im-
proves understanding of the context, leading to
a more precise evaluation of the outcome of a
move in the context of a given board state (Alr-
dahi and Batista-Navarro, 2023; Beinborn et al.,
2018; Pezzelle et al., 2020). Therefore, in annotat-
ing our data, we used Prodigy,1 which allows for
annotation based on multi-modal information. Each
example in our dataset is presented to annotators
in an interface that is divided into four sections, as
shown in Figure 1. These sections are necessary

1https://prodi.gy/

https://prodi.gy/
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Figure 1: The annotation interface as shown in Prodigy.

in understanding the context of a chess game and
ensuring accurate annotation:

1. An image depicting the chess board’s state,
aiding in visualising the context for the move
under consideration and facilitating visualisa-
tion of state changes based on sentences de-
scribing multiple moves.

2. A text description of potential moves, with the
relevant predicate emphasised in bold and
tagged as ‘VERB’ to direct the annotator’s at-
tention to the move’s significance and its sen-
timent. For example, in the sentence “It is
Black’s move, and we will suppose he wishes
to play e5”, the predicate “play” is highlighted.

3. A list of options corresponding to player names,
namely, “White” and “Black”, which are for in-
dicating the player making the move.

4. Sentiment labels for indicating the sentiment
toward the move:

‘Positive’ for advantageous moves.
‘Negative’ for disadvantageous moves.
‘Neutral’ for moves with neither a positive nor

a negative effect.
‘Not sure’ for when the sentiment towards a

move is unclear.

The sentence shown in Figure 1, when anno-
tated, has Black as the player and ‘Neutral’ as

the sentiment for the aspect Black-play-e5. Mean-
while, multiple aspects can be found in the exam-
ple sentence “Before bringing the discussion of the
Queen’s Pawn opening to a close, I may remark that
in tournaments it has become usual for White not
to play c4 at once, but to play Nf3 as a preliminary,
in order to avoid the complications of the Queen’s
counter gambit.” In this case, the aspect White-
play-c4, is labelled as ‘Negative’, and the second
aspect White-play-Nf3 is labelled as ‘Positive’.

To closely replicate the chess environment, anno-
tators were instructed to: (1) select the player mak-
ing a move, (2) identify the move, and (3) determine
the sentiment towards the player-predicate-move
triple. The dataset, consisting of 726 sentences,
was annotated by the lead author of this paper and
one additional annotator with expertise in NLP and
sentiment analysis, and familiarity with chess termi-
nology. To enable measurement of inter-annotator
agreement (IAA), 20% of the total number of sen-
tences was set aside as a common subset that
was annotated by both annotators, albeit indepen-
dently. Annotator agreement was measured us-
ing Cohen’s Kappa metric and was determined to
be 65% (substantial agreement). Each annotator
was then tasked with annotating a further (non-
overlapping) subset with 10% of the total number of
sentences, which are unique to that annotator. The
annotations resulted in 437 ‘Positive’, 153 ‘Negative’
and 133 ‘Neutral’ labels, with only three instances of
uncertainty that were subsequently removed. The
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dataset was divided into training (70%), validation
set (10%) and testing (20%) sets.

4.2. Data Augmentation
Confronted with the known challenge of limited re-
sources for manually creating training data (Zhang
et al., 2022) and the need to address the LEAP
dataset’s imbalance, we employed an oversam-
pling technique from the nlpaug library.2 This ap-
proach is based on back-translation, leveraging two
translation models to convert sentences from En-
glish to German, and then back to English. This
method effectively generated additional synthetic
data for model training, to enhance the diversity
of the dataset without manually curating content
(Wei and Zou, 2019; Feng et al., 2021). The aug-
mented sentences retained the original sentence
meaning and sentiment, albeit with minor contex-
tual variations. Unlike prompt-based generation,
which might produce random outcomes or unde-
sirable sentence alterations, this method offered
controlled sentence generation. We applied this
technique to achieve a balanced distribution of la-
bels in the training set as shown in Table 1 and
manually checked the quality and correctness of
the generated sentences.

Label Original Over-sampled
Positive 288 288
Negative 117 234
Neutral 100 200

Table 1: Distribution of training set labels.

5. Transformer Models for ABSA

In this section, we describe the various transformer-
based language models that we built upon in order
to construct ABSA classifiers.

5.1. Generic ABSA Models
Firstly, we evaluated the vanilla RoBERTa-base
(VRB) model on the aspect-based sentiment clas-
sification task, using two existing general-domain
corpora: the Restaurant and Laptop dataset from
SemEval 2014 (Pontiki et al., 2014), and the MAMS
dataset (Jiang et al., 2019) which bears similarities
with LEAP in that a single sentence could bear multi-
ple sentiments. To fine-tune VRB on the Restaurant
and Laptop datasets, we used baseline parameters
(seed of 42, batch size of 4, a learning rate of 3e-
05, and no weight decay). Additionally, VRB perfor-
mance on the MAMS dataset was evaluated under

2https://github.com/makcedward/nlpaug/
tree/master

two conditions: using the baseline settings above
and following the hyperparameters (batch size of 8)
of CapsNet-BERT, a state-of-the-art ABSA model
(Jiang et al., 2019). Performance was measured by
taking the mean of the micro-averaged F1-scores
across five runs, selecting the best epoch score for
each run. VRB demonstrated competitive micro-
averaged F1-scores against leading models on
SemEval 2014 Restaurant and Laptop datasets
(85.68% and 80.05%, respectively), and achieved
comparable results on the MAMS dataset (84.29%).
VRB demonstrated strong baseline performance
without hyperparameter optimisation, additional fea-
tures or additional training data. These scores en-
couraged us to adopt RoBERTa as our primary
architecture for move evaluation experiments.

5.2. Fine-tuned ABSA Models

Based on similar work and recommendations re-
ported in the literature (Xu et al., 2019; Karimi
et al., 2021; Rietzler et al., 2020), fine-tuning a
language model on domain-specific data signifi-
cantly improves the model’s understanding of rele-
vant domain knowledge. This specialised training
phase adjusts the model’s understanding to learn
the context and terminology within a specific do-
main, hence facilitating more precise and informed
predictions or analyses. We fine-tuned the VRB
model (henceforth referred to as the FT-RB model)
using synthesised chess sentences in the LEAP
dataset (Alrdahi and Batista-Navarro, 2023) and
chess commentaries collected by Jhamtani et al.
(2018).

We approached the task of move evaluation as a
sequence classification problem, representing the
dataset as D = {(Xi, Yi)}|D|

i=1, where Xi is an input
sentence and Yi is the corresponding true label
for the ith instance. In our sequence classification
task, both the sentence and a specific aspect are
treated as part of the input X. The sentence X
is fed into the model encoder Enc(X) to derive
contextual features. The sentence’s final hidden
state is encapsulated by the special token CLS(X)
through a dense layer with a softmax function for
predicting Y .

Three types of sentence embeddings were eval-
uated as representations of an infused input sen-
tence, illustrated in Figure 2. In Figure (a), the
embedding X represents ‘move only’ as the as-
pect. In Figure (b), X represents the ‘move-action’
phrase as the aspect. Lastly, in Figure (c), X cor-
responds to the embedding of the ‘move-action’
phrase as the aspect, but enriches the sentence
with additional information on the move-action type.
All additional inputs in the sentence were separated
with the special token [SEP]. We defined five types
of move-actions: Attack, Capture, Defend, Protect,

https://github.com/makcedward/nlpaug/tree/master
https://github.com/makcedward/nlpaug/tree/master
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(a) ‘move only’ aspect

(b) ‘move-action’ aspect

(c) ‘move-action’ aspect with semantic information

Figure 2: Different types of knowledge infusion for aspect-based sentiment classification models.

and General Move; we refer the reader to Table 2
for their definitions and corresponding examples.
To automatically classify move-actions according to
these types, we employed an unsupervised learn-
ing approach that leveraged semantic relationships
from WordNet, including synonyms and definitions
to group the verbs. The Chinese Whispers graph
clustering algorithm (Biemann, 2006) was applied
with the aid of Gephi (Bastian et al., 2009) to group
verbs based on cosine similarity, using a seed value
of 50 and running the clustering for 50 iterations.

Through experimentation, we established a mini-
mum similarity threshold of 40 for clustering data
points.

6. Evaluation

Our experiments were run five times, and the aver-
age F1-score was reported. In our ablation study,
we tested different types of sentence embeddings
by either removing or including the move-action
type. We also examined how swapping the two
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Move type Definition Example
Attack Playing a move

to attack an op-
ponent piece

White can
attack Bishop
with his Rook

Capture Playing a move
to capture an
opponent piece

White captures
Bishop with his
Rook

Defend Playing a move
to defend a
piece under an
attack.

Black defends
his Bishop by
pushing it to d7

Protect Playing a move
to protect a
piece from
future attack.

Black can pro-
tect his Bishop
by pushing
pawn to c6

Move A general
move, (placing
a piece from
one position
into another)
without explicit
intention of a
purpose.

White plays
5.b3 before
castling

Table 2: Definitions of chess move-action types
with examples.

types of aspects, i.e., ‘move only’ and our modified
‘move-action’ phrase, affects the results. We used
default hyperparameter values: seed = 42, evalua-
tion and training batch size per device = 4, learning
rate = 3e-05 and weight decay = 0.0.

6.1. ABSA Results

To evaluate the impact of our aspect formulation
and the effects of knowledge infusion, we com-
pare the vanilla RoBERTa-base (VRB) and fine-
tuned RoBERTa-base (FT-RB) models on the task
of aspect-based sentiment analysis as a means
for chess move evaluation. We report the results
on the original dataset in Table 3 and on the over-
sampled dataset in Table 4.

The F1-scores achieved by the two models in-
dicate that despite the inherent complexity of the
task, the FT-RB model demonstrated an improve-
ment in its F1-score. This improvement can be at-
tributed to the modification of the model’s weights,
facilitated by the incorporation of domain-specific
knowledge data. Furthermore, the modification of
aspect definition we designed contributed towards
enhancing the performance of the FT-RB model.
This adjustment enabled the model to comprehend
the context more effectively and concentrate on the
‘move’ that is being evaluated, even where multiple
aspects are being discussed in the sentence. How-
ever, despite the higher F1-scores observed when

using the original dataset, it is worth noting that
the model failed to accurately identify the minor-
ity classes, specifically the ‘Negative’ and ‘Neutral’
class labels, and the relatively high score is due
to the larger number of examples labelled with the
‘Positive’ class label. Using oversampled data, we
observed an improvement in the model’s capabil-
ity to grasp and categorise these minority classes,
gaining an increase of 20% to 30% in terms of F1-
score for the ‘Negative’ and ‘Neutral’ classes. The
results obtained by the FT-RB model trained on
the oversampled data demonstrate the potential of
the model to learn minority classes, hence we are
considering it as our preliminary proposed model
for this challenging task.

Interestingly, adding the type of move-action to
the input slightly decreased the performance of
both models. This decrease can be attributed to
the added complexity of the information in the input,
which the models found difficult to interpret. Even
though, intuitively, the move-action type adds fur-
ther knowledge to allow humans to interpret the rea-
son for playing the move, it did not aid the aspect-
based sentiment classification models.

6.2. ABSA vs. Stockfish Analysis
Deviating from the usual game-level evaluation of
chess agents, we assessed the extent to which
our proposed ABSA model can evaluate a move
based on a given board state. This is because our
corpus does not discuss a complete game from its
start to end, but focusses only on specific strategic
moves. A board state is represented in the Forsyth-
Edwards Notation (FEN) format, which can capture
the placement of pieces on the board, turn-to-move,
castling availability, and other basic chess rules.
We extracted the FEN board and the chess moves
discussed in the text, and integrated them into the
Stockfish 16 engine to obtain the probability of the
move leading to a win, a loss or a draw. Unlike
other games where the outcome at the end is only
a win or a loss, chess recognises the draw as a third
possible outcome. Draws are common in high-level
chess matches, where players often have similar
strengths and capabilities, and neither side has
achieved an advantage to claim a win.

In Stockfish, the engine skill was set to 8, the Elo
rating to 2400 (grandmaster level) and the search
depth to 10. These settings were selected to es-
tablish a baseline of how much we can rely on the
evaluation described in the text, as if the text-based
sentiment evaluation is equivalent to depth search.
In cases where the aspect is a sequence of moves,
we take Stockfish engine’s evaluation of the first
move in the sequence. We excluded counterfactual
statements, moves that were incorrect as a result of
issues encountered during optical character recog-
nition (OCR) when the textbook was digitised, and
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Embeddings VRB FT-RB
move only 54% 55%

move-action phrase 55% 62%
move-action phrase with type 55% 59%

Table 3: Averaged F1-scores obtained on the original dataset, using different types of input sentence
representations.

Embeddings VRB FT-RB
move only 41% 50%

move-action phrase 50% 55%

Table 4: Averaged F1-scores obtained on the oversampled dataset, using different types of input sentence
representations.

implicit moves. An example of an implicit move is
the triple Black-play-King away from his file from
the sentence “White has no time to double Rooks,
because if he does so, after his Re2 Black would
play the King away from his file and allow the Knight
to escape”.

The heatmap in Figure 3 presents the number of
times each sentiment label has the highest score
in one of the categories: ‘Win’, ‘Draw’, ‘Lose’. The
‘Positive’ and ‘Negative labels have a significantly
higher association with the ‘Draw’ category than
with the ‘Win’ or ‘Lose’ categories, respectively. The
relatively low count for the ‘Lose’ category being
associated with the ‘Positive’ and ‘Neutral’ labels
indicates that the sentiment labels are relatively
aligning with the outcome of the search-based al-
gorithm, even though the ABSA model did not have
access to the board state during sentiment classifi-
cation.

It can be seen that a substantial number of moves
labelled as ‘Neutral’ are correlated with the ‘Draw’
category, suggesting that these moves maintain
the balance of the game where neither side has
an advantage. The distribution of the ‘Negative’
label is balanced across all Stockfish outcomes,
with a slight preference for ‘Draw’ and ‘Lose’. This
implies that negative sentiments are indicative of
more challenging or risky positions, which might
lead to either a loss or a stabilising effort towards a
draw. Finally, a higher number of positive sentiment
labels are associated with winning outcomes and
are less frequently associated with losses. Over-
all, the ability to correlate sentiment labels with
the game outcomes suggests that the sentiment
expressed in the description of chess moves can
be predictive of the move’s effectiveness without
requiring deep analysis by a chess engine. This
analysis supports our hypothesis that ABSA can be
an evaluation function for chess moves described
in text, offering a novel approach to understanding
and predicting the implications of chess strategies
through aspect-based sentiment classification.

Figure 3: Heatmap based on a sample (10%) to
visualise the correlation between the sentiment la-
bels predicted by our baseline ABSA model for a
move (‘Positive’, ‘Neutral’, ‘Negative’), and the prob-
able outcome (‘Win’, ‘Draw’, ‘Lose’) of the move
provided by the Stockfish engine.

6.3. Error Analysis

We identified multiple factors that might have af-
fected the performance of the ABSA model and
might have led to disagreements between its pre-
dictions and the outcomes provided by Stockfish.
Firstly, some errors were made by our automatic
rule-based move extraction method, leading to the
linking of predicates to incorrect moves, which in
turn, resulted in wrongly predicted sentiment labels.
A key limitation of our current work is that aspect ex-
traction is not learnt jointly with the sentiment clas-
sification task, whereas end-to-end systems (i.e.,
models trained simultaneously on aspect extrac-
tion and sentiment classification) have reportedly
obtained better performance.

An additional limitation is the model’s under-
performance in capturing the strategic depth of
chess moves not explicitly described in SAN nor
natural language, such as implicit threats or long-
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term strategies not explicitly mentioned in the text.
An example sentence that contains such implicit
information is: “In Diagram 13, White derives no
advantage from being the exchange to the good,
for the Rook has no file which could be used to
break into the Black camp.” Even with access to
the board state diagram and despite the sentiment
being clearly negative, it is difficult to determine
what “exchange” refers to. The model could be im-
proved to become a powerful chess agent by using
a reinforcement learning approach to take advan-
tage of feedback, which we leave for future work.
The feedback could involve integrating a chess en-
gine’s evaluations alongside features from natural
language to provide a more comprehensive under-
standing of the positions. This would enable the
model to consider both explicit descriptions and the
underlying strategic implications of moves, offering
a fuller analysis of chess strategies from textual
descriptions.

7. Conclusion

This study is part of ongoing research that in-
vestigates approaches to evaluating chess moves
described in textbooks. We have demonstrated,
based on a small-scale dataset, the potential of
using text-based resources to evaluate strategic
chess moves. We introduced a novel method for
evaluating chess strategies using NLP, specifically
focussing on aspect-based sentiment classifica-
tion of chess moves described in textbooks. This
involves creating a new annotated dataset drawn
from the chess literature, modifying the definition of
aspect (in ABSA) to include both player and move-
action phrases, and training a RoBERTa-base sen-
timent classification model for strategic move eval-
uation.

Our research presents baseline results for this
new task, which demonstrate the potential of NLP
to improve understanding and analysis of chess
strategies. We believe that if enough text-based
datasets are available, the model can potentially
evaluate moves and engage in game-play.

Finally, many studies have shown that ground-
ing natural language with the environment results
in more accurate decision-making (Kameko et al.,
2015; Matuszek, 2018; Alomari et al., 2017; Karam-
cheti et al., 2017; Branavan et al., 2012; Luketina
et al., 2019; He et al., 2016). Hence, aligning the
sentiment analysis with the environment—in this
case, the chess board state—could facilitate more
effective decision-making. As part of future work,
our aim is to further explore the incorporation of
the board state into the input for aspect-based sen-
timent classification. In this scenario, a move will
be evaluated not only on the basis of the text but
also while considering the current board state and

the additional semantic knowledge represented by
the action type (Zhang et al., 2022). In addition, an
ABSA model could enhance the game-playing ex-
perience by offering an explanation of the choice of
moves through search-based chess agents, which
we aim to explore next.
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