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Abstract
This paper explores a novel automated method to produce AI-generated images for a text-labelling gamified task.
By leveraging the in-context learning capabilities of GPT-4, we automate the optimisation of text-to-image prompts
to align with the text being labelled in the part-of-speech tagging task. As an initial evaluation, we compare the
optimised prompts to the original sentences based on imageability and concreteness scores. Our results revealed
that optimised prompts had significantly higher imageability and concreteness scores. Moreover, to evaluate
text-to-image outputs, we generate images using Stable Diffusion XL based on the two prompt types, optimised
prompts and the original sentences. Using the automated LIAON-Aesthetic predictor model, we assigned aesthetic
scores for the generated images. This resulted in the outputs using optimised prompts scoring significantly higher in
predicted aesthetics than those using original sentences as prompts. Our preliminary findings suggest that this
methodology provides significantly more aesthetic text-to-image outputs than using the original sentence as a prompt.
While the initial results are promising, the text labelling task and AI-generated images presented in this paper have
yet to undergo human evaluation.
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1. Introduction

Games-with-a-Purpose (GWAPs) for Natural Lan-
guage Processing face the challenge of engaging
players, primarily due to the lack of visuals, un-
like their image-labelling counterparts (Lafourcade
et al., 2015). Efforts to integrate visuals in GWAPs
for NLP have been achieved by developing themes
and designing virtual worlds. Nonetheless, while
these visuals can be aesthetically appealing, they
often fail to support the text being labelled directly.
This challenge stems from the resource-intensive
nature of creating relevant visuals to accompany
each text that requires labelling. To address the
lack of contextually relevant visuals in text-labelling
GWAPs, we propose a novel approach that uses
GPT-4’s in-context learning capability to automate
AI image generation for text-labelling games. This
method included an exploratory approach to select-
ing a set of in-context tasks to generate an opti-
mised prompt based on our part-of-speech tagging
task’s word and sentence pairs.

In this preliminary study, we evaluated both the
optimised prompts and AI-generated images. To
assess the optimised prompts, we measured both
the average imageability and concreteness scores,
comparing them with the original sentences. We
then generated images using Stable Diffusion XL,
the latest version of Stable Diffusion (Rombach
et al., 2022), using both optimised prompts and
the original sentences. Subsequently, the text-
to-image outputs were evaluated using the latest
version of the LAION-Aesthetics predictor model
(Schuhmann et al., 2022) and assigned aesthetic

scores for each generated image. After collecting
all scores, we conducted a correlation analysis to
compare imageability and concreteness with pre-
dicted aesthetic scores.

Based on previous work, we hypothesised that:

• H1 Optimised text-to-image prompts will have
higher imageability and concreteness scores
compared to the original sentences.

• H2 Text-to-image outputs of optimised prompts
will receive higher predicted aesthetic scores
than those generated from original sentences.

• H3 The higher the imageability and concrete-
ness scores of a prompt, the higher the aes-
thetic score of the text-to-image output.

The main findings of our preliminary study in-
clude:

• The design of a gamified text labelling task that
features contextually relevant AI-generated im-
ages.

• A description of the iterative process we em-
ployed to produce the AI-generated images.

• A quantitative evaluation for both optimised
prompts and their text-to-image outputs.

Finally, the main advantage of applying this
method is the ability to generate context-relevant
images for a text labelling task by utilising LLM’s
in-context learning abilities. This approach is read-
ily accessible, as it requires designers to iteratively
develop a set of instructions for the LLM without
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using additional models to reach a desired output.
Following this preliminary study, we aim to conduct
future studies on how these images impact user
engagement in the gamified text labelling task in-
troduced in this paper.

2. Related Work

2.1. Games-with-a-Purpose for NLP
It has been suggested that the inherent nature
of the task being text-based is the reason these
GWAPs are not as successful (Lafourcade et al.,
2015). Visuals are an essential aspect to consider
when designing games. For that reason, GWAPs in
this domain have found ways to incorporate visuals
into their games despite the in-game tasks being
mainly text-focused. Previously, several GWAPs
have acknowledged and explored using images
as a proxy, retrieving them from existing sources
to support annotation (Jurgens and Navigli, 2014;
Vannella et al., 2014). Moreover, GWAPs for NLP
frequently applied various thematic elements to im-
prove the visuals, such as in Phrase Detectives
(Chamberlain et al., 2008), WordClicker (Madge
et al., 2019), and Wormingo (Kicikoglu et al., 2019).
More recently, designers of GWAPs for NLP ex-
plored ways of incorporating text-labelling tasks
into virtual worlds, such as LingoTowns (Madge
et al., 2022), High School Superhero (Bonetti and
Tonelli, 2020) and Stroll-with-a-Scroll (Aliady et al.,
2022), creating a more visually appealing expe-
rience. While these are interesting approaches
to enhance the visual appeal of these games, we
would like to explore the use of generative AI in a
GWAP for NLP. This novel approach will allow us to
generate visuals directly corresponding to the text
being labelled.

2.2. Co-designing with Generative AI
With the recent rise of generative AI models, many
researchers have begun exploring how to use them
as tools to support creativity (Liu et al., 2022). Gen-
erative AI models can generate text (e.g., GPT-
3 (Brown et al., 2020), PaLM (Chowdhery et al.,
2022), LLaMA (Touvron et al., 2023)), images
(e.g., Stable Diffusion (Rombach et al., 2022), Mid-
journey1, DALL-E (Ramesh et al., 2021), music
(e.g., MusicGen (Copet et al., 2024)), video (e.g.,
VideoGen (Li et al., 2023)). This range of creative
capabilities allows generative AI models to assist
in design and content creation (Antony and Huang,
2023). Due to the extensive domain knowledge that
LLMs possess, they can be suitable for tasks that
require knowledge in different fields and domains.
This makes using LLMs ideal for designing visuals

1https://www.midjourney.com/

for GWAPs for NLP, as these games use a wide
range of corpora covering various topics.

2.3. Text-to-Image Generation
Text-to-image generation has evolved significantly,
starting with Generative Adversarial Networks
(GANs) and advancing to Conditional GANs. Within
recent years, the development of diffusion models
has further increased the popularity of text-to-image
models, as evidenced by the widespread use of
DALL-E (Ramesh et al., 2021), Midjourney and Sta-
ble Diffusion (Rombach et al., 2022). With this in-
crease in popularity, the application of text-to-image
models is expanding, particularly in the domain of
game design (Deckers et al., 2023). Nevertheless,
while this technology offers an accessible and cost-
effective way to create game assets, producing
quality text-to-image outputs can be challenging.
This is due to text-to-image models’ output quality
greatly depending on the prompt used to gener-
ate an image. This has led many researchers (Liu
and Chilton, 2022; Oppenlaender, 2023a) to inves-
tigate how to craft better prompts for text-to-image
generative models.

2.4. Prompt Engineering
Following the popularity of large language mod-
els, a novel paradigm of human-AI interaction has
emerged, known as prompt engineering (Brown
et al., 2020). This practice has evolved into a
form of art (Oppenlaender, 2022; Reynolds and Mc-
Donell, 2021), where prompt engineers creatively
craft a set of instructions in order to achieve a
desired output from an LLM. This practice first
emerged in the field of NLP, and its usage was
extended to text-to-image models. Prompt engi-
neering follows an iterative cycle where prompts
are modified and refined after every output until the
desired results are reached. This process of man-
ually generating prompts can be laborious. This
is especially true when tasked with producing suit-
able text-to-image prompts that generate images
which support the text in a text labelling task. Thus,
a more efficient process of prompt engineering is
required.

2.5. Prompt Optimisation
Different tools and models have been developed
to assist in generating prompts to ease the pro-
cess of prompt engineering. Prompt optimisation
can be a partially manual or a completely auto-
mated process. Some methods opting for more
of an exploratory approach to prompt optimisation
include tools like Promptify (Brade et al., 2023) and
Opal (Liu et al., 2022). Both tools use LLMs to
guide users into producing improved text-to-image

https://www.midjourney.com/
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prompts. Current models that automate prompt op-
timisation for text-to-image prompts include Beauti-
fulPrompt (Cao et al., 2023), Promptist (Hao et al.,
2023). These models apply various automated
scoring systems in their prompt optimisation mod-
els to improve prompts. These scoring systems
include CLIPscore (Hessel et al., 2022), LAION-
Aesthetic predictor (Schuhmann et al., 2022), and
PickScore (Kirstain et al., 2023). Recently, LLM-
score (Lu et al., 2023) was developed to evaluate
text-to-image output using LLMs, focusing on the
composition of the generated images. Another ex-
ample of the use of LLMs in prompt optimisation
is LLM-grounded diffusion (Lian et al., 2023). This
method uses LLMs to represent objects in complex
prompts, accurately enhancing the generated im-
age. Another method to optimise prompts using
LLMs is through the use of their in-context learning
capabilities. This approach has been previously
explored to enhance the representation of Arabic
culture in generated images using LLMs’ domain
knowledge (Elsharif et al., 2023). Setting in-context
learning instructions is a simple and easily accessi-
ble approach to optimising prompts, only requiring
the design of a set of tasks for an LLM to follow.
This is why we selected this approach to optimise
the text-to-image prompts for our task.

2.6. Evaluating Text-to-Image Prompts
and Outputs

The images generated by text-to-image models can
be evaluated across various aspects such as text-
image alignment (e.g. CLIPscore (Hessel et al.,
2022)), aesthetics (e.g. LAION-Aesthetic predictor
(Schuhmann et al., 2022)), quality (Salimans et al.,
2016) and bias (Bianchi et al., 2023). The LAION-
Aesthetic predictor (Schuhmann et al., 2022) was
used to evaluate aesthetics in several prompt opti-
misation models mentioned earlier, such as Promp-
tist (Hao et al., 2023) and BeautifulPrompt (Cao
et al., 2023). The same aesthetic measure was
used to evaluate and compare a selection of text-
to-image models (Lee et al., 2023). Furthermore,
text-to-image prompts necessitate the use of visual
language (Qiao et al., 2022), making it compelling
to evaluate both the imageability and concreteness
of a prompt.

3. Design

3.1. Interface of the Gamified Text
Labelling Task

We developed our gamified text labelling task as
an HTML5/Typescript web application using Angu-
lar, focusing on labelling nouns, proper nouns, and
pronouns (Figure 1). To keep the game simple

and maintain user focus on the labelling task, we
implemented simple mechanics. Users initiate la-
belling by clicking on glowing buttons representing
words that require labelling. Upon selection, the
sentence containing the word is highlighted, and
an AI-generated image relevant to the text appears
above, accompanied by a bottom sheet displaying
part-of-speech tags in different colours: blue for
pronouns, green for nouns, and purple for proper
nouns (Figure 2). Correctly labelled words change
colour to match their part-of-speech tag, while in-
correct choices turn the word grey. The interface fa-
cilitates seamless navigation to subsequent words,
allowing users to label all words efficiently. Addition-
ally, navigation buttons are present to allow users
to move between words and progress to the next
task. The interface also features a progress bar at
the top, displaying the number of words left to label
alongside the document’s title, ensuring users can
easily track their progress.

Figure 1: The interface of the gamified text labelling
task.

Figure 2: The bottom sheet is displayed after a user
selects a word.

3.2. Corpus
We selected six documents from the GUM corpus
(Zeldes, 2017), a sizeable open-source multilayer
corpus labelled and annotated by experts. The
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same corpus was previously used to evaluate accu-
racy in a GWAP for NLP (i.e. WordClicker (Madge
et al., 2019)). The selected documents included a
mix of fiction and non-fiction texts, offering a diverse
sample for analysis. For each document, 30 words
were randomly selected, focusing exclusively on
pronouns, nouns, and proper nouns. This resulted
in a total of 180 words, with an even distribution of
60 words per part-of-speech category.

4. Generation Methodology

This section covers the generation methodology of
both the optimised prompts and the AI-generated
images.

4.1. Automating AI Image Generation
We followed a two-step process to automate the
generation of AI images for our text labelling task.
The first step involved optimising prompts based
on the original sentences from the corpus. Once
complete, the second step was to generate images
from the optimised prompts.

4.1.1. Optimising Prompts using GPT-4

To automate the prompt optimisation process, we
developed a Python script that iterates over each
word and sentence pair in the documents men-
tioned earlier in Section 3.2. Utilising the GPT-4
model via the OpenAI API, we instructed the model
to generate prompts based on a series of in-context
learning tasks. The temperature of the model was
set to 0 to ensure that the model’s output remains
deterministic. Before deciding on the final set of
in-context learning tasks, we explored multiple sets
of instructions through trial and error. This was
done by qualitatively evaluating the final outputs
of text-to-image that were generated using GPT-
4 optimised prompts until the desired output was
reached. We initially focused on improving subject
coherency by ensuring that the subject was being
represented accurately based on the context of the
sentence in the document. Following our first set of
results, we realised that the setting of that subject
was also essential to include in the set of in-context
tasks in order to capture the context entirely.

This exploration led us to decide on three tasks
for GPT-4 to complete (see Appendix A for the com-
plete set of instructions used). Firstly, the model
was tasked with identifying the subject being re-
ferred to from the given word based on the context
of the sentence in the document. Secondly, we
asked the model to describe the setting of the sub-
ject identified. Finally, based on the identified sub-
ject and setting, GPT-4 generated a text-to-image
prompt. The model was instructed to keep the

prompt one sentence long, focusing on visual el-
ements while avoiding overly complex language.
Using this method, we ended up with a total of
180 optimised prompts. To evaluate the optimised
prompt, we had two prompt types:

• Original Sentence: As a control measure, im-
ages were generated using unaltered sen-
tences from the documents.

• Optimised Prompt: These prompts were gen-
erated using GPT-4 by utilising the in-context
learning instructions mentioned above.

4.1.2. Generating Images with Stable
Diffusion XL

Each 1080 x 1080 pixels image was generated
on either a remote A100 or V100 GPU using the
default settings of Stable Diffusion XL (SDXL) 1.0
base model 2 and then refined through the refiner3.
The refiner uses an img2img approach to improve
the image quality. Images were all generated using
the same seed 1040 to remain consistent. This
resulted in a total of 360 images generated based
on two prompt types—optimised prompts and orig-
inal sentences, with 180 images for each type. It
is important to note that for the original sentence
prompt type, selecting a word from the same sen-
tence could generate duplicate images.

5. Evaluation Methodology

This section explains the evaluation metrics used to
measure the concreteness and imageability scores
for the prompt types and the aesthetics score used
to evaluate the text-to-image outputs.

5.1. Concreteness
We calculated the average concreteness score of
the two prompt types based on the sum of all
words’ concreteness ratings from the Brysbaert
et al. (2014) database divided by the number of
words in the sentence to get the average concrete-
ness score. Words not found in the vocabulary
were assigned a score of 0.

5.2. Imageability
We calculated the average imageability score of the
two prompt types based on the sum of all words’
imageability ratings from the MRC database (Colt-
heart, 1981) divided by the number of words in
the sentence to get the average imageability score.

2https://huggingface.co/stabilityai/
stable-diffusion-xl-base-1.0

3https://huggingface.co/stabilityai/
stable-diffusion-xl-refiner-1.0

https://huggingface.co/stabilityai/stable-diffusion-xl-base-1.0
https://huggingface.co/stabilityai/stable-diffusion-xl-base-1.0
https://huggingface.co/stabilityai/stable-diffusion-xl-refiner-1.0
https://huggingface.co/stabilityai/stable-diffusion-xl-refiner-1.0
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Words not found in the vocabulary were assigned
a score of 0.

5.3. Aesthetics
To evaluate the aesthetic appeal of the text-to-
image outputs, we utilise the latest version 4 of
the LAION-Aesthetic predictor (Schuhmann et al.,
2022) which is an automated method for evaluating
the aesthetics of AI-generated images. The predic-
tor, trained with human ratings from the Aesthetic
Visual Analysis dataset (Murray et al., 2012), pre-
dicts the aesthetic scores for images on a scale
from 1 to 10.

6. Results and Discussion

In this section, we explore the implications of our
findings and discuss how they align with our hy-
potheses.

• H1 GPT-4 optimised text-to-image prompts
will have higher imageability and concreteness
scores compared to the original sentences

Our results support our first hypothesis, as im-
ageability and concreteness scores were signifi-
cantly higher in the optimised prompts. Image-
ability results from a one-tailed independent sam-
ple t-test revealed that GPT-4 optimised prompts
(M = 365.90, SD = 36.42) scored significantly
higher in imageability compared to original sen-
tences (M = 348.65, SD = 35.0), t(358) = 4.576,
p < .001, Cohen’s d = 0.482 (shown in Figure 3).
This demonstrates that GPT-4 optimised prompts
are significantly more imageable than original sen-
tences, with a moderate effect size.

Figure 3: Comparison of imageability scores.

Concreteness results from a one-tailed indepen-
dent sample t-test showed that GPT-4 optimised
prompts (M = 2.75, SD = 0.30) were perceived to
have higher concreteness than original sentences

4https://github.com/
christophschuhmann/improved-aesthetic-predictor

(M = 2.65, SD = 0.31), t(358) = 3.129, p < .001,
Cohen’s d = 0.330. This indicates a significant
difference in concreteness, favouring GPT-4 opti-
mised prompts over original sentences, with a small
to moderate effect size (shown in Figure 4).

Figure 4: Comparison of concreteness scores.

• H2 Text-to-image outputs of the GPT-4 opti-
mised prompts will have a higher predicted
aesthetic scores than the outputs using the
original sentences as prompts

Our results support our second hypothesis, as pre-
dicted aesthetic scores were significantly higher
in the optimised prompts. We evaluated our pre-
dicted aesthetics results from a one-tailed indepen-
dent sample t-test indicated that GPT-4 optimised
prompts (M = 6.29, SD = 0.42) were rated signifi-
cantly higher in predicted aesthetics than original
sentences (M = 6.07, SD = 0.45), t(358) = 4.593,
p < .001, Cohen’s d = 0.484. This supports our
hypothesis, suggesting a moderate effect size and
a significant difference in predicted aesthetics in
favour of GPT-4 optimised prompts (shown in Fig-
ure 5).

Figure 5: Comparison of predicted aesthetic
scores.

• H3 The higher the imageability and concrete-
ness scores of a prompt, the higher the aes-
thetic score of the text-to-image output.

https://github.com/christophschuhmann/improved-aesthetic-predictor
https://github.com/christophschuhmann/improved-aesthetic-predictor
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Our findings do not support our third hypothe-
sis. Our examination of the relationship between
concreteness, imageability and aesthetic scores
via Pearson’s correlation provided the following in-
sights:

• For concreteness and aesthetics, we found a
correlation of −0.127 with a p-value of 0.090,
suggesting a weak, negative relationship that
was not statistically significant.

• For imageability and aesthetics, we found a
correlation of −0.141 with a p-value of 0.058,
suggesting a weak, negative relationship that
approached but did not reach statistical signifi-
cance.

These results suggest a nuanced relationship
between the imageability and concreteness of
prompts and the predicted aesthetics of the gener-
ated images, meriting further investigation.

Furthermore, by qualitatively observing the re-
sults, we identified apparent differences between
the text-to-image outputs generated from optimised
prompts versus those from original sentences as
prompts (see Appendix B for examples). Optimised
prompts, through more descriptive language, con-
sistently resulted in images with vivid colours and
detailed compositions. In contrast, images from
original sentence prompts often appeared less vi-
brant and more generic.

The use of GPT-4 to optimise prompts ensures
the model more accurately understands the subject
or term, effectively improving the ambiguous lan-
guage found in some original sentences. This led to
a noticeable enhancement in the relevance and ac-
curacy of the generated images, addressing issues
such as misrepresentation of subjects or settings.
These qualitative observations underline that opti-
mised prompts facilitate more accurate and coher-
ent subject representation in text-to-image outputs
compared to original sentences as prompts.

7. Limitations and Future Work

Some of the limitations of our study include focus-
ing on only two generative AI models: GPT-4 and
Stable Diffusion XL. We did not extend our investi-
gation to other text-to-image models, like DALL-E
and Midjourney. Expanding evaluation to other text-
to-image models may be necessary, as each model
excels in specific areas (Lee et al., 2023). Further-
more, the text-to-image outputs from our study may
carry inherent biases, including social and gender
biases, as mentioned by Cho et al. (2023). This
highlights the need for careful consideration when
selecting AI-generated images. Our analysis of
text-to-image output was constrained by using a sin-
gle seed for generating images, limiting our output

diversity. Future studies could benefit from generat-
ing and evaluating multiple images using different
seeds. Tools like PickScore (Kirstain et al., 2023)
might be employed to identify the image preferred
by users automatically. It is crucial to acknowledge
that automated scoring models inherit biases based
on their training data. This holds particularly true for
subjective tasks such as aesthetics rating. There-
fore, biases may be present in the LAION-Aesthetic
predictor (Schuhmann et al., 2022), attributable to
the subjective nature of aesthetics rating.

Our analysis primarily evaluated optimised
prompts against original sentences based on their
imageability, concreteness, and predicted aesthetic
scores. However, we have yet to compare these AI-
generated prompts with user-created ones or fully
examine the impact of style modifiers on the AI-
generated images, which are known to significantly
improve subject coherence (Liu and Chilton, 2022;
Oppenlaender, 2023b). Furthermore, to fully grasp
the effectiveness of AI-generated images, conduct-
ing human evaluations is essential. Extending from
this preliminary study, our future work will inves-
tigate whether AI-generated images can improve
user engagement in a text labelling task.

8. Conclusion

Creating visual content for GWAPs for NLP can
be time-consuming and costly, undermining the
primary objective of these games. Our paper lever-
ages GPT-4, a large language model, to streamline
text-to-image prompt optimisation, introducing an
automated approach for generating contextually
relevant visual content for text labelling games.
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A. Appendix A. The set of in-context
learning instructions used

These are the set of in-context learning instructions
used for this study. We provided the model with
contextual information (document, sentence and
word) and a list of tasks to complete.

In-context learning instructions for GPT-4

1. Document: {document}
2. Sentence: {sentence}
3. Word: {word}
4. Task:

a. Identify the subject being referred to from the given word. The subject can be a character,
object, or concept, based on the context of the sentence in the document.

b. Describe the setting of the given subject. This should include the physical environment as
well as any relevant mood or temporal aspects.

c. Create a text-to-image prompt that best represents the identified subject and setting. The
prompt should be concise yet descriptive, capturing the essence of the sentence or keyword. It
should focus on visual elements while avoiding overly complex language. If the sentence is not
directly visual, suggest a symbolic or metaphorical representation. This prompt should be one
sentence long.
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B. Appendix B. Comparison of
text-to-image outputs based on

prompt types

A qualitative comparison of text-to-image outputs
based on prompt types shows how the model fails
to present the subjects coherently if the context
is not provided. For example, in the Athens doc-
ument, the optimised prompt, offering more de-
scriptive language, resulted in an image with vivid
colours and detailed composition featuring a histor-
ical landmark, unlike the original sentence prompt,
which produced a dull image of a generic street
with old buildings. GPT-4’s improvement of am-
biguous language is evident in the two following
examples. In the Lunre document, "he" mistak-
enly prompted an image of an animal instead of a
man. Additionally, in The Time Machine document,
the model incorrectly associated "saddle" with a
horse rather than a time machine due to lack of
context. Another issue observed with some origi-
nal sentence prompts was the misrepresentation
of subjects’ settings. For instance, in the Single-Bit
Error document, the text-to-image model did not
accurately depict the intended church setting.
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