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Abstract

Document-level information extraction (doc-
IE) plays a pivotal role in the realm of nat-
ural language processing (NLP). This paper
embarks on a comprehensive review and dis-
cussion of contemporary literature related to
doc-IE. In addition, we conduct a thorough er-
ror analysis using state-of-the-art algorithms,
shedding light on their limitations and remain-
ing challenges for tackling the task of doc-IE.
Our findings demonstrate that issues like entity
coreference resolution and the lack of robust
reasoning significantly hinder the effectiveness
of document-level information extraction (doc-
IE). Additionally, we uncover new challenges,
including labeling noise and relation transitiv-
ity. The overarching objective of this survey
paper is to provide valuable insights that can
empower NLP researchers to further advance
the performance of doc-IE.

1 Introduction

Natural language processing (NLP) triggers the
present wave of artificial intelligence (Dosovitskiy
et al., 2021; Liu et al., 2021; Zhang et al., 2021a;
Zhang and Eskandarian, 2022). Information Ex-
traction (IE) plays a vital role in all aspects of NLP
by extracting structured information from unstruc-
tured texts (Lin et al., 2020; Wang et al., 2022).
Document-level information extraction (doc-IE)
has achieved significant progress, benefiting from
the enormous data resources created by NLP re-
searchers and the rapidly growing computational
power resources (Yao et al., 2019; Xu et al., 2021b).
However, several challenges persist within the
realm of doc-IE research, such as entity corefer-
ence resolution, reasoning across long-span con-
texts, and lack of commonsense reasoning as shown
in Figure 1. Furthermore, current doc-IE research
predominantly focuses on restricted domains and
languages (Zheng et al., 2019a; Yang et al., 2018;
Tong et al., 2022; Li et al., 2021), which poses dif-
ficulties in fairly conducting model comparisons
and hampers the generalizability of findings.

To gain a profound understanding of the cur-
rent literature on doc-IE, we conduct a compre-
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hensive survey of recent models and datasets for
document-level relation extraction (doc-RE) and
document-level event extraction (doc-EE), focus-
ing on those published in top NLP conferences
such as ACL, EMNLP, and so on. These works
span various languages and domains, providing a
broad overview of advancements in the field. We
also thoroughly analyze the errors of several state-
of-the-art approaches and summarize several key
remaining challenges and future research directions
of doc-IE. The contributions of this survey paper
include:

* To the best of our knowledge, we are the first
to systematically review the literature on doc-
IE, including both doc-EE and doc-RE.

* We conduct a thorough error analysis with
the current state-of-the-art (SOTA) algorithms
for doc-EE and doc-RE, and summarize sev-
eral key remaining challenges that serve as a
foundation for future advancements in doc-1E
research and encourage researchers to further
innovate and improve upon the various exist-
ing methodologies.

2 Task Definition

Event Extraction Event extraction (Grishman,
1997; Chinchor and Marsh, 1998; Ahn, 2006) is
a task to identify and classify event triggers and
relevant participants from natural language text.
Formally, given a document consisting of a set
of sentences where each sentence consists of a
sequence of words, the objective of this task is
to identify and extract the following components
from a given document: Event Mention, which
refers to the phrases or sentences denoting an event;
Event Trigger, typically in the form of a verb that
signals the occurrence of an event; Event Type,
indicating the predefined type of event specified
by the dataset, such as Conflict-Attack; Argument
Mention, comprising entity mentions that provide
additional details on the event, such as who, what,
when, where, and how the event occurred; and fi-
nally, Argument Role, representing the role or
type of argument associated with the entity.
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Document : wiki_drone_strikes_0_news_1

[S6]: That figure does not include [deaths] in active battlefields including
where - air [attacks] have shot up since Obama withdrew the majority of hi

the end of 2014 . The country has since come under frequent B8 [bombardment] , in an
unreported war that saw 1, 337 weapons dropped last year alone — a 40 % rise on 2015.

Document : Skai TV

[S1]: Skai TV <ORG> is a Greek <LOC> free - to - air television network based in Piraeus <LOC>.

. Event: Detonate Explode Argument Role
Afghanistal Role Argument Target
ops at Attacker Us Place
Target country
Explosive Device weapons Explosive Device
Doc-EE task example (WikiEvents)
Relation

[S3]: It was relaunched in its present form on 1st of April 2006 <TIME> in the Athens <LOC>

metropolitan area , and gradually spread its coverage nationwide.

Athens <LOC> & Greece <LOC> : country
Evidence: [S1, S3, S5]

[S5]: Skai TV <ORG> is also a member of Digea <ORG> , a consortium of private television

networks introducing digital terrestrial transmission in Greece <LOC>.

Doc-RE task example (DocRED)
Figure 1: Examples of Document-Level Event Extraction (doc-EE) and Relation Extraction (doc-RE).

Relation Extraction Given a document D with
a set of sentences, we assume that D also con-
tains a set of entities V' = {e;}Y,, which refer
to units such as People, Geographic Entity, Loca-
tion, Organization, Date, and Number. For each
entity e;, it might contain multiple entity mentions
e ={m;} jj‘il, while each Entity Mention refers
to a phrase within a text that identifies a specific
entity. For instance, “NYC” and “the big apple” are
both entity mentions for “New York City”. The doc-
RE task is to predict the relation types between an
entity pair (e;, €j); je{1,.. ,N},ij» Where e; stands
for the subject and e; denotes the object. It is pos-
sible for an entity pair to have multiple relations,
thereby rendering the task a multi-label classifica-
tion problem. Intra-sentence Relation describes
the relationship between entities within a single
sentence, and the features within are often referred
to as local features. Inter-sentence Relation refers
to the relationship between entities across multiple
sentences, and the features within are often referred
to as global features.

3 Datasets

Doc-EE Datasets Existing doc-EE datasets are
mainly collected from the news and financial do-
main. News is a large-scale accessible source of
events like social emergencies and human life in-
cidents, thus many datasets are created focusing
on news events. Meanwhile, exploding volumes
of digital financial documents, as a byproduct of
continuous economic growth, have been created.
Many datasets are created to help extract valuable
structured information to detect financial risks or
profitable opportunities. Statistics of the datasets
for doc-EE are summarized in Table 1.

For news domain, ACE-2005' is a sentence-

"https://catalog.ldc.upenn.edu/LDC2006T06
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level event extraction (SEE) (Wang et al., 2022,
2023d) dataset but has been frequently used for
evaluation in doc-EE. Unlike ACE-2005 which
contains 5 groups of events covering justice, life,
business events, etc, MUC-4 (muc, 1992) focuses
on one specific event type, attack events, contain-
ing 1,700 human-annotated news reports of ter-
rorist attacks in Latin America collected by Fed-
eral Broadcast Information Services. MUC-4 in-
cludes six fine-grained incident types: attack, kid-
napping, bombing, arson, robbery, and forced
work stoppage, and four argument roles, includ-
ing individual perpetrator, organization perpetra-
tor, physical target, and human target. Roles
Across Multiple Sentences (RAMS) (Ebner et al.,
2020) is a crowd-sourced dataset with 9,124 event
annotations on news articles from Reddit follow-
ing the AIDA ontology?. WikiEvents (Li et al.,
2021) follows the RAMS ontology containing 67
event types in a three-level hierarchy. Researchers
used the BRAT interface for online annotation
of event mentions (triggers and arguments) and
event coreference separately. CMINEE (Zhu et al.,
2024a) is a large-scale, open-source Chinese Mil-
itary News Event Extraction dataset derived from
the sentence-level military event detection dataset
MNEE(Huang et al., 2022) and is manually an-
notated by human experts. DocEE (Tong et al.,
2022) is the largest Doc-EE dataset to date. Do-
cEE uses historical events and timeline events from
Wikipedia as the candidate source to define 59
event types and 356 event argument roles. This
dataset includes 27,485 document-level events and
180,528 event arguments that are manually labeled
by humans.

For the financial domain, ChFinAnn (Zheng
et al., 2019b) contains official disclosures such as

Zhttps://aida.kmi.open.ac.uk/
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Dataset #Docs #Events #Eventtypes # Roles # Arguments Ratio
ACE-2005' 599 4,202 33 35 9,590 -
MUC-4 (muc, 1992) 1,700 1,514 4 5 2,641 13:2:2
RAMS (Ebner et al., 2020) 9,124 8,823 139 65 21,237 8:1:1
WikiEvents (Li et al., 2021) 246 3,951 67 59 5,536 10:1:1
DocEE (Tong et al., 2022) 27,485 27,485 59 356 180,520 -
CMNEE (Zhu et al., 2024a) 17,000 29,223 8 11 93,708 12:2:3
ChFinAnn (Zheng et al., 2019b) 32,040 47,824 5 35 289,871 8:1:1
DCFEE (Yang et al., 2018) 2,976 3,044 4 35 - 8:1:1
DuEE-Fin (Zheng et al., 2019b) 11,699 15,850 13 92 81,632 6:1:3

Table 1: Statistics of Doc-EE datasets. Ratio denotes training split ratio.

annual reports and earnings estimates, obtained
from the Chinese Financial Announcement (CFA).
The dataset has five event types: Equity Freeze,
Equity Repurchase, Equity Underweight, Equity
Overweight and Equity Pledge, with 35 different
argument roles in total. In contrast to Doc-EE
with one event in each document, 29.0% of the
documents in ChFinAnn contain multiple events.
DCFEE (Yang et al., 2018) comes from companies’
official finance announcements and focuses on four
event types: Equity Freeze, Equity Pledge, Equity
Repurchase, and Equity Overweight. Data labeling
was done through distant supervision. DuEE-Fin
(Zheng et al., 2019b) is the largest human-labeled
Chinese financial dataset. It is collected from real-
world Chinese financial news and annotated with
13 event types. 29.2% of the documents contain
multiple events and 16.8% of events consist of mul-
tiple arguments.

Several doc-RE datasets are from the biomed-
ical domain. Drug-gene-mutation (DGM) (Jia
et al., 2019) contains 4,606 PubMed articles, which
are automatically labeled via distant supervision.
DGM annotations include three entity types: drugs,
genes, and mutations, and three relation types, in-
cluding drug-gene-mutation, drug-mutation, and
gene-mutation relations. GDA (Wu et al., 2019)
gene-disease association corpus contains 30,192
titles and abstracts from PubMed articles that have
been automatically labeled for genes, diseases, and
gene-disease associations via distant supervision.
CDR (Luan et al., 2018) is manually annotated
for chemicals, diseases, and chemical-induced dis-
ease (CID) relations by domain experts. It con-
tains the titles and abstracts of 1,500 PubMed arti-
cles and is split into training, validation, and test
sets equally. BioRED (Luo et al., 2022) builds on
previous biomedical datasets by including entity
types such as gene/protein, disease, and chemical,
along with gene-disease and chemical-chemical
relations.
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Additionally, doc-RE has been explored in other
domains or languages. DocRED (Yao et al., 2019)
is a human-annotated Doc-RE dataset, that includes
132,375 entities and 56,354 relational facts anno-
tated on 5,053 Wikipedia documents. Doc-RED is
generated by mapping Wikidata triples, originating
from a comprehensive knowledge base closely in-
tertwined with Wikipedia, onto complete English
Wikipedia documents to get entity annotations. RE-
DocRED (Tan et al., 2022b) refines 4,053 docu-
ments in the DocRED dataset targeting on resolv-
ing the problem of false negative samples. RE-
DocRED increased the relation triples from 50,503
to 120,664 and decreased the no_relation samples
by 3.1% by adding the missing relation triples back
to the original DocRED. Moreover, DocRED-FE
(Wang et al., 2023b) focus on fine-grained entity
types; DocRED-IE (Bouziani et al., 2024) expands
with five additional subtasks: Mention Detection,
Entity Typing, Entity Disambiguation, Coreference
Resolution, and their combinations, Named En-
tity Recognition (NER) and Entity Linking as in
DWIE (Zaporojets et al., 2021). KnowledgeNet
(Mesquita et al., 2019) offers links to a reference
knowledge base (KB) for entity and relation anno-
tations. SciREX (Jain et al., 2020) is a document-
level relation extraction dataset that contains mul-
tiple IE tasks, such as Binary and N-ary relation
classification. It consists of both automatic and
human-annotated articles in the field of computer
science. HacRED (Cheng et al., 2021) is a Chi-
nese Doc-RE dataset collected from CN-DBpedia
(Xu et al., 2017) that focuses on hard cases, such
as long text and long distance between argument
pairs, containing distractors or multiple homoge-
neous entity mentions. Statistics of the datasets for
doc-RE are summarized in Table 2.

4 Methods

The fundamental challenge in doc-EE and doc-RE
is to express document content in a concise and



Dataset Annotation # Types #Facts Y% Inter-rel #Train #Dev #Test
DGM (Jia et al., 2019) Distant Supervision 3 - 64.5% 32,040 - -
CDR (Luan et al., 2018) Human-annotated 1 - 29.8% 1,500 500 500
GDA (Wu et al., 2019) Distant Supervision 1 - 15.6% 30,192 5,839 1,000
BioRED (Luo et al., 2022) Combined 2 - - 4,178 1,162 1,163
KnowledgeNet (Mesquita et al., 2019)  Human-annotated 15 13,000 - - - -
DocRED (Yao et al., 2019) Distant Supervision 96 50,345 12.5% 3,053 1,000 1,000
Re-DocRED (Tan et al., 2022b) Combined 96 120,664 12.5% 3,053 500 500
DocRED-FE (Wang et al., 2023b) Combined 96 32,366 - 2,596 1,000 -
DocRED-IE (Bouziani et al., 2024) Automated 96 37,486 - 3,008 300 700
SciREX (Jain et al., 2020) Human-annotated 2 - 99.0% 438 131 131
HacRED (Cheng et al., 2021) Combined 26 65,225 25.4% 9,231 1,500 1,500
DWIE (Zaporojets et al., 2021) Distant Supervision 65 21,749 - 700 - 100

Table 2: Statistics of Doc-RE datasets.

Task Main Category Sub Category Approaches
Multi-granularity-based ~ Sentence— Paragraph— Document  Yang et al. (2018), Huang and Jia (2021), Wang et al. (2023a)
Zheng et al. (2019b), Xu et al. (2021d), Zhu et al. (2022), Xu
Graph-based Heterogeneous graph et al. (2022), Zhang ot al. (2024)
Doc-EE Task-specific Attention\Transformer Yang et al. (2021), Liang et al. (2022), Liu et al. (2024)
Other Networks Huang and Peng (2021)
Generation-based - Li et al. (2021), Zeng et al. (2022), Huang et al. (2023)
Memory-based - Du et al. (2022), Cui et al. (2022)
LLM-based - Gatto et al. (2024), Zhou et al. (2024), Uddin et al. (2024)
Multi-granularity-based Sentence— Paragraph— Document — Tang et al. (2020)
Mention— Entity Jia et al. (2019)
Quirk and Poon (2017), Peng et al. (2017), Song et al. (2018),
Guo et al. (2019), Sahu et al. (2019), Christopoulou et al. (2019),
Heterogeneous graph Wang et al. (2020), Xu et al. (2021d), Zeng et al. (2020), Li et al.
Graph-based (2020), Zhang et al. (2020), Xu et al. (2023), Xu et al. (2021c¢),
Doc-RE Zhu et al. (2024b), Mao et al. (2024)
Homogeneous graph Nan et al. (2020)
Attention\Transformer Zhou et al. (2021), Tan et al. (2022a)
Task-specific .
Other Networks Xu et al. (2021a), Zhang et al. (2021b), Bouziani et al. (2024),

Wang et al. (2023c), Ma et al. (2023)

Evidence-based Path reasoning

Huang et al. (2021)

Evidence retrieval

Xie et al. (2022), Xiao et al. (2022)

Table 3: Typology of Doc-IE methods.

effective way such that key information is main-
tained. A typology of existing doc-EE and doc-RE
approaches categorized by model design is shown
in Table 3.

4.1 Doc-EE Approaches

Multi-granularity-based Models Multi-
granularity-based designs employ two strategies:
either addressing intermediate tasks using various
models or utilizing the same model in a hierarchi-
cally ordered manner to independently tackle each
subtask of information extraction, such as from
sentence level to document level. The standard
procedure involves concatenating features from
each level to complete the IE tasks. DCFEE (Yang
et al., 2018) first uses a sequence tagging model
to automatically extract sentence-level events,
and then proposes a key-event detection model
based on a convolutional neural network (CNN) to

61

predict document-level key event. SCDEE (Huang
and Jia, 2021) uses graph attention network (GAT)
to transform document-level features to event
communities in order to detect event types at
the sentence level. Wang et al. (2023a) collect
sentence-level and document-level embeddings
by various probing techniques to help probe event
mentions in documents. Multi-granularity-based
approaches improve the utilization of information
across different granularities and the aggregation
of global context, but they lose precision in
co-reference resolution and capturing long-span
dependencies.

Graph-based Models Graph-based models gen-
erally construct a graph with words, mentions, en-
tities, arguments, or sentences as nodes and define
different types of edges across the entire document,
further predicting the relations by reasoning on the
graph. Doc2EDAG (Zheng et al., 2019b) treats the



doc-EE task as an event table-filling task by gen-
erating an entity-based directed acyclic graph. It
decides which entity node to expand until the graph
is fully recovered. GIT (Xu et al., 2021d) propose
a heterogeneous graph to extract corresponding ar-
guments by expanding a constrained event type
tree while tracking and storing records in global
memory. PTPCG (Zhu et al., 2022) prune the com-
plete graph by deciding whether entity pairs retain
an edge based on semantic similarity between en-
tities. TSAR (Xu et al., 2022) prune the Abstract
Meaning Representation (AMR) graph with span
information and surrounding events, and treat event
argument extraction (EAE) as a link prediction task.
However, while dependency graphs contain rich
structural information, the pruning strategy may
not always preserve relevant details. GAM (Zhang
et al., 2024) builds a semantic mention graph cap-
turing co-existence, co-reference, and co-type re-
lations. Graph-based models enhance document
representation by allowing the model to learn in
an aggregated format, but they may struggle to
identify the same event across multiple events and
establish their relationships.

Generation-based Models Bart-Gen (Li et al.,
2021) ask a PLM to fill in the blank in the Doc-
EE templates. EA2E (Zeng et al., 2022) focuses
on event-aware argument extraction by labeling ar-
guments from nearby events in the document to
enhance context and extracting event iteratively
during generation. S2C (Huang et al., 2023) gen-
erates all possible arguments and predict the corre-
sponding event arguments in a simple to complex
order. A typical challenge that generation-based
approaches face is in identifying precise spans.

Memory-based Models Du et al. (2022) stores
gold-standard and previously generated events in
memory, allowing the decoder to dynamically re-
trieve event knowledge and decode arguments
based on event dependencies. HRE (Cui et al.,
2022) mimics human reading with a two-stage pro-
cess: rough reading detects event types, and elabo-
rate reading extracts complete event records with
arguments, updating memory with event type and
argument information. Memory-based models re-
quire additional storage capacity, which can be
challenging for large datasets, but they enable the
model to retain event and argument dependencies
effectively.

LLM-based Models LILM-based models lever-
age the extensive prior knowledge of large lan-
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guage models like LLAMA?2 (Touvron et al., 2023)
and GPT-4(OpenAl, 2024) for in-context learning.
Gatto et al. (2024) investigates two data augmen-
tation strategies for synthesizing document-level
EAE samples and utilizes LLMs for slot-filling
to address EAE tasks. Zhou et al. (2024) intro-
duces the Link-of-Analogy Prompting technique,
which guides LLMs in generating analogies to facil-
itate retrieval, mapping, and evaluation processes
in a cross-event context. Uddin et al. (2024) pro-
vides several question-generation strategies such as
prompting using GPT-4 to ask questions about the
arguments of an event and inputs those questions to
BART-based models for EAE. LLM-based models
don’t require additional training or fine-tuning, but
their limitations lie in their computational demands
and difficulty in tuning and optimizing prompts.

Models with task-specific designs Models with
task-specific designs mostly rely on attention-based
architectures or other NN-based (neural networks),
which replicate complex interactions among argu-
ments by implicitly capturing long-distance de-
pendencies. DE-PPN (Yang et al., 2021) uses
an encoder-decoder structure where the document
encoder captures document-aware sentence and
argument embeddings, while the decoder simul-
taneously decodes events, arguments, and roles.
ReDEE (Liang et al., 2022) is the first to use en-
tity relation information for doc-EE tasks, which
utilizes SSAN (Xu et al., 2021a) to extract relation
triples as input and calculates the attention between
entities and candidate arguments to gain depen-
dency. DEED (Huang and Peng, 2021) is an end-
to-end model that utilizes Deep Value Networks
(DVN), a structured prediction algorithm that ef-
fectively bridges the disparity between ground
truth and prediction. This model directly incor-
porates event trigger prediction into DVN, thereby
efficiently capturing cross-event dependencies for
document-level event extraction. DEEIA (Liu
et al., 2024) proposes a multi-event argument ex-
traction method using a dependency-guided encod-
ing module to enhance the correlation between
prompts and contexts, and an event-specific in-
formation aggregation module to provide event-
specific information for better contextual under-
standing. These task-oriented approaches effec-
tively capture long-span dependencies but may
overlook sentence-level information and often re-
quire long input lengths.



4.2 Doc-RE Approaches

Multi-granularity-based Models The first work
on doc-RE using a multi-granularity method is by
Jia et al. (2019), employing multiscale representa-
tion learning to aggregate mention representations
and ensemble sub-relations. The HIN (Hierarchi-
cal Inference Network) (Tang et al., 2020) uses
Bi-LSTMs at the token, sentence, and document
levels to extract features as sequences and weighs
the overall features with the attention mechanism
to obtain both local and global information.

Graph-based Models DISCREX (Quirk and
Poon, 2017) constructs a document graph with
word-based nodes and edges representing intra-
and inter-sentence level relations including depen-
dency, adjacency, and discourse relations. Peng
et al. (2017) contributes a Graph-LSTM model
with a Bi-LSTM to encode the document graph
to two directed acyclic graphs (DAG). Song et al.
(2018) compares bidirectional graph LSTM with
bidirectional DAG LSTM and concludes that the
former, which retains the original graph structure,
performs better. AGGCNs (Guo et al., 2019) pro-
poses an end-to-end graph convolutional network
(GCN) that encodes the entire graph using multi-
head self-attention to learn edge weights and uses
densely connected layers to extract global infor-
mation. Sahu et al. (2019) designates words as
individual nodes and establishes five types of edges
to represent inter- and intra-sentence dependency.
The model then uses an edge-oriented GCN to re-
tain aggregated node representations.

EoG (Christopoulou et al., 2019) is a pioneer-
ing graph-based model. It uses entities as nodes
and forms unique edge representations through the
paths between nodes to better capture the paired
relations. To predict relations between entity pairs,
EoG makes iterative inferences on the path between
the entities and aggregates every edge to a direct
entity-entity edge. Many papers adapted from EoG
can be divided into two main categories: homo-
geneous and heterogeneous graphs. LSR (Nan
et al., 2020) uses graph structure as a latent vari-
able to form a homogeneous graph. Unlike EoG
which uses a human-constructed graph, LSR learns
structured attention to refine the graph dynami-
cally and constructs latent structures based on the
previous refinement. For heterogeneous graphs,
different types of edges are defined, representing
unique features, functions, and even dual graphs.
GLRE (Wang et al., 2020) utilizes a multi-layer re-
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lational GCN to learn global entity representations
as queries in self-attention, while using sentence-
level information as keys to learn local entity rep-
resentations. HeterGSAN (Xu et al., 2021d) con-
structs a heterogeneous graph based on EoG and en-
codes it using a GAT. HeterGSAN improves the per-
formance of relation classification by reconstruct-
ing a dependency-based path between each pair of
entities. POR (Xu et al., 2023) builds upon Het-
erGSAN using a path-retrieving method on paired
entities to extract path features through an LSTM.

Dual graphs are normally used to capture hier-
archical information. GAIN (Zeng et al., 2020)
utilizes a heterogeneous mention-level graph to
model interactions between the document and all
mentions. GEDA (Li et al., 2020) optimizes en-
tity representations with two attention layers and a
heterogeneous GCN layer. DHG (Zhang et al.,
2020) propose a framework with two heteroge-
neous graphs: a structure modeling graph using
words and sentences as nodes to better capture doc-
ument structure information and a relation reason-
ing graph using mentions and entities as nodes to
perform multi-hop relation reasoning. DRN (Xu
et al., 2021c) passes encoded sentences and entities
as a heterogeneous graph to a multi-layer GCN and
meanwhile uses a self-attention mechanism to learn
better contextual document-level representations.

Models with task-specific designs Models with
task-specific designs focus on capturing contexts
and entity information through tailored designs
for document-level tasks, utilizing either adequate
neural network structures or novel loss functions.
SSAN (Xu et al., 2021a) integrates structural de-
pendencies within and throughout the encoding
stage of the network, not only enabling simultane-
ous context reasoning and structure reasoning but
also efficiently modeling these dependencies in all
network layers. ATLOP (Zhou et al., 2021) lever-
ages pre-trained attention weights for localized con-
text pooling and adopts an adaptive thresholding
loss (ATL) to ensure that each entity maintains the
same representation and balances the logits of pos-
itive and negative labels. DocuNet (Zhang et al.,
2021b) divides model construction into three parts
leveraging a u-shaped semantic segmentation net-
work to refine entity feature extraction. KD (Tan
et al., 2022a) calculates self-attention in the ver-
tical and horizontal directions of a paired entity
table as the axial attention to enhance entity pair
representations. The authors propose an adaptive



focal loss (AFL) where the logits of entity relations
are balanced with thresholds to address long-tailed
classes.

Path (Evidence)-based Models Path-based mod-
els construct evidence paths and make relational
decisions by reasoning on crucial information be-
tween entity pairs or sentences, instead of extract-
ing features from the complete document. THREE
(Huang et al., 2021) presents three kinds of paths
to find the supporting sentences: consecutive paths,
multi-hop paths, and default paths for entity pairs.
EIDER (Xie et al., 2022) defines “evidence sen-
tences”, as a minimal number of sentences needed
to predict the relations between certain pairs of
entities in a document. SAIS (Xiao et al., 2022)
utilizes two intermediary phases to obtain evidence
information: pooled evidence retrieval, which dis-
tinguishes entity pairs with and without support-
ing sentences, and fine-grained evidence retrieval,
which produces more interpretable evidence spe-
cific to each relation of an entity pair. Those ap-
proaches typically utilize supporting sentences to
serve as evidence from existing datasets such as
DocRED. The path-based approaches exhibit ex-
traordinary performance because they align human
perception and intuition in the doc-RE task, where
we read through the whole document and evaluate
sentences that are important for the task.

5 Discussion

To understand the limitations and remaining chal-
lenges of the current document-level IE approaches,
we evaluate three state-of-the-art Doc-RE meth-
ods, KD (Tan et al., 2022a), DRN (Xu et al.,
2021c), and SAIS (Xiao et al., 2022), on the
DocRED and Re-DocRED datasets.Similarly, we
also evaluate two state-of-the-art Doc-EE methods,
graph-based model TSAR (Xu et al., 2022) and
generative model EA2E (Zeng et al., 2022), on
the WikiEvents dataset, and another two Doc-EE
methods, graph-based model PTPCG (Zhu et al.,
2022) and task-specific model ReDEE (Liang et al.,
2022), on ChFinAnn dataset. For each work, we
randomly select 50 errors and examine the cause
of them. We finally conclude seven major types of
errors for document-level information extraction.
Figure 2, 3, 4 show the distribution of the seven
types of errors on each dataset and Table 4 show
several error examples.

Entity coreference resolution Document-level
texts contain a large number of recognized entities
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Figure 4: Doc-EE error distribution in WikiEvents

along with coreferential words such as them, he,
which, etc. Entity coreference resolution errors
happen when the model fails to resolve all mentions
in a document that refer to the same entity.

Reasoning error This type of error mainly re-
lates to multi-hop logical reasoning. Document-
level texts contain considerable amounts of infor-
mation, so models may fail to give correct logical
inferences based on the given information. Infer-
ring from multi-hop information requires a model
to have a high level of natural language understand-
ing ability.

Long-span Document contains multiple sen-
tences in a long span. This error happens when
the model fails to capture the full context of a doc-
ument or uses global information for inference.

Commonsense knowledge The error occurs
when models fail to correctly extract relations or
events or assume the wrong semantics due to a
lack of commonsense and background knowledge,
which humans are able to learn or understand in-
stinctively. Many datasets are specific to some do-
mains, and in the absence of relevant background
and domain-specific knowledge, models may inac-



Error Type Text GT Pred
ECR The game retains some common elements from previous Zelda<aisc> The Legend of Zelda N/A
installments, such as the presence of Gorons<pgr >, while introducing Kin-  <yisc>, Gorons <per> :
stones <prr> and other new gameplay features. characters
Multi-hop Parvathy . prr> married film actor Jayaram <pgr> who was her co-star  Jayaram<pgr>, Kalidas Ja- N/A
reasoning in many films on... She has two ~xuwm> children, Kalidas Jayaramprr>  yaram <pgr>: child
and Malavika Jayaram - pgr>.
Commonsense Olympic Gold <niscs is the official video game of the XXV Olympic XXV Olympic Summer N/A
Summer Games <i1scs, hosted by Barcelona <1.0c>, Spain <Loc> in  Games <wmisc> , Spain
1992 rivES. <LOC> . country
Over predic- The Link River 1,0c> is a short river connecting Upper Klamath Lake N/A Lake Ewauna <1,0c>, Ore-
tion <rLoc> to Lake Ewauna -10c> in the city of Klamath Falls <1.0c> in gon <roc> : located in the
the U.S.cLoc> state of Oregon <roc>. administrative territorial en-
tity
Learned prior Ngoako Ramatlhodi -pgr->, a senior member of the African National N/A African National Congress

Congress <orc> , was South Africa <1,0c> ’s Minister

<ORG>, South Africa
<LOC> . country

Relation tran-
sitivity

At the 2007 < ives> European Indoor Athletics Championships <aisc>
he won a silver medal in the 4 x 400 metres - nuMm> relay , with teammates
Ivan Buzolin <pgr> , Maksim Dyldin <pgr> and Artem Sergeyenkov

Artem Sergeyenkov < pER >,
European Indoor Athletics
Championships <misc> :

N/A

<PER>

participant of

Table 4: Examples of Doc-RE errors: the column of GT shows the ground truth event annotations while the column

of Pred shows the predicted event mentions.

curately reason or misinterpret information.

Relation transitivity error Documents tend to
have many entities appearing in the same sentence
or across sentences. Relation transitivity errors
occur when a model fails to correctly infer a rela-
tion between two entities based on their individual
relations with a third entity. Additionally, not all
relations are transitive, thus the model should cor-
rectly recognize when transitivity applies.

Over prediction error This error type refers to
the spurious error (as we presented in Table 4)
where there is no ground truth relation between two
entities but the model predicts a relation, and can be
caused by a number of reasons. For instance, when
using large pre-trained language models to encode
the documents, learned prior can cause models to
make overconfident predictions.

In addition to shared error types with Doc-RE,
we observe two more types of errors based on the
WikiEvents and ChFinAnn datasets.

Multi-events error In Doc-EE tasks, documents
contain multiple events that overlap or occur simul-
taneously, which requires the model to have suffi-
cient training or advanced techniques to learn the in-
herent complexity of multi-event documents. In an
event-trigger-annotated dataset such as WikiEvents,
the model can fail at assigning arguments to the
correct events or matching roles to arguments. In a
trigger-not-annotated dataset like ChFinAnn, event
detection errors may occur when models try to
identify and differentiate distinct events within the
document due to the complex contextual structure
of each event, as shown in the example of Figure 5.
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Span errors Models face span error types mainly
associated with previous tasks like entity recogni-
tion or caused by the different linguistic features
and complexities of datasets. For example, nominal
mention recognition and argument span mismatch
errors are common in many works, particularly in
generative methods.

Noisy data This issue comprises natural lan-
guage noises and labeling noises. Real-world doc-
uments contain noisy, unstructured, or poorly for-
matted content, causing difficulties in identifying
entities and extracting relations. See further discus-
sion in Section C of the Appendix.

6 Remaining Challenges

Current difficulties can be broadly categorized into
three areas: information spread out, multiple men-
tions and multiple entity pairs throughout the entire
document, some information must be deduced from
several sentences or transferred by other relations
in order to be discovered. The first two issues have
been addressed by existing approaches using at-
tention mechanisms and graph networks, though
multiple-step reasoning is less widely focused. Ex-
isting methods rely on LLMs to learn syntactic
features while neglecting the relation transitivity
between entity pairs and the evidence trace of rea-
soning. Progressively, more methods try to use
evidence sentences or evidence paths to infer com-
plicated relations. Models continue to struggle with
capturing commonsense and knowledge-based in-
formation as it is difficult to from the training data.
Previous works have tried adaptive losses for bal-
ancing the positive and negative examples to allevi-
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(English translation): Chengdu Santai Holding Group Co., Ltd. (Company)

Event: EquityOverweight
Role Evt1-pred Evt2-pred
LAT 8 ¥ | EquityHolder KiL KT
TradedShares Missing Missing
EndDate [2018%12H28H| Missing

received a notification on December 28, 2018, from

Ms. He Xiaojing, Ms. Song Huamei, and Mr. Zhu Guanghui, stating that they have all completed their share increase plans.
Based on their confidence in the company's continuous and steady development, and acknowledgment of the value of the
company's stock, Mr. Zhu Jiang, Ms. He Xiaojing, Ms. Song Huamei, and Mr. Zhu Guanghui (Increase Holders) plan to increase
their holdings of the company's shares through the Shenzhen Stock Exchange trading system within 6 months from July 5, 2018.
Specifically, Mr. Zhu Jiang intends to increase his holdings by 700,000 to 1,000,000 shares, while Ms. He Xiaojing, Ms. Song

Huamei, and Mr. Zhu Guanghui each plan to increase their holdings by

200.000 to 300,000 shares.

Figure 5: Multi-event error example in ChFinAnn: The colors in the sentence highlight the gold standard event
annotations ( Event_0, Event_1 , [Event_2 ). The predicted event mentions and arguments are shown in the table.
When predicting the arguments, e.g., EquityHolder role of Event_1 and Event_2, the model gets distracted by
Event_0 and predicts Zhu Jiang. | December 28, 2018 and | 200,000 are shared arguments of Event_1 and Event_2.

ate class imbalance problems. Existing works still
struggle with long-tailed, ambiguous, and compli-
cated classes, and have a hard time differentiating
similar classes. Dataset-wise, creating annotated
datasets for this task is time-consuming and expen-
sive, which limits the amount of data available for
training and evaluation. Domain-specific datasets
differ from general datasets but are necessary for
identifying relations that are specific to certain do-
mains, understanding domain-specific terminology,
and handling the high variability of language used
in different domains.

There are several promising future directions.
First, it is beneficial to incorporate entity corefer-
ence systems into doc-IE models, which we believe
will play an important role in resolving ECR and
multi-hop reasoning errors. Second, more investi-
gations are needed to design a model with multi-
hop reasoning capability. Finally, doc-EE and doc-
RE can be supplementary tasks to each other. The
information produced by these two tasks can pro-
vide a more complete picture of the information
given in the document.

7 Conclusion

We conducted a thorough error analysis of cur-
rent state-of-the-art algorithms, highlighting the
limitations of existing approaches and identifying
key challenges in document-level IE. Our analy-
sis revealed that issues such as entity coreference
resolution, insufficient reasoning capabilities, la-
beling noise, and relation transitivity significantly
impact the performance of current models, provid-
ing insights for future research. Despite notable
progress in the field, we conclude that persistent
challenges within both datasets and models hin-
der the development of robust and generalizable
solutions. Overcoming these obstacles will be es-
sential for advancing document-level IE models in
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the future.

Limitations

Due to the constraint that some state-of-the-art
models had not released their code at the time we
conducted the error analysis, we carefully selected
iconic models featuring key designs and unique
characteristics for evaluation. The current datasets
include only Chinese and English data in the news,
finance, biomedical, and Wikipedia domains; there-
fore, our analysis primarily focuses on studies us-
ing English and Chinese datasets within these do-
mains. Nevertheless, we believe that our conclu-
sions will generalize to other domains, languages,
and future datasets. The limitations identified in
this survey are expected to provide valuable in-
sights and may reflect similar challenges in unex-
plored areas.

This survey focuses exclusively on text-only
document-level information extraction (IE) due to
the lack of research and datasets available for multi-
modal document-level IE. However, the challenges
identified in this survey are expected to be critical
and may serve as motivation for future research
efforts in this area.
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A Evaluation Metrics

In document-level information extraction (IE), the
primary evaluation metrics are Precision (P), Recall
(R), and Macro-F1 score (Kowsari et al., 2019).
Additionally, for doc-RE, Ign F1 is also used as an
evaluation metric (Yao et al., 2019) which refers to
the F1 score that excludes relational facts shared
by the training and dev/test sets. This metric is
important for evaluating the generalizability of the
model, as it disregards triples that have already
been included in the annotated training dataset.

B Performance of Existing Methods

Performance of Doc-RE Existing Methods are
shown in Table 8, Table 5, and Table 6. Perfor-
mance of Doc-EE Existing Methods are shown in
Table 9 and Table 7.

Model F1
SAIS? 5. cry pr-SCiBERT (Xiao et al., 2022)  87.10
DocuNet-SciBERT-base (Zhang et al., 2021b) 85.30
Eider(Rule)-SciBERT-base (Xie et al., 2022) 84.54
ATLOP-SciBERT-base (Zhou et al., 2021) 83.90
SSAN-SciBERT (Xu et al., 2021a) 83.70
Table 5: Doc-RE GDA rank
Model F1
SAIS%E+CR+ET—SciBERT (Xiao et al., 2022)  79.00
DocuNet-SciBERT-base (Zhang et al., 2021b) 76.30
Eider(Rule)-SciBERT-base (Xie et al., 2022) 70.63
ATLOP-SciBERT-base (Zhou et al., 2021) 69.40
SSAN-SciBERT (Xu et al., 2021a) 68.70
Table 6: Doc-RE CDR rank

Model F1

ReDEE (Liang et al., 2022) 81.90

Git (Xu et al., 2021d) 80.30

PTPCG (Zhu et al., 2022) 79.40

SCDEE (Huang and Jia, 2021) 78.90

DE-PPN (Yang et al., 2021) 77.90

HRE (Cui et al., 2022) 76.80

Doc2EDAG (Zheng et al., 2019b)  76.30

Table 7: Doc-EE ChFinAnn rank

C Additional error analysis

Noisy data Natural language can be ambiguous
or vague, leading to uncertainty in model inference.
To overcome the limitations of the cost of creating
annotated datasets, researchers commonly apply
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Model F1 Ign-F1
KD-Rb-1 (Tan et al., 2022a) 67.28 65.24
SSAN-RoBERTa-large+Adaptation (Xu et al., 2021a)  65.92  63.78
SAIS-RoBERTa-large (Xiao et al., 2022) 65.11 63.44
Eider-RoBERTa-large (Xie et al., 2022) 64.79  62.85
DocuNet-RoBERTa-large (Zhang et al., 2021b) 64.55 6240
ATLOP-RoBERTa-large (Zhou et al., 2021) 63.40 61.39
Table 8: Doc-RE DocRED rank
Arg Identification Arg Classification
Model
Head F1  CorefF1 Head F1  Coref F1
TSARiarge (Xu et al., 2022) 76.62 75.52 69.70 68.79
EAZE (Zeng et al., 2022) 74.62 75.77 68.61 69.70
BART-Gen(Li et al., 2021) 71.75 72.29 64.57 65.11
OnelE(Li et al., 2021) 61.88 63.63 57.61 59.17
BERT-QA(Du and Cardie, 2020) 61.05 64.59 56.16 59.36

Table 9: Doc-EE WikiEvent rank

automatic labeling strategies like distant supervi-
sion to generate large-scale training data. However,
this leads to several minor problems due to noise
and bias: nested entities (i.e., some entities can
be embedded within other entities), false negative
labels (i.e., entity pairs not known to be related but
getting labeled as such in the dataset), and missing
ground truth labels.

Note that Doc-EE errors vary between ChFi-
nAnn and WikiEvents. There could be a number
of factors behind the different Doc-EE error distri-
bution between ChFinAnn and WikiEvents. One
crucial factor is the diversity in underlying statis-
tics between datasets due to their distinct domains
and languages. Compared to the news dataset
WikiEvents, the Chinese financial dataset ChFi-
nAnn requires less commonsense comprehension.
Each dataset contains unique linguistic features
and complexities. WikiEvents has annotated trig-
ger words, and arguments tend to be near the trigger
words, whereas ChFinAnn can have events spread
across the entire document and is more likely to in-
terfere with other events. Therefore, long-span and
multi-events are major error types in ChFinAnn.
Moreover, various model designs and approaches
usually aim to address specific challenges and opti-
mize performance on the respective dataset.
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