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Abstract

Language models (LMs) trained on web-scale
datasets are largely successful due to their abil-
ity to memorize large amounts of training data,
even if only present in a few examples. These
capabilities are often desirable in evaluation on
tasks such as question answering but raise ques-
tions about whether these models can exhibit
genuine reasoning or succeed only at mimick-
ing patterns from the training data. This distinc-
tion is particularly salient in forecasting tasks,
where the answer is not present in the train-
ing data, and the model must reason to make
logical deductions. We present Reasoning and
Tools for Forecasting (RTF), a framework of
reasoning-and-acting (ReAct) agents that can
dynamically retrieve updated information and
run numerical simulation with equipped tools.
We evaluate our model with questions from
competitive forecasting platforms and demon-
strate that our method is competitive with and
can outperform human predictions. This sug-
gests that LMs, with the right tools, can indeed
think and adapt like humans, offering valuable
insights for real-world decision-making.

1 Introduction

Forecasting is an essential tool today, playing a
critical role in government, corporate, and personal
decision-making. Weather forecasting provides es-
sential information for agriculture, natural disaster
preparedness for governments, and travel plans for
individuals. During the COVID-19 pandemic, lock-
down policies were largely determined by forecasts,
which were required to be sufficiently accurate due
to their global impact (Dubé et al., 2020).

Forecasting methodologies fall into two main
categories (Webby and O’Connor, 1996): statistical
and judgmental. Statistical forecasting leverages
time-series modeling and excels with abundant data
under stable conditions. Conversely, judgmental
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Figure 1: RTF: High-level ReAct agent oversees low-
level agents, each equipped with distinct toolkits and
data/document stores to accomplish various tasks, in-
cluding Google API calling and Python simulation.

forecasting, which we refer to simply as “forecast-
ing,” typically relies on human expertise, integrat-
ing historical data, domain knowledge, and intu-
ition to make predictions, and is particularly useful
when data are sparse or conditions are volatile.

By nature, forecasting requires not only accu-
racy but also the ability to continuously adapt to
dynamic data streams. This is where traditional
LMs often struggle: timely data updates may cause
predictions to change considerably and past data to
be irrelevant.

2 Related Work

Information retrieval Reliable and accurate pre-
dictions are largely dependent on the information
available to the predictor. This is especially the
case of LMs, which are trained on data preced-
ing a knowledge cutoff and have been shown to
perform better with information retrieval (Shuster
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et al., 2021).
Language models model the likelihood

pθ(yi|x, y<i) for input sequences x and target
sequences y. Retrieval-augmented generation
(RAG) (Lewis et al., 2021) proposes augmenting
this approach with non-parametric memory, i.e.
retrieving the top-k text documents z via pη(z|x)
and conditioning the generator on the retrieved
passages, pθ(yi|x, z, y<i). In a forecasting context,
RAG enables us to search for relevant documents
z that may contain timely information about the
forecasting task x not present in the training data.

Prior approaches to LLM forecasting (Zou
et al., 2022a) propose using neural networks to
automate prediction in prediction markets. While
language models can be trained to improve their
performance on forecasting tasks, their accuracy re-
mains significantly below those of human experts.

Current methods aim to improve the accuracy
of LLM forecasting by fine-tuning and scratchpad
prompting (Nye et al., 2021; Halawi et al., 2024;
Yan et al., 2024) or ensembling (Bassamboo et al.,
2018; Schoenegger et al., 2024) to first approach
human-level forecasting. Concurrent work (Pratt
et al., 2024) benchmarks LLMs’ forecasting capa-
bilities using the GleanGen prediction market, an
internal tool at Google. However, this approach did
not accurately reflect real human crowd prediction
distributions, and it relied on PaLM2 (Anil et al.,
2023), which was suboptimal than GPT models.

We propose a zero-shot tool-usage LLM frame-
work without costly fine-tuning and laborious te-
dious scratchpad format prompting.

Ensembles Leveraging multiple LLM agents has
demonstrated strong performance on a variety of
tasks, and improve performance beyond that of a
single agent (Talebirad and Nadiri, 2023; Liu et al.,
2023). Recent work in tool learning has imple-
mented task planning and execution with separate
agents (Song et al., 2023; Shi et al., 2024). LLM
forecasting in particular has relied on the wisdom
of crowds effect, and has shown that taking ensem-
ble sizes up to 36 outperforms any individual fore-
casting agent (Bassamboo et al., 2018; Schoeneg-
ger et al., 2024).

We propose bridging this gap with a hierarchical
structure to facilitate cooperation between high-
level reasoning and low-level execution agents,
and demonstrate that a small ensemble suffices for
human-level performance.

3 Reasoning and Tools for Forecasting

Forecasting is a complex task solving environment,
for which we would like to leverage a frozen LM pθ
as reasoning. Successful forecasting agents rely on
the most up-to-date information, and accordingly
operate as agents that collect observations ot ∈ O
and take actions at ∈ A. The observation space O
is natural language, as collected from the prompt
itself or information on the internet. The agent’s
actions are distributed according to at ∼ π(at|ct),
where ct = (o1,a1, . . . ,ot−1,at−1) is the context
to the agent.

Our proposed approach π satisfies the following
criteria:

(i) It is simple, scalable, and time-invariant. As
we consider different datasets of forecasting
questions or language models at least as capa-
ble as the current state-of-the-art, we would
like our approach to work at least as well.

(ii) It can produce comprehensive responses
through zero-shot prompting from factual in-
formation, which can be used to reliably sup-
port decision-making in downstream scenar-
ios.

(iii) These responses should be consistent, i.e.
they should correctly synthesize the up-to-
date information the model collects.

(Yao et al., 2023) shows that CoT prompting,
even with in-context examples, can iteratively hal-
lucinate to produce incorrect responses on complex
tasks. CoT satisfies (i) but neither (ii) nor (iii). We
find that CoT’s lack of interaction with the environ-
ment (i.e. sole reliance on its training data) limits its
reasoning abilities and over-emphasizes irrelevant
information.

(Yao et al., 2023) proposes ReAct for this setting:
A = {search, lookup, finish}, and observations
ot from search and lookup are collected from
O ⊆ Wikipedia web API. The context is then aug-
mented a thought ât ∼ pθ(ât|ct) that composes in-
formation about the existing context. This method
has shown to significantly enhance the model’s abil-
ity to refine its responses continuously, reducing
the likelihood of erroneous outputs due to lacking
critical context information. Vanilla ReAct satisfies
(i); as part of our framework, we show that it can
additionally satisfy (ii) and (iii).
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Hierarchical planning We define π by an aggre-
gate of a collection of hierarchical ReAct agents
with tools for real-time data retrieval and simula-
tion, expanding π’s observations ot collected from
O ⊆ Google Search API and Python interpreter.

We propose hierarchical ReAct planning, where
a LM agent acts as a high-level planner for handling
abstract logic and forecasting principles based on
the outputs collected from the low-level agents (Fig-
ure 1). When LLMs handle API directly with in-
dividual agents, it can consume a large portion of
the context window. We delegate the reasoning
and API calling to specialized agents to enhances
efficiency, conserves tokens, and allows for more
complex operations. The high-level agent interacts
with the low-level agent by invoking it as a tool. We
wrap API tools with another ReAct agent to form
the low-level agent, which significantly increases
API call success rates due to its self-correction
mechanism (Yao et al., 2023). Both classes of
agents are implemented with GPT-4o backbones.

Ensemble Motivated by (Schoenegger et al.,
2024), we use GPT-4o as the sole backbone for our
method, and aggregate outputs from just 3 agents.
Despite our small ensemble, our approach of en-
sembling highly calibrated agents shows robust
performance (Section 4.2).

4 Experiments

4.1 Setup

Models and data (Jin et al., 2021; Zou et al.,
2022b) have proposed forecasting benchmarks to
assess models’ forecasting abilities, simulating
forecasting by leveraging that models are only
trained up to a cutoff date. However, these bench-
marks, consisting of questions that resolved in
2022, are now outdated for evaluating the perfor-
mance of models such as GPT-4o due to answer
leakage in training data (knowledge cutoff October
2023; see Appendix A.1).

We curated the dataset on April 15, 2024, when
we scraped the platform for questions resolving
within the next two weeks and corresponding hu-
man crowd predictions. We then filtered out vague
questions through an LLM with an filtering sys-
tem prompt, and ran every prediction method on
these questions, enabling a fair comparison be-
tween each method and the human crowd. A exam-
ple of a vague question filtered was "Is AP Chem-
istry harder than AP Physics 1?" since no objective

answer could be given (see Appendix D.1). To pre-
vent answer leakage from the Google API, we set
the search range to prior to this date.

None of our baselines have direct access to pre-
diction market data, and empirically we found that
this information was never scraped via Google
search. That is, the prediction given by the ensem-
ble of agents relies on only the agents themselves,
with no human crowd influence. (By contrast, if
deployed in the real world, this approach could ben-
efit from incorporating the current human crowd
performance as an input to the prediction due to
the wisdom-of-crowds effect. Indeed, we observe
in our experiments that human crowds are fairly
well-calibrated.) For the model details, we set the
high-level agent using GPT-4-0 with a temperature
of 0.1, and the low-level agent using GPT-4-0 with
a temperature of 0.

Performance metrics Our n forecasting ques-
tions have true outcomes oi ∈ {0, 1} and
probabilistic forecasts fi ∈ [0, 1]. We eval-
uate our forecasts using Brier scores (Brier,
1950), i.e. 1

n

∑n
i=1(fi − oi)

2, and accuracy, i.e.
1
n

∑n
i=1 1{1{fi > 0.5} = oi}.12 In case LMs

decline to give numerical answers, the question is
dropped over all methods when evaluating scores.

Table 1: Performance of different models with the same
prompt on forecasting questions. “Base LM” refers to
{GPT-4o, 4, 3.5, Llama 3}. “Acc” is accuracy, and “Std”
is ensemble standard deviation.

Method Brier ↓ Acc % ↑ Std ↓
Crowd 0.172 73.8

RTF Median of 3 0.169 72.4 0.092
RTF Mean of 3 0.170 73.9 0.092
RTF Sampled 0.180 71.6

Halawi et al. (2024) GPT-4o 0.177 68.7

GPT-4o 0.210 65.5
Base LM Mean 0.218 62.9 0.150
Base LM Median 0.228 61.3 0.150
Llama 3 0.256 56.2
GPT-3.5 0.261 53.5
GPT-4 0.265 54.8

Baselines In Table 1, we compare RTF ensemble
to multiple baselines: (a) crowd scores given by
the current traded values on Manifold Markets (see

1The optimal strategy to minimize Brier scores is to fore-
cast fi = P(oi = 1), so this scoring metric is unbiased. It is
typical to compare Brier scores to 0.25, which can be achieved
by fi = 0.5 for all i.

2Accuracy denotes whether fi and oi are on the same side
of 0.5.
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Appendix A.2), (b) scratchpad prompting, ensem-
ble, and fine-tuning (Halawi et al., 2024), and (c)
base models from different providers.

4.2 Results and Observations
Table 1 demonstrates that RTF significantly im-
proves over CoT and scratchpad with fine-tuning.
We also achieve comparable Brier score (0.169 vs.
0.172) and superior accuracy (73.9% vs. 73.8%)
compared to human predictors using the median
and mean of our ensemble, respectively.

We also demonstrate that ensembles for RTF
yield better performance than individual agents
(Brier 0.169 vs. 0.180). However, this is not the
case for base LMs (Brier 0.218 vs. 0.210 for GPT-
4o). Base LMs tend to produce higher-variance
outputs (standard deviation in ensemble size 4 of
0.150) compared to our better-calibrated ReAct
agents (standard deviation in ensemble size 3 of
0.092), which satisfied (iii) as defined in Section 3.

Ensembles only contribute to the final perfor-
mance if each ensemble member is already suffi-
ciently calibrated. Indeed, Brier scores given by
randomly sampling our ReAct ensemble outputs,
“React Sampled” in the table, achieved a score of
0.180, far better than was achieved by any of the
base methods (which, aside from GPT-4o, perform
worse than guessing 0.5 every time by Brier score).

Ablation study To demonstrate the effectiveness
of our introduced components, we conduct the ab-
lation study. We showed each component is neces-
sary for the fully functioning RTF framework.

• ReAct: RTF itself without adequate guidance
from ReAct struggles to properly use the tools
provided by our low-level agents, which leads
to misguided lines of reasoning that cascade
downstream. This is consistent with the obser-
vation (B) in (Yao et al., 2023), where ground-
edness and trustworthiness come at the cost
of higher reasoning error rates.

• Hierarchical Planning: Empirically, without
the cooperation of high- and low-level agents,
a single agent fails to call APIs and perform
necessary reasoning, as it exhausted available
tokens on API schemas. In our experiments,
the single-agent approach frequently encoun-
tered time-out errors or exceeded rate limits
when handling complex queries.

Qualitative analysis While the baselines system-
atically evaluate multiple considerations, they do

not consider interactions between these considera-
tions. Empirically, we find in our samples that the
prompting style we present is useful in generating
a wide variety of arguments and providing reason-
able estimates for how to weight each of those
arguments. On the other hand, we see that this
same prompt GPT-4o directly does this calibration
in a sequential manner to update its final estimate,
which may result in over- or under-estimate based
on the recency of its considerations. In general, we
find that RTF yield human-like reasoning trajecto-
ries, showing the robustness of interactive decision
making, supporting goal (ii) from Section 3 (see
Appendix D).

Calibration index In Table 2, we evaluate our
methods by calibration index, which compares
binned forecast probabilities to observed outcomes.
A well-calibrated model means that if a forecast
predicts an event with a certain probability, the
event should occur approximately that fraction of
the time over many predictions.

We calculate the calibration index as

CI = 1
N

∑K
k=1Nk(fk − ok)

2,

where N is the total number of forecasts, Nk is
the number of forecasts in bin k, fk is the mean
forecast probability in bin k, and ok is the observed
probability with which events occur in bin k. We
select bins as the K-quantiles of the forecasts.

Comparing GPT-4o and React Mean, we see a
significant decrease in calibration index (0.0194 vs.
0.0129), which shows that ensembling with ReAct
not only increases forecasting accuracy, but also
more accurately measures the specific magnitudes
with which events occur.

Table 2: Calibration index with K = 5

Method Calibration Index ↓
Crowd 0.0101

ReAct Mean 0.0129
ReAct Median 0.0137
ReAct 0.0164
GPT-4o 0.0194
GPT-4 0.0290
GPT-3.5 0.0298
Llama 3 0.0301

5 Conclusion

We present Reasoning and Tools for Forecasting,
a framework to leverage LMs’ reasoning capabil-
ities by interacting with the latest information. It
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is competitive with the predictive capabilities of
human forecasters on forecasting platforms. The
RTF synthesizes information through a structured
decision-making process, ensuring that the predic-
tions are both current and relevant. Additionally,
while previous work has shown that ensembling
can improve prediction accuracy, a carefully cal-
ibrated smaller set of models is often more cost-
effective than larger ensembles.

By advancing LMs’ abilities to reason and dy-
namically interact with new data, RTF offers a ro-
bust tool for real-world decision-making for tasks
like forecasting.

Limitations The evaluation dataset is based on
prediction market data and popular questions rather
than domain-specific questions. This facilitates a
comparison with crowd prediction performance,
but may not fully capture the nuances of more spe-
cialized domains. In addition, our work focused on
predicting binary rather than numerical outcomes.

Acknowledgments We appreciate the inspiration
from Prof. Jacob Steinhardt’s amazing forecasting
class at UC Berkeley. We thank OpenAI for grant-
ing API credits.

References
Rohan Anil, Andrew M. Dai, and Orhan Firat. 2023.

Palm 2 technical report. Preprint, arXiv:2305.10403.

Achal Bassamboo, Ruomeng Cui, and Antonio Moreno.
2018. Wisdom of crowds: Forecasting using predic-
tion markets. In Technical Report. Working paper,
Kellogg School of Management, Northwestern Uni-
versity.

Glenn W Brier. 1950. Verification of forecasts ex-
pressed in terms of probability. Monthly weather
review, 78(1):1–3.

Mirette Dubé, Alyshah Kaba, Theresa Cronin, Sue
Barnes, Tara Fuselli, and Vincent Grant. 2020.
COVID-19 pandemic preparation: using simulation
for systems-based learning to prepare the largest
healthcare workforce and system in Canada. Ad-
vances in Simulation, 5:22.

Danny Halawi, Fred Zhang, Chen Yueh-Han, and
Jacob Steinhardt. 2024. Approaching human-
level forecasting with language models. Preprint,
arXiv:2402.18563.

Woojeong Jin, Rahul Khanna, Suji Kim, Dong-Ho
Lee, Fred Morstatter, Aram Galstyan, and Xiang
Ren. 2021. Forecastqa: A question answering chal-
lenge for event forecasting with temporal text data.
Preprint, arXiv:2005.00792.

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio
Petroni, Vladimir Karpukhin, Naman Goyal, Hein-
rich Küttler, Mike Lewis, Wen tau Yih, Tim Rock-
täschel, Sebastian Riedel, and Douwe Kiela. 2021.
Retrieval-augmented generation for knowledge-
intensive nlp tasks. Preprint, arXiv:2005.11401.

Zijun Liu, Yanzhe Zhang, Peng Li, Yang Liu, and Diyi
Yang. 2023. Dynamic llm-agent network: An llm-
agent collaboration framework with agent team opti-
mization. Preprint, arXiv:2310.02170.

Manifold Markets. 2022. Maniswap.

Metaculus. 2023. Wisdom of the Crowd vs. the Best of
the Best of the Best.

Maxwell Nye, Anders Johan Andreassen, Guy Gur-Ari,
Henryk Michalewski, Jacob Austin, David Bieber,
David Dohan, Aitor Lewkowycz, Maarten Bosma,
David Luan, et al. 2021. Show your work: Scratch-
pads for intermediate computation with language
models. arXiv preprint arXiv:2112.00114.

Sarah Pratt, Seth Blumberg, Pietro Kreitlon Carolino,
and Meredith Ringel Morris. 2024. Can lan-
guage models use forecasting strategies? Preprint,
arXiv:2406.04446.

Philipp Schoenegger, Indre Tuminauskaite, Peter S.
Park, and Philip E. Tetlock. 2024. Wisdom of
the silicon crowd: Llm ensemble prediction ca-
pabilities rival human crowd accuracy. Preprint,
arXiv:2402.19379.

Zhengliang Shi, Shen Gao, Xiuyi Chen, Yue Feng,
Lingyong Yan, Haibo Shi, Dawei Yin, Pengjie Ren,
Suzan Verberne, and Zhaochun Ren. 2024. Learning
to use tools via cooperative and interactive agents.
Preprint, arXiv:2403.03031.

Kurt Shuster, Spencer Poff, Moya Chen, Douwe Kiela,
and Jason Weston. 2021. Retrieval augmentation
reduces hallucination in conversation. Preprint,
arXiv:2104.07567.

Yifan Song, Weimin Xiong, Dawei Zhu, Wenhao Wu,
Han Qian, Mingbo Song, Hailiang Huang, Cheng
Li, Ke Wang, Rong Yao, et al. 2023. Restgpt: Con-
necting large language models with real-world restful
apis. arXiv preprint arXiv:2306.06624.

Yashar Talebirad and Amirhossein Nadiri. 2023. Multi-
agent collaboration: Harnessing the power of intelli-
gent llm agents. Preprint, arXiv:2306.03314.

Richard Webby and Marcus O’Connor. 1996. Judge-
mental and statistical time series forecasting: a re-
view of the literature. International Journal of Fore-
casting, 12(1):91–118. Probability Judgmental Fore-
casting.

Qi Yan, Raihan Seraj, Jiawei He, Lili Meng, and Tristan
Sylvain. 2024. Autocast++: Enhancing world event
prediction with zero-shot ranking-based context re-
trieval. Preprint, arXiv:2310.01880.

52

https://arxiv.org/abs/2305.10403
https://doi.org/10.1186/s41077-020-00138-w
https://doi.org/10.1186/s41077-020-00138-w
https://doi.org/10.1186/s41077-020-00138-w
https://arxiv.org/abs/2402.18563
https://arxiv.org/abs/2402.18563
https://arxiv.org/abs/2005.00792
https://arxiv.org/abs/2005.00792
https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2310.02170
https://arxiv.org/abs/2310.02170
https://arxiv.org/abs/2310.02170
https://manifoldmarkets.notion.site/Maniswap-ce406e1e897d417cbd491071ea8a0c39
https://www.metaculus.com/notebooks/15760/wisdom-of-the-crowd-vs-the-best-of-the-best-of-the-best/
https://www.metaculus.com/notebooks/15760/wisdom-of-the-crowd-vs-the-best-of-the-best-of-the-best/
https://arxiv.org/abs/2406.04446
https://arxiv.org/abs/2406.04446
https://arxiv.org/abs/2402.19379
https://arxiv.org/abs/2402.19379
https://arxiv.org/abs/2402.19379
https://arxiv.org/abs/2403.03031
https://arxiv.org/abs/2403.03031
https://arxiv.org/abs/2104.07567
https://arxiv.org/abs/2104.07567
https://arxiv.org/abs/2306.03314
https://arxiv.org/abs/2306.03314
https://arxiv.org/abs/2306.03314
https://doi.org/10.1016/0169-2070(95)00644-3
https://doi.org/10.1016/0169-2070(95)00644-3
https://doi.org/10.1016/0169-2070(95)00644-3
https://arxiv.org/abs/2310.01880
https://arxiv.org/abs/2310.01880
https://arxiv.org/abs/2310.01880


Shunyu Yao, Jeffrey Zhao, Dian Yu, Nan Du, Izhak
Shafran, Karthik Narasimhan, and Yuan Cao. 2023.
React: Synergizing reasoning and acting in language
models. Preprint, arXiv:2210.03629.

Andy Zou, Tristan Xiao, Ryan Jia, Joe Kwon, Mantas
Mazeika, Richard Li, Dawn Song, Jacob Steinhardt,
Owain Evans, and Dan Hendrycks. 2022a. Fore-
casting future world events with neural networks.
Preprint, arXiv:2206.15474.

Andy Zou, Tristan Xiao, Ryan Jia, Joe Kwon, Mantas
Mazeika, Richard Li, Dawn Song, Jacob Steinhardt,
Owain Evans, and Dan Hendrycks. 2022b. Fore-
casting future world events with neural networks.
Preprint, arXiv:2206.15474.

53

https://arxiv.org/abs/2210.03629
https://arxiv.org/abs/2210.03629
https://arxiv.org/abs/2206.15474
https://arxiv.org/abs/2206.15474
https://arxiv.org/abs/2206.15474
https://arxiv.org/abs/2206.15474


A Models and Knowledge Accuracy

A.1 Models

Table 3: Models we evaluated

Model Knowledge Cutoff Evaluation Cost

GPT-4o Oct 2023 $0.005/1K tokens
GPT-4-Turbo Apr 2023 $0.01/1K tokens
GPT-3.5-Turbo Sep 2021 $0.0005/1K tokens
Llama-3-7B Mar 2023 One GPU

We list the details of models we evaluated in
Table 3, where the cutoffs have been retrieved from
the model cards. For GPT models, we run them
via the OpenAI API. We host Llama-3-7B on a
single NVIDIA TITAN RTX 24GB via Ollama for
roughly 0.5 GPU-hours. All other approaches are
run through the OpenAI API, for roughly 1 hour per
naive baseline, 6 hours for our reproduction of (Ha-
lawi et al., 2024), and 2.5 hours for our proposed
method. For GPT models, we use temperature 0.5
for all the experiments.

(Halawi et al., 2024) finds that GPT-3.5 and GPT-
4 do not have leakage due to post-training. We
find that the same is true of GPT-4o and Llama-
3-7B: prompting with “Answer this question with-
out searching the web: Who was appointed to the
Governor-General of Australia in 2024?” yielded a
statement about its cutoff date, whereas the correct
answer was given when prompted for the answer
in 2019.

A.2 Crowd Predictions

On Manifold Markets, players make bets on the out-
come of various events where the prices of bets are
determined by a current aggregate of crowd predic-
tions, which are prices in [0, 1]. As bets are made,
the prices are adjusted by their automated market-
makers (Markets, 2022). As shown in (Metaculus,
2023), the crowd prediction is a strong baseline
and consistently outperform top forecaster in the
prediction market.

B Dataset

B.1 Questions

Our final dataset consisted of 201 questions from
Manifold Markets. These question were all re-
solved after April 15, 2024, which was the knowl-
edge cutoff date for our low-level agent supporting
the Google Search API. We include a subset of the
dataset for reference.

Table 4: 5 example questions from dataset

1. Will Congress pass bill banning Tiktok by April 30?
2. 2024-04-30: Will ETH close above $3700?
3. Will “Challengers” (2024) receive a CinemaScore of B+

or above?
4. Will >10 NYU student pro-Palestinian protesters be

arrested by the end of April?
5. Will Adeel Mangi be confirmed by the U.S. Senate before

May 1st?

From Manifold Markets, we initially filtered for
questions that resolve between April 16, 2024 and
May 15, 2024, inclusive. Then, to improve the
quality of our questions, we filtered the question
as described in Appendix D.1. Finally, after the
markets have resolved, we re-collect data using
the API to extract the answers and compute Brier
scores and accuracies. In the future, researchers
can use our questions data for forecasting using
LMs and information retrieval tools with cutoff
dates before April 15, 2024 (see Section 4.1).

B.2 Knowledge Evaluation by Category

Table 5: Category frequencies

Count Category

Economics & Business 68
Politics & Governance 34
Science & Tech 29
Arts & Recreation 29
Sports 16
Security & Defense 13
Healthcare & Biology 5
Environment & Energy 4
Social Sciences 3

Total 201

We show the diversity of our dataset in Table
5, with categories determined by GPT-3.5. Due
to the popularity of Economics & Business and
Politics & Governance questions on the forecasting
platform, we have higher proportions of data in
those categories.

C Forecasting Principles Guidance

Our system prompt requested that the output satisfy
elementary forecasting principles. Due to its length,
the full prompt will be released along with the
codebase and dataset. The forecasting principles
are as follows:

- You may find relevant time series data online. If the
data is recent, you can use zeroth-order or first-
order approximations (but for longer time horizons,
recall that these may break down due to saturation
effects).
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- Don’t ignore base rates for low-probability events that
haven’t happened, but rather attempt to estimate
those probabilities to inform your estimate.

- Attempt to approximate the same quantity in multiple
different ways. You are welcome to split your
reasoning into multiple sections, where in each
section you describe how you reached an estimate
independently. If your estimates in these sections
are very far off, reason through why the estimates
are so different, potentially update those estimates,
and theorize how confident you are in each estimate.
Then, combine those forecasts using a weighted or

trimmed mean or median.

- Some data can be modeled well using a common
distribution, e.g., normal, log-normal, power law,
or Poisson distribution (but this is by no means a
guarantee). If there’s a good reason to believe this
is the case, you should use information about those
distributions.

D Prompts and Workflows

Due to length, we have only included one full sam-
ple below. In general, we observe that RTF yields
more robust CoT-style outputs, whereas base LMs
use more linear reasoning that may result in out-
puts unnecessarily biased towards specific consid-
erations.

D.1 Question Filtering
By inspection, we observed that many questions on
forecasting markets like Manifold are overly spe-
cific or too vague. We filter these questions with
the following data wrangling prompt, which con-
tains a mix of flagged and unflagged examples. The
prompt aims to restrict the data to reasonably fore-
castable questions, and empirically in Section B
we see that the unflagged questions are suitably
diverse. The prompt was run with a temperature of
0.1.
I’m trying to assess the quality of an old forecasting dataset.

Here is a forecasting question from the dataset: {question}.

Please flag questions that (i) don’t sound like binary
forecasting questions or (ii) involve people you couldn’
t know about (e.g. any instance of "I" without further
qualification) by outputting "flag".

If it sounds like a reasonable question, output "ok".

Examples of strings that should be flagged:
"Will I finish my homework tonight?"
"Metaculus party 2023"
"Will Hell freeze over?"
"Will this video reach 100k views by the EOD?"
"Will Michael Huang’s first declared MIT major be Course 3 (

Material Science)?"
"When I flip a coin in 10 minutes, will it land on heads?"
"Will my prediction streak end (or will I lose a streak freeze

) while I touch grass this weekend?"
"Am I tied for 7th place on TST?"

Examples of strings that should not be flagged:
"Will Megan Markle and Prince Harry have a baby by the end of

the year?"
"Will the Brain Preservation Foundation’s Large Mammal

preservation prize be won by Feb 9th, 2017?"
"Will there be more novel new drugs approved by the FDA in

2016 than in 2015?"

Your response should take the following structure:

Insert thinking:
{{ insert your concise thoughts here }}
Classification:
{{ insert "flag" or "ok"}}

D.2 Sample Question

Will ETH close above $3700?
Background: None
Resolution criteria: None
Closure time: April 30, 2024

For reference, this prompt resolved as NO (0).

D.3 RTF Output

[Entering new AgentExecutor chain...]
To forecast the probability that ETH (Ethereum) will close

above $3700 on April 30, 2024, I’ll follow a structured
approach:

1. **Reference Classes and Base Rates**:
- Historical price trends of Ethereum.
- Historical performance of similar cryptocurrencies.
- General market conditions and trends in the

cryptocurrency market.

2. **Recent News and Distinctive Features**:
- Recent developments in Ethereum technology.
- Regulatory news affecting cryptocurrencies.
- Broader economic conditions impacting the cryptocurrency

market.

3. **Statistical Modeling**:
- Use historical price data to model potential future price

movements.
- Consider volatility and distribution patterns typical for

Ethereum.

### Step-by-Step Analysis

#### 1. Reference Classes and Base Rates
First, let’s look at the historical price data of Ethereum. We

want to understand how often Ethereum has closed above
$3700 in the past and under what conditions it has done
so.

Thought: Do I need to use a tool? Yes
Action: Google Search Snippets
Action Input: "historical price data of Ethereum"
To forecast the probability that ETH (Ethereum) will close

above $3700 on April 30, 2024, I’ll follow a structured
approach:

1. **Reference Classes and Base Rates**:
- Historical price trends of Ethereum.
- Historical performance of similar cryptocurrencies.
- General market conditions and trends in the

cryptocurrency market.

2. **Recent News and Distinctive Features**:
- Recent developments in Ethereum technology.
- Regulatory news affecting cryptocurrencies.
- Broader economic conditions impacting the cryptocurrency

market.

3. **Statistical Modeling**:
- Use historical price data to model potential future price

movements.
- Consider volatility and distribution patterns typical for

Ethereum.

### Step-by-Step Analysis

#### 1. Reference Classes and Base Rates
First, let’s look at the historical price data of Ethereum. We

want to understand how often Ethereum has closed above
$3700 in the past and under what conditions it has done
so.

Thought: Do I need to use a tool? Yes
Action: Google Search Snippets
Action Input: "historical price data of Ethereum"
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Ethereum Price History. Daily. Weekly. Monthly. 3/28 ...
Historical Data. Frequently Asked Questions (FAQs) ...
What Does Ethereum’s Market Cap History Reveal About...
Jan 8, 2023 ... Price history of ETH: On August 7, 2015,
the first Ethereum transaction was carried out using

the transaction hash of block 46147. Since its...
Ethereum’s (ETH) highest price in late 2021 was much
higher than any other price seen in a chart that looks
at the previous 5 years as well as 2023. Track the
latest Ethereum price, market cap, trading volume, news
and more with CoinGecko’s live ETH price chart and
popular... Features real-time (live) charts, ethereum
blockchain, news and videos. Learn about ETH, the
current hashrate, crypto trading and more. Dec 18, 2016
... There is no canonical ETH or BTC price, each
exchange has its own. Exchange may or may not collect
historical data, and granularity of such data... Sep 1,
2017 ... Ethereum price history API? I am working on a
personal project to develop graphs of the 7 day, 1 month,
3 month, etc. price history of ethereum. Jan 30, 2022

... ... ethereum-get ... ETH price as an integer on an
IoT device like the ESP8266 3 Read all historical price
data of a Chainlink price feed in... Mar 21, 2023 ...
Historical tick and granular OHLC price data for
Ethereum tokens based on DEX swaps. Low resolution (can
only get hourly or daily price data... Ethereum Price
History. Crypto prices are volatile in the sense that
they can explode to the upside or blow up your life
savings. Since its launch, ETH has made...]The search
results indicate that there are multiple sources for
historical Ethereum price data. For a thorough analysis,
we’ll need to pull specific historical data points. Let’

s proceed by gathering detailed historical price data
for Ethereum.

#### 1. Reference Classes and Base Rates (Continued)
To get a sense of the base rate, we need to know how often

Ethereum has closed above $3700 in the past and under
what conditions.

Thought: Do I need to use a tool? Yes
Action: Google Search Snippets
Action Input: "Ethereum historical price data 2021 2022 2023"
The search results indicate that there are multiple sources

for historical Ethereum price data. For a thorough
analysis, we’ll need to pull specific historical data
points. Let’s proceed by gathering detailed historical
price data for Ethereum.

#### 1. Reference Classes and Base Rates (Continued)
To get a sense of the base rate, we need to know how often

Ethereum has closed above $3700 in the past and under
what conditions.

Thought: Do I need to use a tool? Yes
Action: Google Search Snippets
Action Input: "Ethereum historical price data 2021 2022 2023"
Ethereum’s (ETH) highest price in late 2021 was much higher

than any other price seen in a chart that looks at the
previous 5 years as well as 2023. Jan 8, 2023 ...
Ethereum was first conceptualized in 2013. Ether (ETH)
is the native cryptocurrency of Ethereum. On November 9,
2021, Ethereum briefly attained... Frequently Asked

Questions (FAQs). How Has Ethereum’s Price History
Influenced the Cryptocurrency Market? Nov 18, 2022 ...
As one of the more innovative crypto projects, Ethereum
has seen a historic low of about 42 cents and a high of
about $4800 in November 2021... Jan 9, 2022 ... A friend
of mine recently asked me about finding historical open,
high, low, and close (OHLC) data for cryptocurrency

pairs. Jul 27, 2023 ... Source: https://coinmarketcap.
com/currencies/ethereum/historical-data/ ... Over the
past two years (July 9, 2021 to July 9, 2023) ... 2022,
when ETH... ETH Historical Price ; $3,747.13 minus $3
,875.64. $3,664.40 minus $3,959.28. $4,878.26 22.8%. Nov
10, 2021 (over 2 years). $0.433 869871.6%. Oct 20...

Historical annualised electricity consumption ... 2021
2022 2023 2024 0 40 80 120 160 200 240 280 ... The
electricity cost parameter plays a crucial role in...
2021 to 2023. Bitcoin took less than a month in 2021 to
smash its 2020 price record, surpassing $40,000 by Jan.
7, 2021. By mid-April, Bitcoin prices reached... May 29,
2023, 20.80, 20.97, 20.30, 20.59, 20.59, 228,295,637.

Related Tickers. BTC-USD Bitcoin USD. 68,466.40. -1.09%.
ETH-USD Ethereum USD. 3,843.49. -0.85%.]The search

results indicate that Ethereum reached its all-time high
in November 2021, with prices briefly surpassing $4800.

For a thorough analysis, we need to look at historical
data points from 2021, 2022, and 2023 to understand the
frequency and conditions under which Ethereum has closed
above $3700.

### Historical Price Data Analysis

#### 1. Reference Classes and Base Rates (Continued)
Let’s consider the following data points:
- **All-Time High (ATH)**: Ethereum reached an ATH of

approximately $4800 in November 2021.
- **2021**: Ethereum frequently traded above $3700 during the

latter part of the year, especially around its ATH.
- **2022**: The cryptocurrency market experienced significant

volatility, and Ethereum’s price dropped below $3700 for
a considerable period.

- **2023**: The price of Ethereum has been fluctuating, with
occasional spikes but generally trading below $3700.

Based on this historical data, we can establish a base rate
for Ethereum closing above $3700. However, we need to
adjust for recent trends and market conditions.

#### 2. Recent News and Distinctive Features
- **Technological Developments**: Ethereum’s transition to

Ethereum 2.0 and the implementation of Proof of Stake (
PoS) could influence its price positively.

- **Regulatory Environment**: Increased regulation of
cryptocurrencies could introduce uncertainty and affect
market sentiment.

- **Macroeconomic Conditions**: Broader economic factors, such
as inflation and interest rates, can impact investment

in cryptocurrencies.

#### 3. Statistical Modeling
To model Ethereum’s potential future price movements, we need

to consider its historical volatility and distribution
patterns. Cryptocurrencies often exhibit high volatility,
and their price movements can be modeled using

distributions like log-normal or power law.

### Combining Estimates
Let’s combine our estimates from different approaches:

1. **Base Rate Estimate**:
- During the peak of the 2021 bull market, Ethereum

frequently traded above $3700. Assuming a 30% chance
based on historical data.

2. **Recent Trends and News**:
- Positive technological developments and potential

regulatory impacts. Adjusting the base rate slightly
upwards to 35%.

3. **Statistical Modeling**:
- Considering the high volatility and potential for

significant price movements, we can use a log-normal
distribution to model future prices. However, without
precise modeling tools, we estimate a 40% chance based
on volatility patterns.

### Final Probability Estimate
Let’s combine these estimates using a weighted average

approach:
- Base Rate: 30%
- Recent Trends and News: 35%
- Statistical Modeling: 40%

Weighted Average Calculation:
\[
\text{Final Probability} = \frac{30\% + 35\% + 40\%}{3} = 35\%
\]

Thought: Do I need to use a tool? No
Final Answer: 0.35The search results indicate that Ethereum

reached its all-time high in November 2021, with prices
briefly surpassing $4800. For a thorough analysis, we
need to look at historical data points from 2021, 2022,
and 2023 to understand the frequency and conditions
under which Ethereum has closed above $3700.

### Historical Price Data Analysis

#### 1. Reference Classes and Base Rates (Continued)
Let’s consider the following data points:
- **All-Time High (ATH)**: Ethereum reached an ATH of

approximately $4800 in November 2021.
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- **2021**: Ethereum frequently traded above $3700 during the
latter part of the year, especially around its ATH.

- **2022**: The cryptocurrency market experienced significant
volatility, and Ethereum’s price dropped below $3700 for
a considerable period.

- **2023**: The price of Ethereum has been fluctuating, with
occasional spikes but generally trading below $3700.

Based on this historical data, we can establish a base rate
for Ethereum closing above $3700. However, we need to
adjust for recent trends and market conditions.

#### 2. Recent News and Distinctive Features
- **Technological Developments**: Ethereum’s transition to

Ethereum 2.0 and the implementation of Proof of Stake (
PoS) could influence its price positively.

- **Regulatory Environment**: Increased regulation of
cryptocurrencies could introduce uncertainty and affect
market sentiment.

- **Macroeconomic Conditions**: Broader economic factors, such
as inflation and interest rates, can impact investment

in cryptocurrencies.

#### 3. Statistical Modeling
To model Ethereum’s potential future price movements, we need

to consider its historical volatility and distribution
patterns. Cryptocurrencies often exhibit high volatility,
and their price movements can be modeled using

distributions like log-normal or power law.

### Combining Estimates
Let’s combine our estimates from different approaches:

1. **Base Rate Estimate**:
- During the peak of the 2021 bull market, Ethereum

frequently traded above $3700. Assuming a 30% chance
based on historical data.

2. **Recent Trends and News**:
- Positive technological developments and potential

regulatory impacts. Adjusting the base rate slightly
upwards to 35%.

3. **Statistical Modeling**:
- Considering the high volatility and potential for

significant price movements, we can use a log-normal
distribution to model future prices. However, without
precise modeling tools, we estimate a 40% chance based
on volatility patterns.

### Final Probability Estimate
Let’s combine these estimates using a weighted average

approach:
- Base Rate: 30%
- Recent Trends and News: 35%
- Statistical Modeling: 40%

Weighted Average Calculation:
\[
\text{Final Probability} = \frac{30\% + 35\% + 40\%}{3} = 35\%
\]

Thought: Do I need to use a tool? No
Final Answer: 0.35]

[Finished chain.]
prompt: 2024-04-30: Will ETH close above $3700?
response: 0.35, index: 6

D.4 GPT-4o Output

To forecast whether ETH (Ethereum) will close above $3700 by
April 30, 2024, we need to consider several factors,
including historical price data, market trends, and
current events that could influence the price. Let’s
break down the analysis step-by-step.

### Step 1: Historical Data and Base Rates

First, we need to look at the historical price data for ETH to
understand its past performance and volatility. We can

use this data to establish a base rate for how often ETH
has closed above $3700 in the past.

#### Historical Price Data

- ETH has been highly volatile, with significant price swings
over the past few years.

- ETH reached an all-time high of around $4800 in November
2021.

- Since then, the price has fluctuated, with periods of both
significant gains and losses. Let’s assume we have the
following historical data for ETH closing prices over
the past few years: - 2021: ETH closed above $3700 on
50 days.

- 2022: ETH closed above $3700 on 20 days.
- 2023 (up to October): ETH closed above $3700 on 10 days.

Given this data, we can calculate the base rate for ETH
closing above $3700.

#### Base Rate Calculation Total number of days in the dataset:
365 (2021) + 365 (2022) + 273 (2023 up to October) =

1003 days Total number of days ETH closed above $3700:
50 (2021) + 20 (2022) + 10 (2023) = 80 days Base rate =
80 / 1003 approximate to 0.08 (8%)

### Step 2: Current Market Trends and News

Next, we need to consider the current market trends and any
recent news that could impact the price of ETH.

#### Market Trends

- The cryptocurrency market has been experiencing increased
institutional interest and adoption.

- Regulatory developments could either positively or
negatively impact the market.

- Macroeconomic factors, such as inflation and interest rates,
could influence investor sentiment. #### Recent News -
Ethereum’s transition to a proof-of-stake (PoS)

consensus mechanism (Ethereum 2.0) could have a
significant impact on its price.

- Any major security breaches or technological advancements
could also affect the price. ### Step 3: Adjusting the
Base Rate Based on the current market trends and recent
news, we need to adjust our base rate. #### Positive

Factors
- Increased institutional interest and adoption could drive

the price higher.
- The successful implementation of Ethereum 2.0 could boost

investor confidence.

#### Negative Factors
- Regulatory crackdowns could negatively impact the price.
- Macroeconomic factors such as rising interest rates could

lead to reduced investment in riskier assets like
cryptocurrencies.

### Step 4: Combining Estimates

We can combine our base rate with adjustments for current
trends and news to arrive at a final probability
estimate.

#### Adjusted Probability

- Base rate: 8%
- Positive adjustment: +5% (for increased adoption and

Ethereum 2.0)
- Negative adjustment: -3% (for potential regulatory and

macroeconomic risks)
Final adjusted probability = 8% + 5% - 3% = 10%

### Step 5: Final Probability Estimate

After considering all factors, my best prediction for the
probability of ETH closing above $3700 by April 30, 2024,
is: **0.10 (10%)**

This estimate balances the historical base rate with current
market trends and potential risks, aiming to minimize
the Brier score by being well-calibrated and resolved.
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