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Abstract

Large language models (LLMs) have demon-
strated remarkable performance on a wide
range of natural language processing tasks, of-
ten matching or even outperforming state-of-
the-art task-specific models. They have the
potential to make a significant impact on fi-
nancial professions and to have profound influ-
ence on the finance industry. In this study, we
leverage mock exam questions of the Chartered
Financial Analyst (CFA) program to conduct
a comprehensive evaluation of ChatGPT and
GPT-4 in financial analysis, considering zero-
shot, chain-of-thought, and few-shot scenarios.
We present an in-depth analysis of the mod-
els’ performance and limitations, and estimate
whether they would have a chance at passing
the CFA exams. Finally, we outline insights
into potential strategies and improvements to
enhance the applicability of LLMs in finance.
In this perspective, we hope this work paves a
way for future studies to continue enhancing
LLMs for financial analysis.1

1 Introduction

Tracking the progress of the most advanced large
language models (LLMs) and their performance
on major financial professional certifications has
a profound impact on the financial industry. In
general, language models and natural language pro-
cessing (NLP) systems have played a pivotal role
in enhancing various services, such as customer re-
lations, financial question answering (Wang et al.,
2022), document understanding (Kim et al., 2022),
and report summarization (Abdaljalil and Bouamor,
2021). Despite these advancements, applying NLP
in finance poses unique challenges, such as the dis-
tinct nature of financial tasks, linguistic structures,

1The code used in this paper is available upon request to
any {first.last}@jpmchase.com among the authors.

†Equal contribution.
‡Work done while interning at J.P. Morgan AI Research.

and specialized terminology. As a result, the per-
formance of general NLP models often falls short
when applied to finance-related tasks — the spe-
cific challenges of financial reasoning problems
warrant further investigation.

LLMs have the potential to make a significant
impact on financial professions, and by extension
on professional qualifications such as the Chartered
Financial Analyst (CFA) Program.2 With more
than 190,000 charterholders across 160 markets
worldwide, the CFA Program is arguably the most
recognized certification in finance. Its exams are
known for their meticulous yet practical assessment
of financial expertise, making their resolution an
ideal use case to gauge the capabilities of LLMs in
handling complex financial analyses and reasoning.
A human being often spends years to learn the
required knowledge for the CFA examination.

Which of the following is most likely an assumption of technical
analysis?
A. Security markets are efficient
B. Market trends reflect irrational human behavior
C. Equity markets react quickly to inflection points in broad economy

(a) Level I sample question

Paris Rousseau, a wealth manager at a US-based investment manage-
ment firm, is meeting with a new client. The client has asked Rousseau
to make recommendations regarding his portfolio’s exposure to liquid
alternative investments [...]
[Table Evidence]
The AFFO per share for Autier REIT over the last 12-months is
closest to:
A. $6.80; B. $7.16; C. $8.43.

(b) Level II sample question

Figure 1: CFA example questions (source: CFA Insti-
tute); the question appears in bold, the multiple choices
in blue and italic, and the vignette/case description in
orange and italic.

In this paper, we rigorously assess the out-of-the-
box capabilities of LLMs in real-world financial
reasoning problems by conducting an evaluation

2https://www.cfainstitute.org/en/programs/cfa/
exam
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on mock exam questions of the CFA Program. Our
work focuses on two closed-source, non-domain
specific LLMs, ChatGPT and GPT-4, using various
popular prompting techniques. Although there are
other LLMs available, the top models in the GPT
series, e.g., GPT-4, do represent the state of the
art on most benchmarked and in-house tasks, and
are adequate to support the main conclusions of
this study. In summary, our contributions are as
follows:

• We conduct the first comprehensive evaluation
of state-of-the-art LLMs on CFA mock exams,
considering zero-shot, few-shot, and chain-of-
thought prompting scenarios. We demonstrate
that some of the models have a decent chance to
pass the tests.

• We present an in-depth analysis of the models’
performance and limitations in solving these fi-
nancial analysis and reasoning problems, includ-
ing investigations at different topics and levels of
the exams.

• We outline insights into potential strategies and
improvements to enhance the applicability of
LLMs in finance, suggesting new avenues for
research and development.

2 Related Work
LLMs and Finance. As highlighted in (Brown
et al., 2020; Wei et al., 2022), LLMs exhibit remark-
able generalization across diverse topics. However,
their application to finance, a domain demanding
intricate reasoning with specific concepts, mathe-
matical formulas, and visual aids, poses significant
challenges. Approaches like continued pre-training
(Araci, 2019; Wu et al., 2023), supervised fine-
tuning (Mosbach et al., 2023; Yang et al., 2023),
and retrieval augmented generation using external
knowledge (Lewis et al., 2020) have been proposed
to address these challenges. Notably, (Li et al.,
2023) has extensively benchmarked the out-of-the-
box capabilities of newer instruction-tuned LLMs
in finance.
Evaluation of LLMs on Exams. Various studies
have scrutinized LLMs in exams like the United
States medical licensing exam (Kung et al., 2023),
free-response clinical reasoning exams (Strong
et al., 2023), college-level scientific exams (Wang
et al., 2023), and the Bar exam (Katz et al., 2023).
Notably, (Wang et al., 2023) found LLMs lacking
in complex scientific reasoning, while (Bang et al.,
2023) demonstrated ChatGPT’s outperformance in

NLP tasks. Our paper contributes by evaluating
the financial reasoning abilities of ChatGPT and
GPT-4 (Li et al., 2023) on the CFA exams. Refer to
Appendix C for more detailed related work.

Level I Level II
Topic Calc. #Tab Len Calc. #Tab Len

Ethics 0.7% 0.01 125 0.0% 0.00 1013
Quant. Meth. 70.5% 0.26 131 27.8% 0.00 1256
Economics 50.6% 0.25 121 66.7% 2.00 1115
Fin. Reporting 57.7% 0.35 151 53.6% 2.79 1383
Corp. Issuers 59.3% 0.28 120 44.4% 1.67 930
Equity Invest. 52.5% 0.19 112 45.8% 1.00 1053
Fixed Income 43.0% 0.06 87 50.0% 1.45 779
Derivatives 20.7% 0.00 65 75.0% 2.00 816
Alter. Invest. 36.4% 0.06 85 66.7% 2.00 840
Port. Manage. 38.3% 0.18 110 56.3% 2.13 1077

Overall 42.4% 0.17 116 45.5% 1.47 1058

Table 1: Question characteristics by topic; percentage
of questions requiring calculation, average number of
table evidence per question, and average prompt length
(estimated using the tiktoken Python package).

3 The Chartered Financial Analyst Exam
and Data

The CFA Program, a three-part exam, assesses
investment tools, asset valuation, portfolio man-
agement, and wealth planning fundamentals. It is
pursued by individuals in finance, accounting, eco-
nomics, or business for roles in investment, risk,
and asset management upon successful completion.

The CFA Institute does not release official past
exams, so we use mock CFA exams written by CFA
Charterholders and based on past CFA Institute
assessments to conform to current testing formula
and level of difficulty.

Other than availability, evaluating a model on the
CFA Program poses another challenge in that the
level III questions are open-ended written response
questions, necessitating expensive human expert
grading. As such, in this work, we focus on levels
I and II and leaving Level III for future work.

Each exam level adheres to a specific format.
Level I has 180 multiple choice questions (MCQs)
on ten finance topics (Table 1). Level II includes 22
vignette-based item sets with 88 MCQs. Level III
combines vignette-supported essay questions and
MCQs. Example MCQs from the CFA Institute are
illustrated in Figure 1.

We collected a total of five Level I exams and
two Level II exams. In our experiments, we ensure
each topic is represented in a similar proportion
to the original CFA section (Figures 2 and 3 in
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Appendix A). Table 1 summarizes the statistics of
the exam questions we collected.

4 Experiment Setup

Prompting Paradigm. Our study examines the
following typical prompting methods:

• Zero-shot (ZS) prompting. Tracking the off-
the-shelf performance of generically trained AI
models such as ChatGPT and GPT-4 is critical for
programs like the CFA. We accordingly test ZS
prompting performance.

• Few-shot (FS) prompting. We test 2-shot (2S),
4-shot (4S), 6-shot (6S), and 10-shot (10S) set-
tings. When selecting examples, we apply two
different strategies: (i) randomly sampling from
the entire set of questions within the exam level
(2S, 4S and 6S), and (ii) sampling one question
from each topic in the exam level (10S). The lat-
ter aims at enabling the models to discern distinct
attributes of the topic.

• Chain-of-thought (CoT) prompting. We follow
ZS CoT (Wei et al., 2022), which has the added
benefit of allowing us to analyze the “problem-
solving process” of the models and determine
where and why an answer goes wrong.

Implementation Details. We conduct the exper-
iments using the OpenAI ChatCompletion API
(gpt-3.5-turbo-0613 and gpt-4-0613 versions,
32K context window for FS prompting), with the
temperature parameter set to zero. The prompt tem-
plates and settings are in Appendix B. To confirm
the models had not memorized the mock exams as
part of their training data, we employ memorization
tests as in (Kıcıman et al., 2023).
Metric. We compare the predictions against the
exams’ solution set. Accuracy served as our sole
evaluation metric throughout this study.

5 Overview of the Experiment Results

LLMs struggle more on Level II than on Level I.
No matter the prompting paradigm employed, both
models encounter more difficulties correctly an-
swering the Level II item-sets than the independent
questions from Level I (Table 2). We suggest that
three factors might have negatively affected the
performance of LLMs in Level II.

Firstly, the case description of a Level II item-
set increases the length of the input prompt and
could dilute the useful information it contains. In-
deed, prompts for Level II are on average 10×

longer than the Level I ones; confronting Tables 1
and 2 shows that topics associated with poor per-
formance usually present longer contexts in both
Level I and II. In addition, the detailed case de-
scriptions from Level II depict realistic day-to-day
situations that contrast with the more general ques-
tions from Level I — LLMs thus need to abstract
from case-specific details so as to identify the un-
derlying finance concepts. Secondly, each item
from the grouped item-set in Level II tends to go
more in-depth about a specific finance topic than
those in Level I, thus leading to more specialized
and intricate problems. Lastly, Level II features a
slightly higher proportion of questions requiring
calculations and a much higher proportion contain-
ing table evidence (Table 1). Given the known
limitations of LLMs on numerical and table reason-
ing (Frieder et al., 2023; Chen et al., 2022), this
could also result in the low accuracy on Level II.

GPT-4 outperforms ChatGPT in almost all exper-
iments, but certain finance topics remain chal-
lenging for both. As shown in Table 2, GPT-4
consistently beats ChatGPT in all topics in Level
I and most topics in Level II, irrespective of the
prompting paradigm.

In Level I, both LLMs perform best in Deriva-
tives, Alternative Investments, Corporate Issuers,
Equity Investments, and Ethics. The explicit men-
tion of common finance notions in the questions
(e.g., options, arbitrage, etc.) could be a factor,
notions which ChatGPT and GPT-4 might have en-
countered during pretraining or instruction-tuning
and that may help facilitate resolution. For Deriva-
tives and Ethics, the question complexity is reduced
due to the low amount of calculations and table un-
derstanding required to answer correctly (Table 1).
However, both models perform relatively poorly in
Financial Reporting and Portfolio Management (es-
pecially in ZS and CoT), with ChatGPT also strug-
gling a lot more on highly computational topics
such as Quantitative Methods. Indeed, the prob-
lems within these topics are more case-based, ap-
plied, computational, and CFA-specific than the
ones from the aforementioned topics. They also
tend to include more table evidence and complex
details (Table 1).

The results are more nuanced in Level II.
ChatGPT struggles on Alternative Investments and
Fixed Income compared to GPT-4, while ChatGPT
outperforms GPT-4 in Portfolio Management and
Economics. Interestingly enough, both models now
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Exam Level I Level II
ChatGPT GPT-4 ChatGPT GPT-4

Category ZS CoT 2S ZS CoT 10S ZS CoT 10S ZS CoT 4S
Ethics 59.2 59.2 64.6 80.3 78.9 82.4 31.3 37.5 21.9 43.8 56.3 62.5
Quantitative Methods 53.9 50.0 59.7 78.0 76.0 76.0 44.4 55.6 54.2 66.7 66.7 72.2
Economics 68.0 63.7 68.0 74.1 73.6 76.2 66.7 58.3 62.5 41.7 58.3 58.3
Financial Reporting 54.0 53.4 60.1 68.2 70.8 70.0 39.6 31.3 44.8 54.2 66.7 56.3
Corporate Issuers 71.4 69.8 74.2 74.4 74.6 75.3 55.6 50.0 50.0 77.8 77.8 83.3
Equity Investments 59.4 60.9 62.5 80.3 70.5 68.8 60.4 60.4 60.9 65.0 58.8 62.5
Fixed Income 55.6 60.2 63.6 74.9 60.2 73.6 38.9 27.8 34.4 60.0 62.2 55.6
Derivatives 61.1 68.5 73.0 90.5 93.8 96.0 50.0 58.3 47.9 66.7 58.3 58.3
Alternate Investments 60.7 60.7 62.9 75.9 77.1 72.1 33.3 33.3 58.3 66.7 50.0 83.3
Portfolio Management 58.3 48.3 61.7 63.7 71.7 79.6 47.2 66.7 59.7 36.1 55.6 61.1
Overall 58.8 58.0 63.0 73.2 74.0 74.6 46.6 47.2 47.6 57.4 61.4 61.9

Table 2: ChatGPT and GPT-4 accuracy across topics on Level I and II exams for ZS, CoT, and FS prompting. For
FS, the table only retains the results from the k-shot that achieves highest overall performance.

Model Setting Level I Level II

ChatGPT

ZS 58.8 46.6
CoT 58.0 47.2
2S 63.0 46.6
4S 62.3 45.7
6S 62.2 47.0
10S 62.4 47.6

GPT-4

ZS 73.2 57.4
CoT 74.0 61.4
2S 73.9 60.2
4S 73.8 61.9
6S 74.5 60.2
10S 74.6 60.2

Table 3: Overall performance (accuracy) of ChatGPT
and GPT-4 on Level I and II in ZS, CoT, and FS settings.

demonstrate low answer accuracy in the Ethics
item-sets of Level II. This could originate from
the more in-depth, situational, and detailed charac-
ter of the problems from Level II in comparison to
Level I.

CoT prompting yields limited improvements
over ZS. CoT does not help LLMs in the evalu-
ation as much as we expected, although CoT per-
forms better than ZS in almost all cases (Table 3).
In Level I, CoT prompting hardly benefits GPT-4
and deteriorates the performance of ChatGPT in-
stead. Particularly, both models are affected in
Quantitative Methods due to the hallucinations in
mathematical formula and calculations. In Level
II, CoT prompting yields a decent 7% improve-
ment over ZS for GPT-4, but a disappointing 1%
for ChatGPT. CoT benefits both LLMs in Ethics
and Portfolio Management, where its explicit step-
by-step reasoning over long and intricate evidence
is usually helpful. Section 6 further investigates
the reasons explaining such observations. We note
that it is not easy to identify topics where CoT con-
sistently improves or worsens the models’ perfor-

mance across levels, e.g., GPT-4 sees an accuracy
improvement of 23% in Level II Financial Report-
ing, while ChatGPT has a 21% decrease.

A few in-context exemplars help more than CoT.
Compared with ZS and CoT prompting, FS offers
significant performance improvement for ChatGPT
on the Level I exams (Table 3). 2S prompting yields
the best performance across all topics and overall in
Level I for ChatGPT. The dominance is not as sig-
nificant in Level II, but FS prompting still manages
to achieve the best overall score for both models.
Interestingly, for Level II, ChatGPT gains the most
from 10S prompting, which suggests a more holis-
tic FS approach across multiple topics helps the
model crack complex questions. The overall trend
in the results is that FS prompting seems to offer
better assistance to less complex models (ChatGPT)
when tested on seemingly simpler exams (Level I)

We argue that the better performance from FS
credits to the answers associated with the examples
in FS, which also might help the model understand
how to best use the table evidence or other informa-
tion contained in a question. The advantage from
FS vanishes as the question complexity increases in
Level II, where a combination of FS and CoT might
be a potential approach worth further exploration.

6 Detailed Analysis on CoT

Surprisingly, CoT only marginally improves the
models’ performance on most tests and is even
slightly detrimental to the performance of ChatGPT
on Level I exams (Table 3). We dive deeper into
this phenomenon, as ZS CoT is often reported to
outperform ZS prompting (Kojima et al., 2023).

To better understand CoT errors, we examine
all instances where non-CoT is correct while CoT
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Type of Error ChatGPT GPT-4

Knowledge 55.2% 50.0%
Reasoning 8.6% 10.7%
Calculation 17.2% 28.6%
Inconsistency 19.0% 10.7%

Table 4: Error modes introduced when using CoT on
Level I questions. These errors do not occur with non-
CoT prompting.

is incorrect, and categorize the errors as one of:
Knowledge, Reasoning, Calculation, or Inconsis-
tency. Knowledge errors are those where the model
lacks critical knowledge required to answer the
question. This includes an incorrect understanding
of some concept, not knowing the relationship be-
tween concepts, or using an incorrect formula to
answer a question requiring calculations. Reason-
ing errors occur when the model has all the correct
knowledge, but either over-reasons in its response,
or hallucinates some additional requirements or
information not present in the question. Calcula-
tion errors are errors pertaining to some incorrect
calculation (using a correct formula), or failing to
accurately compare or convert results. Errors of
inconsistency are when the model’s thinking is en-
tirely correct, yet it chooses the wrong answer.

6.1 Underperformance of CoT on Level I

ChatGPT. Table 4 underlines that knowledge-based
errors are the most common error mode for
ChatGPT, constituting over half of all errors VS.
non-CoT. This implies that, with CoT reasoning,
the gaps in the internal knowledge of LLMs are
magnified. As the model begins to think through
its answer, it states its incorrect assumptions, which
it proceeds to rationalize in the context of the ques-
tion, thereby skewing the rest of the answer towards
a wrong choice. Without using CoT reasoning, the
model is able to make an “educated guess” where
any incorrect knowledge has less of an opportunity
of skewing the guess towards an incorrect answer.
With a 1/3 chance of guessing correctly (plus any
contextual hints that may lie in the question), guess-
ing is a more accurate strategy when ChatGPT lacks
the knowledge to reason correctly.

This same principal similarity explains calcu-
lation and reasoning errors, where one or a few
off-track token generations can throw off the rest
of the answer, resulting in an incorrect conclusion.

The instances where the model is entirely cor-
rect but makes an incorrect conclusion or selects

Type of Error ChatGPT GPT-4

Knowledge 70% 80%
Reasoning 20% 20%
Out of Tokens 10% 0%

Table 5: Error modes introduced when using CoT on
Level II questions. These errors do not occur with non-
CoT prompting.

the wrong answer are more enigmatic. In about
half of these cases, it seemingly fails to generate a
stop token upon coming to the conclusion, leading
it to restate the concluding sentence with another
option selected. In other cases, there appears to be
a disconnect between the thought process and the
answer selection. As we are using OpenAI’s API
to retrieve structured output, our leading suspicion
is that in these cases the ordering outlined in the
system prompt is missed or ignored, and the answer
is generated first.
GPT-4. The instances where CoT introduces errors
for GPT-4 is half the number of instances where
CoT introduces errors for ChatGPT. In these in-
stances, GPT-4 also displays knowledge errors as
the most common error mode. However, unlike
ChatGPT, almost none of these knowledge errors
stem from using incorrect formulas. This, along
with the fact that there are less knowledge errors
in total, shows that GPT-4 has more complete in-
ternal knowledge of both financial information
and especially financial formulas and calculation
methods. Even when GPT-4 finds the correct for-
mula for a question involving calculations, it still
struggles to perform the required calculation cor-
rectly. ChatGPT also frequently makes these sorts
of errors in conjunction with wrong formula us-
age, which underlines the well-known and more
foundational shortcoming of LLMs’ mathematical
abilities (Frieder et al., 2023).
GPT-4 also displays far fewer inconsistency er-

rors than ChatGPT. It appears to have a much
stronger ability to connect its reasoning to the an-
swers and to make comparisons. The one error type
that GPT-4 makes more frequently than ChatGPT
when it fails is reasoning errors. It seems that,
along with GPT-4’s greater ability to reason, it has
a greater chance of “talking itself” into incorrect
lines of reasoning.

6.2 CoT Benefits on Level II

Level II exam questions require more interpretation
of the information provided than Level I questions,
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as test-takers must determine what parts of the case
are relevant to the question, and some information
may be missing altogether. Using CoT helps the
model reason over the information and filter what is
relevant to the question from the case, as evidenced
by the results in Table 3. However, knowledge
errors still persist in Level II, and outnumber rea-
soning errors for both ChatGPT and GPT-4 (Table
5).

7 Can LLMs pass the CFA exams?

7.1 CFA Pass Scores

The most intriguing question in this study probably
is “Can LLMs pass the CFA exams?”. Conclusively
determining whether a given score would suffice to
pass the CFA exams is difficult because the CFA In-
stitute refrains from disclosing the minimum pass-
ing score (MPS) for its examinations. The MPS
is uniquely established for each individual exam,
guided by the standards established by the CFA
Institute in 2011. The CFA Institute employs the
“Angoff Standard Setting Method” to ascertain the
pass rates for CFA exams, and involves a group
of CFA Charter holders convening to assess the
difficulty level of the questions.

ChatGPT GPT-4

Exam ZS CoT FS ZS CoT FS
Level I F F F P P P
Level II F F F U P P

Table 6: ChatGPT and GPT-4 ability to pass Level I and
Level II Exams. P stands for pass, F stands for fail, and
U stands for undetermined.

Although the CFA Institute maintains an air of
secrecy surrounding its pass/fail thresholds, draw-
ing from feedback provided by CFA exam takers
on Reddit suggests that, for Level I, in general
scoring approximately 70% in a majority of sec-
tions appears to more often than not lead to a pass.
Attaining scores above 70% in all topics is not a
requirement for pass, but maintaining an average
score of 70% across topics considerably enhances
the likelihood of a positive outcome3.

The estimates from the Reddit community re-
garding the MPS for Level II and III indicate that
the two advanced exams have consistently featured

3https://www.efinancialcareers.com.au/news/
finance/whats-the-minimum-score-you-can-get-on
-cfa-level-i-and-still-pass

lower passing thresholds. In June 2019, their ap-
proximation on the MPS for Level III was at a
mere 57.4%, and 62.8% for Level II. The section
passing scores are ambiguous for Level II, but we
can attempt to apply the same logic as aforemen-
tioned Level I exam but make an assumption that
the cutoff for each is 60% instead of 70%4.

7.2 Pass Criteria and Outcomes
Given the information above, our proposed pass
criteria are as follows:
• Level I - achieving a score of at least 60% in each

topic and an overall score of at least 70%
• Level II - achieving a score of at least 50% in

each topic and an overall score of at least 60%

Table 6 shows which model implementations
were able to pass the exams. The FS implementa-
tions in both levels leverage the number of shots
indicated in Table 2. Most of the settings showed a
clear outcome, except for ZS on GPT-4 in Level II,
which was a borderline case. ZS on GPT-4 attains
>60% in six topics and a score between 50% and
60% in one topic. The topic performance seems
high but the overall score, 57.39%, falls slightly
short of the passing score proposed earlier, which
therefore turns to be an unclear case.

8 Conclusion and Discussion

We conduct a thorough evaluation of ChatGPT and
GPT-4 on the CFA exams and find that ChatGPT
is unable to pass while GPT-4 is able under some
FS and CoT settings. We note that CoT prompting
provides marginal improvement for the models, but
also exposes them to reasoning errors. Meanwhile,
FS yields the best performance in most cases.

With these observations in mind, we propose
future systems that could display greater perfor-
mance by utilizing various tools. The most preva-
lent error mode of CoT, knowledge errors, could be
addressed through retrieval-augmented generation
using an external knowledge base containing CFA-
specific information, or through fine-tuning on text-
book data. Calculation errors could be avoided by
offloading calculations to a function or API such
as Wolfram Alpha. The remaining error modes,
reasoning and inconsistency, could be reduced by
employing a critic model to review and second
guess the thinking before submitting the answer,

4https://www.efinancialcareers.com.au/news/
finance/whats-the-minimum-score-you-can-get-on
-cfa-level-i-and-still-pass/
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or combining FS and CoT together to give richer
examples of expected behavior. We hope this work
paves the way for future studies to continue enhanc-
ing LLMs for financial reasoning problems through
rigorous evaluation.
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Appendix

A Topic Distribution in Each Level

Figure 2: Level I exam topic distribution

Figure 3: Level II exam topic distribution

B Prompt Templates Used in Our Work
B.1 Level I

Listing 1: ZS
SYSTEM: You are a CFA (chartered

financial analyst) taking a test to
evaluate your knowledge of finance.
You will be given a question along
with three possible answers (A, B,
and C).

Indicate the correct answer (A, B, or
C).

USER: Question:
{question}
A. {choice_a}
B. {choice_b}
C. {choice_c}

Listing 2: CoT
SYSTEM: You are a CFA (chartered

financial analyst) taking a test to
evaluate your knowledge of finance.
You will be given a question along
with three possible answers (A, B,
and C).

Before answering , you should think
through the question step -by-step.
Explain your reasoning at each step
towards answering the question. If
calculation is required , do each
step of the calculation as a step
in your reasoning.

Indicate the correct answer (A, B, or
C).

USER: Question:
{question}
A. {choice_a}
B. {choice_b}
C. {choice_c}

Listing 3: FS (2S example)
SYSTEM: You are a CFA (chartered

financial analyst) taking a test to
evaluate your knowledge of finance.
You will be given a question along
with three possible answers (A, B,
and C).

Indicate the correct answer (A, B, or
C).

USER: Question:
{question}
A. {choice_a}
B. {choice_b}
C. {choice_c}

ASSISTANT: {answer}

USER: Question:
{question}
A. {choice_a}
B. {choice_b}
C. {choice_c}

ASSISTANT: {answer}

USER: Question:
{question}
A. {choice_a}
B. {choice_b}
C. {choice_c}

B.2 Level II
For Level II, the case description of each item-set
was inserted after the system prompt, before each
question from the user.

C Related Work

LLMs and Finance. LLMs are trained on mas-
sive datasets that cover a broad range of topics and
domains. Previous work has demonstrated the abil-
ity of LLMs to generalize surprisingly well to un-
seen downstream tasks, with little to no additional
training data (Brown et al., 2020; Wei et al., 2022).
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This raises an interesting question on the competi-
tiveness of LLMs on specialized domains, such as
finance. Indeed, the characteristics of most finan-
cial reasoning tasks — which rely on specific con-
cepts and mathematical formula, frequently lever-
age diagrams and tables, often need multistep rea-
soning with calculations — make finance a chal-
lenging domain of application for LLMs. Several
paths have been proposed to incorporate or empha-
size domain-specific knowledge in LLMs: contin-
ued pre-training (Araci, 2019; Wu et al., 2023) and
supervised fine-tuning on new data (Mosbach et al.,
2023; Yang et al., 2023), retrieval augmented gener-
ation using a vector database of external knowledge
(Lewis et al., 2020), etc. However, before consid-
ering such enhancements, only few papers have
proceeded to extensively benchmark the out-of-the-
box capabilities of newer instruction-tuned LLMs
in finance (Li et al., 2023).

Evaluation of LLMs on Human Exams and
other Benchmarks. Several previous studies
have evaluated LLMs on various standard exams,
such as United States medical licensing exam
(Kung et al., 2023), free-response clinical reason-
ing exams (Strong et al., 2023), college-level scien-
tific exams (Wang et al., 2023), and the Bar exam
(Katz et al., 2023). The crucial contribution of
these works is their analysis of the strengths and
weaknesses of LLMs in realistic domain-specific
settings, which guide subsequent research and prac-
tical use case resolutions.

For example, (Wang et al., 2023) evaluated
ChatGPT and GPT-4 on a collection of Physics,
Chemistry, and Math problems, and then concluded
that current LLMs do not deliver satisfactory per-
formance in complex scientific reasoning yet to be
reliably leveraged in practice. In contrast, (Bang
et al., 2023) found that ChatGPT outperformed fine-
tuned task-specific models on four different NLP
tasks, thus suggesting ChatGPT could be directly
applied to solve industry use cases. Our paper aims
at delving into the assessment of the inner financial
reasoning abilities of ChatGPT and GPT-4.
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