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Abstract

In this paper, we explore different approaches
for aligning Large Language Models (LLMs)
with the objectives of the financial abstractive
summarization shared task. This shared task
focuses on using LLM to abstract news into
concise summaries. We investigate three com-
mon strategies: few-shot learning, fine-tuning,
and reinforcement learning, to adapt LLMs for
this purpose, with the fine-tuned model ranked
first on the leaderboard.

1 Introduction

Text summarization aims to create coherent and
concise summaries from input documents using
either extractive and abstractive methods. The
extractive approach identifies the most important
sentences from the source text(s) and concate-
nates them into a summary, while the abstrac-
tive method focuses on generating novel sentences
and words (Widyassari et al., 2022). With the ad-
vent of large language models (LLM) in text gen-
eration, summaries generated by state-of-the-art
LLMs, specifically with instruction tuning, per-
form comparably to those written by human anno-
tators (Zhang et al., 2024).

The financial text summarization shared task is
designed to explore the capabilities of LLMs in
the finance domain; the task is focused on generat-
ing abstractive news summaries using LLMs. We
approach the task by exploring the current tuning
strategies for LLMs with the goal of generating
concise financial summaries.

2 Dataset

The provided training dataset consists of 8,000
news articles from the EDT corpus (Zhou et al.,
2021), which is designed for news event detection
and financial domain adaption. For the purpose
of financial abstractive summarization, the gold

summaries are constructed through distant supervi-
sion, using the corresponding news headlines and
sub-headlines.

To gain a clear understanding of the summary
requirements, we further analyze the provided gold
summaries. Figure 1 presents a histogram of the
word counts for the gold summaries in the train-
ing dataset. The x-axis represents the word count
for each summary, calculated using the nltk li-
brary (Bird et al., 2009), while the y-axis shows the
frequency of summaries at the corresponding word
count. From the histogram, it is evident that the
majority of summaries have between 10-25 words,
with very few extending beyond 100 words. This
indicates that the reference summaries are gener-
ally brief. Despite the gold summaries comprising
both headlines and sub-headlines, the evaluation of
this task primarily focuses on headline generation.

0 50 100 150 200 250
Word Count

0

500

1000

1500

2000

2500

Fr
eq

ue
nc

y

Figure 1: Frequency Distribution of Word Counts in
Gold Summaries

3 Methods

We investigate the three techniques described be-
low to adapt the pre-trained LLM from the general
domain for this specific summarization task. Fig-
ure 2 shows the overall procedure for the three
methods described below.
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Figure 2: A diagram of the three applied methods

3.1 Chain of Thoughts

LLMs exhibit strong few-shot learning capabilities,
effectively using a few demonstrations to perform a
wide range of downstream tasks through in-context
learning (Brown et al., 2020). Chain of thought
(COT) prompting further augments the approach
via step-by-step reasoning examples instead of stan-
dard question-answer pairs (Wei et al., 2022b; Nye
et al., 2022). Wang et al. (2023) improved the sum-
marization ability of LLMs by employing guiding
questions as prompts to generate step-by-step, by
adapting 5W1H (who, what, when, where, why and
how) framework to represent semantic elements of
news events, the answers to these key questions
are considered to result in summaries with more
fine-grained elements. Therefore, following the
SumCOT (Wang et al., 2023) approach, we first
employ the same set of questions to prompt LLM
to generate answers that identify elements such as
entities, dates, and events. Moreover, given that
the summaries for this task need to be concise, we
adjust the questions to align more closely with 5W
rules, as shown in Table 1. These answers, along
with the corresponding news articles and questions,
are then used as input to generate the final sum-
mary.

3.2 Instruction Tuning

The above method enables task adaption for LLMs
without updating any parameters. However, fine-
tuning can be a more effective method to align
with desired downstream tasks when the examples
from the target domain are available (Ouyang et al.,

SumCOT
What are the important entities in this document?
What are the important dates in this document?
What events are happening in this document?
What is the result of these events?
5WCOT
Who is involved? (Identify all key entities.)
What happened? (Describe the main event or action.)
Where did it occur? (Provide the location or setting.)
When did it take place? (Specify the date and time, if
applicable.)
Why did it happen? (Explain the causes, reasons, or pur-
poses behind the event.)

Table 1: Guiding Questions for COT Method

2022; Taori et al., 2023). Specifically, instruction
tuning(IT) is the process of fine-tuning LLMs with
instruction-response pairs that use labeled data to
improve performance (Wei et al., 2022a). Since
full-model fine-tuning requires significant compu-
tational resources, parameter-efficient fine-tuning
(PEFT) has been introduced, which allows for train-
ing only on a small set of additional parameters
(Houlsby et al., 2019). Therefore, in this work, we
use the QLoRA (Dettmers et al., 2023) method for
supervised instruction tuning on the given query-
answer pairs using the labeled dataset, which al-
lows for the fine-tuning of a quantized 4-bit model
with low-rank adapter weights (Hu et al., 2022). To
construct the input prompt for training, we follow
the provided instruction in the dataset (Xie et al.,
2024), as detailed in Table 2, where the ’{text}’
and ’{answer}’ denote the corresponding fields in
the dataset. During the inference phase, we exclude
the content after ’Answer:[/INST]’ to prompt the
model to generate summaries.
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Training Prompt Template
<s>[INST]You are given a text that consists of multiple
sentences. Your task is to perform abstractive summariza-
tion on this text. Use your understanding of the content to
express the main ideas and crucial details in a shorter, coher-
ent, and natural sounding text. Text:{text} Answer:[/INST]
{answer}</s>

Table 2: Template for IT Method

3.3 Reinforcement Learning
The IT method can improve performance (Wei
et al., 2022a), however, there’s still room for im-
provement using the reinforcement learning. Lam-
bert et al. (2022) proposed training a language
model using proximal policy optimaization (PPO)
to further align the model human feedback. Re-
cently, approaches that adapt the final result as the
reward signal as outcome supervision has been to
solve math problems (Lightman et al., 2024). In-
spired by these works, we further investigate the
outcome supervision for this task by using a com-
bination of final performance metrics as the reward
function to provide reward signals in PPO training.
We construct the summary-level reward S by aver-
aging the ROUGE-1/2/L scores and BERTScore,
as detailed in Equation 1. Moreover, we incorpo-
rate a length penalty L, derived from the BLEU
score method (Papineni et al., 2002), to constrain
the length of the generated summary relative to the
reference summary. As shown in Equation 2, c
and r represent the word counts of the generated
candidate summary and the reference summary,
respectively, with words separated by blank spaces.

S = L×
[

ROUGE-1 + ROUGE-2
4

+

+
ROUGE-L + BERTScore

4

] (1)

L =


e(1−c/r) if c > r,

e(1−r/c) if c ≤ r.

0 if c = 0

(2)

4 Experimental Setup

Data Preprocessing We split the dataset into two
subsets for model training and validation, allocat-
ing 80% training and 20% for validation via ran-
dom seed.

Baseline Journalists commonly address the 5W
questions within the first few sentences of an ar-
ticle to highlight the core event (Hamborg et al.,
2018). Hence, we use the first sentence of each

news article as a summary to serve as our baseline
for analysis (First Sentence).

Implementation For the few-shot method, fol-
lowing the SumCOT approach, we use the GPT-3.5
model through the OpenAI API1. For instruction
fine-tuning, we employ 4bit quantized Llama3-8b
model (AI@Meta, 2024)2, using the unsloth li-
brary3. This model training is conducted using
a rank and alpha of 16 across all applicable mod-
ules, with a learning rate of 2e-4. As for the final
submission, we choose the fine-tuned checkpoint
with the highest performance on the validation set
to generate the results, which is trained for 600
steps. For the reinforcement learning approach, we
employ the PPOTrainer from the trl (von Werra
et al., 2020) library based on the best fine-tuned
checkpoint with the learning rate of 5e-6. Since the
reward continues to decrease throughout the train-
ing process, we only report the model performance
after 200 steps.

Evaluation In this shared task, We evaluate the
quality of generated summaries through unigram
(ROUGE-1) and bigram (ROUGE-2) overlap as
well as the longest common subsequence (ROUGE-
L) comparison to reference summaries (Lin,
2004). Besides using the n-gram based metrics,
BERTScore (Zhang et al., 2020) is also employed,
which computes the cosine similarity between their
textual embeddings from a BERT-based model.
Specifically, we use the evaluate library4 to cal-
culate the performance scores, and use the multi-
lingual BERT model5 for BERTScore F1 measure-
ment.

5 Results

In this section, we compare the results of the three
different approaches for generating financial ab-
stractive summaries. In particular, we investigate
the following research question:

• RQ: How effective are the three different
methods in adapting LLMs for abstractive
summarization in the financial domain?

To answer this question, we evaluate the three
methods by comparing the generated summaries

1https://platform.openai.com/docs/models/gpt-3-5-turbo
2https://huggingface.co/unsloth/llama-3-8b-bnb-4bit
3https://github.com/unslothai/unsloth
4https://github.com/huggingface/evaluate
5https://huggingface.co/google-bert/bert-base-

multilingual-cased

129



Table 3: Overall Performance

Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
First Sentence 0.3443 0.1808 0.2872 0.6992

SumCOT 0.3002 0.1453 0.2397 0.69
5WCOT 0.3082 0.1511 0.2439 0.6923

IT 0.5348 0.358 0.4924 0.8074
RL 0.4944 0.3294 0.4577 0.7906

Table 4: Our Submission on
Leaderboard

Metrics Performance
ROUGE-1 0.5346
ROUGE-2 0.3581
ROUGE-L 0.4922
BERTScore 0.9117
BARTScore -3.4076

against reference summaries using evaluation met-
rics such as ROUGE-1, ROUGE-2, ROUGE-L, and
BERTScore, with higher scores indicating better
performance. In addition to LLM-based models,
we have included a baseline denoted First Sentence.
As we can see from Table 3, this model establishes
foundational performance with a ROUGE-1 score
of 0.3443, ROUGE-2 score of 0.1808, ROUGE-L
score of 0.2872, and a BERTScore of 0.6992.

Chain-of-Thought Techniques: In few-shot sce-
narios, both SumCOT and 5WCOT show com-
parable performance, with 5WCOT slightly im-
proving overall performance when refined guid-
ing questions are used. However, in terms of
ROUGE scores, COT methods perform worse than
the baseline, with the highest ROUGE-1 score
achieved by a COT method being only 0.3082,
the highest ROUGE-2 score being oly 0.1511, the
best ROUGE-L score being 0.2439 and the best
BERTScore only reaching 0.6923.

Instruction tuning (IT): When using this ap-
proach, we observe a considerable improvement
over the baseline (between 15% and 99% improve-
ments, depending on the metric), chain-of-thought
and reinforcement learning methods, achieving
the highest performance scores. Therefore, we
have submitted this result as our submission to the
shared task, with the detailed performance on the
leaderboard shown in Table 4.

Reinforcement learning (RL): Finally, reinforce-
ment learning achieves a notorious improvement
over the First Sentence baseline and the chain-of-
thought approaches. However, it lowers the per-
formance of the best fine-tuned checkpoint (IT) in
all the studied metrics (around 7-8% in the case
of ROUGE metrics, 2.1% for BERTScore). This
suggests that employing standard metrics with ref-
erence summaries as reward signals may not effec-
tively guide the model toward developing better
strategies for generating financial news summaries.

Conclusions: Overall, when assessing abstractive
summarization with headlines as the gold standard,

it is clear that using the first sentence as a summary
forms a strong baseline. Additionally, instruction
tuning is essential to ensure that the model’s output
aligns with the desired summaries.

6 Conclusions

This work mainly explores the application of COT,
IT and PPO method to adapting the LLM for finan-
cial abstractive summarization task. Surprisingly,
the IT method surpasses both COT and PPO meth-
ods, achieved the highest performance and the 1st
rank in this shared task. Although the other two
approaches failed at this task, their results also indi-
cate that relying only on the standard performance
metrics based on a single reference summary to
evaluate the quality of the LLM-generated sum-
mary may be insufficient and may not provide a
useful signal for the LLM to learn more effective
summarization strategies. Additionally, the brevity
of headline contents may limit the evaluation in
terms of informativeness and user interest. The
effectiveness of automatic metrics is closely depen-
dent on the quality of reference summaries and the
preferences of different annotators can vary when
evaluating the same summary (Zhang et al., 2024).
Therefore, particularly in the domain of finance,
it is beneficial to identify the target consumer and
their preferences. For example, previous tracks on
temporal and crisis summarization (Aslam et al.,
2014; McCreadie and Buntain, 2023) evaluated
performance by assessing the coverage of informa-
tion and the similarity to the user query. Similarly,
Böhm et al. (2019); Lambert et al. (2022) suggest
constructing the reward function directly from hu-
man ratings instead of the existing metrics. Overall,
for the future direction, we would employ human-
in-loop approaches that evaluate summaries based
on the aspects that are important to the target user.
By integrating human feedback into the evaluation
process, it becomes more possible that the sum-
maries capture essential topics while addressing
the specific interests of the financial domain.
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