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Abstract 
Team IMNTPU participated in the multi-lingual Environmental, Social, and Governance (ESG) classification task, focusing 
on datasets in three languages: English, French, and Japanese. This study leverages Pre-trained Language Models (PLMs), 
with a particular emphasis on the Bidirectional Encoder Representations from Transformers (BERT) framework, to analyze 
sentence and document structures across these varied linguistic datasets. The team's experimentation with diverse PLM-
based network designs facilitated a nuanced comparative analysis within this multi-lingual context. For each language-
specific dataset, different BERT-based transformer models were trained and evaluated. Notably, in the experimental results, 
the RoBERTa-Base model emerged as the most effective in official evaluation, particularly in the English dataset, achieving 
a micro-F1 score of 58.82 %, thereby demonstrating superior performance in classifying ESG impact levels. The major 
contribution of this paper highlights the adaptability and effectiveness of PLMs in tackling the complexities of multi-lingual 
ESG classification tasks. The practitioner implications of this paper provide ESG analysts with more reliable tools for 
assessing the impact duration and level of sustainability initiatives.  
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1. Introduction 
In recent years, the global investment and corporate 
governance community has increasingly recognized 
the pivotal role of ESG factors as essential 
perspectives for driving a company's long-term 
growth and informing investment decision-making. 
Evaluating the sustainability and ethical impact of 
investment opportunities, ESG considerations have 
underscored the necessity for robust tools and 
methodologies to address related issues. Meanwhile, 
the escalating risk associated with non-financial 
factors highlights ESG elements as a primary threat 
to the stability of financial systems (Ziolo et al., 2019). 
As a response to this imperative, initiatives have 
emerged to tackle the challenges of automatically 
identifying and categorizing ESG-related themes in 
textual data.     

Responding to the imperative of incorporating ESG 
considerations, initiatives leveraging Natural 
Language Processing (NLP) technologies have been 
developed to automate the identification and 
categorization of ESG-related themes in textual data 
and revolutionizing the approach within the financial 
services sector. NLP serves as a potent instrument for 
extracting profound semantic insights from vast pools 
of unstructured data, ranging from financial reports to 
chat transcripts and news articles. Through such 
analysis, NLP has the potential to bolster scenario 
recognition and risk assessment across various 
financial contexts. Given the prevalence of individual 
opinions on financial matters, conveyed through 
diverse channels such as news outlets and social 

media platforms, strategic analysis of these 
sentiments offers invaluable insights, shaping 
decision-making processes and influencing both user 
and organizational perspectives within the financial 
domain. 

In the progression from ML-ESG-2 to ML-ESG-3, the 
domain of ESG analysis has seen the introduction of 
sophisticated tasks aimed at enhancing the precision 
of ESG rating systems. In ML-ESG-2, a novel 
challenge was introduced, focused on ESG impact 
type identification, requiring models to discern 
whether a piece of news represents an opportunity or 
risk from an ESG perspective. Advancing further, ML-
ESG-3 expanded the scope to include the 
classification of news articles based on impact 
duration and impact level, utilizing a multilingual 
dataset to reflect the global nature of ESG 
considerations. In this context, our team, IMNTPU, 
has employed in ML-ESG-3 utilizing the PLMs to 
adeptly classify sentences that describe a company’s 
ESG efforts, assigning them to distinct labels for both 
impact duration and impact level, thereby showcasing 
the evolving complexity and understanding required 
in contemporary ESG analysis. Building upon the 
foundation laid by the tasks of ML-ESG-3, and the 
employment of advanced pre-trained language 
models by team IMNTPU for precise classification, 
this methodology facilitates the extraction of textual 
evidence for ESG impact duration and impact level 
from the often-noisy environment of news article 
reports. Consequently, this approach supports more 
informed investment decisions by leveraging the 
refined insights gained from the automated analysis 
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of ESG-related textual data.The contributions of this 
work can be summarized as follows: 

 Implementing Data Augmentation: To 
combat class imbalance within the datasets, 
enhancing model robustness and ensuring a 
balanced representation for more accurate 
ESG impact duration and level classification. 

 Training with BERT-based Transformer 
Models: Leveraging the sophisticated 
capabilities of BERT-based models across 
multilingual datasets to significantly improve 
the precision and comprehensiveness of 
ESG impact duration and level classifications. 

Our research revealed a good correspondence in 
classifying the ESG impact duration and level in 
textual evidence. This finding will be helpful in future 
work on automatic estimation of ESG scores from 
textual resources. 

The remaining part of the paper proceeds as follows: 
The second chapter introduces the related work 
related to the ML-ESG-3 shared task. Chapter three 
presents our approaches for each of the datasets. 
Chapter four provides a comprehensive account of 
the official experiment results and includes a detailed 
analysis. Finally, chapter five outlines the conclusions 
obtained from this study. 

2. Related Work 
In light of the heightened attention toward ESG issues, 
machine learning (ML) and NLP techniques have 
increasingly been leveraged in recent years to 
conduct sophisticated analyses of ESG ratings and 
predict impacts. By harnessing the predictive 
capabilities of Artificial Intelligence (AI) models have 
been created not only to assess current ESG ratings, 
classify them into various categories, but also to 
forecast future trajectories pertaining to both financial 
and societal impacts.(Tseng et al., 2023; Wang et al., 
2023) 

2.1 ESG in NLP 
Lee et al. (2022)highlight the growing trend of 

companies disclosing their sustainability practices 
through various forms of unstructured text, such as 
reports and transcripts. They point out that NLP plays 
a crucial role in automating the classification and 
measurement of ESG-related news articles, enabling 
the parsing of extensive datasets to identify pertinent 
information efficiently. Furthermore, Zhuang et al. 
(2020) underscore the significance of transfer 
learning techniques within NLP, utilizing large 
language models to facilitate the transfer of 
knowledge across different sustainability domains 
and languages. These advancements underscore the 
pivotal role of NLP in enhancing the accessibility and 
analysis of sustainability information, contributing 
significantly to the field of ESG research. 

2.2 Previous approach in multi-lingual 
ESG issues classification 

In the realm of multi-lingual classification, the 
identification ESG issues across varied disclosure 

mediums presents a complex challenge. Recent 
efforts have explored numerous solutions, 
predominantly harnessing advanced NLP techniques 
to navigate this multifaceted landscape. A significant 
milestone in this ongoing journey was the 5th 
Workshop on Financial Technology and NLP (Kannan 
& Seki, 2023)which organized a shared task 
dedicated to ESG issue detection, attracting 
participation from 26 teams. Within this competitive 
context, a diversity of innovative approaches 
emerged, targeting a dataset encompassing 44 
distinct ESG issues. 
 
Armbhurst, Schäfer, and Klinger (2020) analyzed the 
impact of a company's environmental performance, 
derived from MD&A sections in financial filings, on its 
financial outcomes. They concluded that, while the 
MD&A text does not predict financial performance, 
environmental performance can be effectively 
identified using NLP techniques. 
 
Wang et al. (2023) introduced the application of the 
MacBERT model(Cui et al., 2020), enhancing its 
capabilities with additional pre-training and 
contrastive learning strategies for the meticulous 
examination of ESG issues within the Chinese 
language track. In a similar vein, Pontes et al. (2023) 
employed a combination of models, including a 
Support Vector Machine (SVM) model (Platt, 1999) 
integrated with Sentence BERT (SBERT) 
embeddings (Reimers & Gurevych, 2019) and 
RoBERTa-based models (Liu et al., 2019), to classify 
multi-lingual ESG issues.  Glenn et al. (2023) and 
Devlin et al. (2018) leveraged the potential of open-
source large language models(LLM), notably gpt, for 
data augmentation purposes, thereby enhancing the 
performance of model. Mehra et al. (2022) made a 
notable contribution by developing ESGBERT, a tool 
specifically fine-tuned on a BERT model for sequence 
classification and conducting a Masked Language 
Model (MLM) task on an ESG-focused corpus, 
showcasing ESGBERT’s efficacy in capturing the 
nuanced context of ESG for specialized text 
classification tasks. 

Drawing inspiration from these pioneering 
contributions, our study leverages PLMs to classify 
the impact duration and level of ESG issues within 
news articles. By integrating the insights and 
methodologies from these notable works, our 
approach seeks to further refine the accuracy and 
applicability of NLP technologies in dissecting and 
understanding the complex domain of ESG 
disclosures, illustrating the interconnected progress 
within the field. 

3. Proposed Methods 

3.1 Dataset 
Figure 1 shows the architecture used in this study.In 
the multi-lingual ESG-3 shared task, the organizers 
provided datasets in five languages, which were 
divided into different subtasks as outlined in Appendix 
1. The training datasets included English, 
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Figure 1: System architecture of Multi-Lingual ESG 
Impact type and Impact duration classification 

French, Japanese, Korean, and Chinese. English, 
Korean and French datasets were associated with 
two subtasks, impact level and impact length, while 
Japanese, and Chinese had only one subtask, impact 
length. Team IMNTPU participated in three languages: 
English, French, and Japanese which consists of 545 
news articles in the English dataset, 664 in the French 
dataset, and 50 news articles in the Japanese dataset, 
related to ESG issues.The English and French 
datasets include the following columns: "URL," 
"news_title," "news_content," "impact_level," and 
"impact_length." In contrast, the Japanese dataset 
contains "ID," "Text," "Relevancy," "ESG_type," 
"impact_type," and "impact_duration." 

3.2 Data Augmentation 
We observe that the dataset presents two primary 
challenges: a constrained overall size and uneven 
label distribution across different languages. To tackle 
these issues, we employed gpt-3.5-turbo in view of 
cost effective, an open-source large language model, 
for data augmentation purposes. This strategy not 
only expanded our dataset but also aimed at rectifying 
the imbalance in label distribution. Data augmentation, 
in this context, is crucial for enhancing the diversity 
and representativeness of our dataset, thereby 
improving model training outcomes and ensuring a 
more robust and accurate classification performance 
across the multilingual ESG classification task. 
Appendix 2 illustrates the prompt used to generate 
additional text, showcasing our methodology for 
augmenting the dataset effectively. 
Figure 2 presents the dataset before and after 
augmentation. The English dataset has expanded 
from 545 to 11,556 news articles, the French dataset 
from 661 to 10,104 articles, and the Japanese dataset 
from 50 to 1,430 articles. Additionally, the label 
distribution for impact level and impact length is more 
balanced compared to the original dataset. 

3.3 Pretrained language model 
The surge in leveraging PLMs such as BERT and its 
transformer-based counterparts has marked a 
significant stride in the field of NLP, extending its 
impact to domain-specific applications. This growing 
fascination with large-scale language models, 
underscored by their remarkable efficacy across 
diverse NLP applications, is well-documented in 
recent scholarly discourse (Liu et al., 2023). In the 
ambit of our current endeavor, we strategically 

deployed an array of PLMs — namely, BERT, 
RoBERTa (both Base and Large variants), XLM-
RoBERTa, and BERT-base-multilingual-cased. 
 

 
 

Figure 2: Comparative Analysis of Multilingual 
dataset before and after data augmentation (a) 

English Impact Level, (b) English Impact Duration, 
(c) French Impact Level, (d) French Impact Duration 

and (e) Japanese Impact Duration. 

While these models share the foundational BERT 
architecture, they diverge in their pre-training 
approaches and the scale of parameters, which are 
pivotal in learning comprehensive language 
representations. 
Our project aims to harness these models for the 
nuanced task of classifying the impact level and 
duration from the textual content of news articles. To 
this end, we utilize the transformative capabilities of 
Hugging Face's transformer models, meticulously 
chosen for their proficiency in comprehending and 
analyzing text. Given the multilingual nature of our 
dataset, we allocated the BERT and RoBERTa (Base 
and Large) for the English dataset, and the XLM-
RoBERTa and BERT-base-multilingual-cased 
models for French and Japanese datasets, aligning 
with their inherent language processing strengths. 
Our methodology concentrates on parsing the news 
content, excluding titles, to derive predictions for 
designated labels. 
 
To evaluate the models' performance, we first divided 
each original training dataset into an 80% slice for 
training purposes and a 20% segment for validation 
and we compared the models performance with data 
augmentation dataset. This structured approach not 
only amplifies the precision of our classification task 
but also underscores the adaptability of these PLMs 
in dissecting and understanding multilingual news 
narratives, setting a precedent for future research in 
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domain-specific NLP applications.The 
hyperparameters of each model is mentioned in 
Appendix 3. 

4. Experimental Results 

4.1 Submitted runs  
In our comprehensive experimental setup, we 
evaluated the efficacy of five distinct models across 
English, French, and Japanese datasets, with our 
findings meticulously documented in Table 1. This 
table encapsulates the culmination of our official 
submissions and their corresponding performance 
metrics. Within the English dataset evaluations 
spanning three submission rounds, the RoBERTa 
model stood out, securing the premier position with an 
impressive Micro-F1 score of 58.82% and a Macro-F1 
score of 55.03%. This achievement underscores 
RoBERTa's nuanced understanding and processing 
capabilities of the English language. 

Transitioning to the French dataset, our exploration 
across two submission rounds revealed the XLM-
RoBERTa model as the frontrunner, achieving a 
notable Micro-F1 score of 47.26% and a Macro-F1 
score closely aligned at 47.16%. This result highlights 
XLM-RoBERTa's adeptness at navigating the 
linguistic intricacies of the French language, 
cementing its status as a potent tool for multilingual 
analysis. 

Further delving into the Japanese dataset, again over 
two rounds of submissions, the Bert-base-
multilingual-cased model emerged as the victor, albeit 
with a Micro-F1 score of 11.90% and a Macro-F1 
score of 7.10%. Despite the lower scores relative to 
the other languages, this outcome signals the model's 
capacity to grapple with the Japanese language, 
albeit indicating potential areas for improvement and 
refinement. 

Table 1 not only serves as a testament to the 
comparative strengths and areas for enhancement 
across the models but also illuminates the path 
forward for optimizing multilingual ESG classification 
tasks. The distinguished performance of the 
RoBERTa model in English, in particular, delineates a 
benchmark for excellence, suggesting a fertile ground 
for future investigations to build upon and extend its 
application across diverse linguistic landscapes. 
Appendix 4 and Appendix 5 shows the comparison 
report of performance metrics report obtained before 
and after data augmentation in the development 
dataset . 

5. Conclusion 

In conclusion, team IMNTPU engaged in the multi-
lingual ESG classification task, with the aim of 
discerning impact levels and durations from ESG-
related news articles across English, French, and 
Japanese datasets. Leveraging transformer models, 
notably the RoBERTa-base model, we focused on 
optimizing our approach to accurately classify the 
given information. The RoBERTa-base model, in 
particular, demonstrated superior performance in the 

English dataset, achieving a commendable Micro-F1 
score of 58.82%, which stands as our best result. This 
was followed by the French dataset with a score of 
47.26%, and the Japanese dataset at 11.90%, 
highlighting a significant opportunity for improvement 
in handling Japanese language data, potentially 
through parameter adjustments such as learning rate 
and epochs. 
 

Dataset Subt
ask 

Ru
ns 

Team ID Model Micro 
-F1 

Macro-
F1 

 
 
English 

 
 
Impac
t 
Level 

Ru
n 1 

English_ 
IMNTPU_
1 

BERT 
18.38

% 
15.54% 

Ru
n 2 

English_ 
IMNTPU_
2 

RoBER
Ta-
base 

58.82

% 
55.03% 

Ru
n 3 

English_ 
IMNTPU_
3 

RoBER
Ta-
large 

19.12

% 
17.22% 

 
 
 
French 

 
 
Impac
t 
Level 

Ru
n 1 

French_ 
IMNTPU_
1 

XLM-
RoBER
Ta 

47.26
% 

47.16% 

Ru
n2 

French_ 
IMNTPU_
2 
 

BERT-
base-
multilin
gual 
cased 

37.67

% 

34.46% 

 
 
Japanes
e 

 
 
Impac
t 
Lengt
h 

Ru
n1 

Japanese
_ 
IMNTPU_
1 

XLM-
RoBER
Ta 

11.10
% 

5.00% 

Ru
n 2 

Japanese
_ 
IMNTPU_
2 
 

BERT-
base-
multilin
gual 
cased 

 
11.90

% 

 
7.10% 

Table 1: Official evaluation results submitted to ML-
ESG 3 

Additionally, our application of data augmentation 
techniques played a critical role in enhancing our 
model's performance, particularly by addressing 
issues of data scarcity and label imbalance. However 
the data augmentation has not improved the 
performance in all models but it improved the 
performance in RoBERTa-base model which 
outperformed in official run. The results underscore 
the effectiveness of the RoBERTa-base model and 
data augmentation in advancing our understanding 
and classification capabilities within the multi-lingual 
ESG domain. 

5.1 Research Contributions 
This study advances the field of ESG impact 
assessment by training with BERT-based 
Transformer Models across multilingual datasets to 
significantly improve the precision and 
comprehensiveness of ESG impact duration and level 
level. Furthermore, implementing the Data 
Augmentation to balance the class within the datasets, 
enhanced the model robustness and ensuring a 



232

balanced representation for more accurate ESG 
impact duration and level classification.  
 

5.2 Managerial Implications 
These advancements offer substantial benefits. First 
the enhanced models provide ESG analysts with 
more reliable tools for assessing the impact duration 
and level of sustainability initiatives, thus supporting 
more informed and strategic decision-making. And 
organizations can better align their operations with 
sustainable practices, accurately track their ESG 
performance, catering to a globally diverse audience. 

6. Appendices 
Dataset Subtasks Labels 

English Impact Level low, medium, high 
Impact Length Less than 2 years,  

2 to 5 years,  
More than 5 years 

French Impact Level low, medium, high 
Impact Length Less than 2 years,  

2 to 5 years,  
More than 5 years 

Japanese Impact Length Less than 2 years,  
2 to 5 years,  
More than 5 years 

Korean Impact Level Opportunity,risk,cannot 
distinguish 

Impact Length Less than 2 years,  
2 to 5 years,  
More than 5 years 

Chinese Impact Length Less than 2 years,  
2 to 5 years,  
More than 5 years 

Appendix 1: Different classification subtasks for each 
language. 

 

Appendix 2: Prompt generated using GPT 3.5 Turbo 

 

Model Batch 
size 

Epoch Optimizer Learning 
rate 

BERT 16 10 Adam 5e-5 
RoBERTa-
base 

16 10 Adam 5e-5 

RoBERTa-
Large 

16 10 Adam 5e-5 

XLM-
RoBERTa 

16 3 Adam 5e-5 

BERT-base-
multilingual-
cased 

16 3 Adam 5e-5 

Appendix 3: The main hyperparameters used in this 
study 

Dataset Models Accur
acy 

F1 
score 

Precisi
on 

Reca
ll 

 
 
English 

BERT 0.82 0.82 0.82 0.82 
RoBERTa-
base 

0.79 0.79 0.79 0.79 

RoBERTa-
large 

0.34 0.17 0.12 0.34 

 
 
 
French 

XLM-
RoBERTa 

0.87 0.86 0.86 0.87 

BERT 
base-
multilingua
l-cased 

0.88 0.87 0.88 0.88 

 
Japanese 

XLM-
RoBERTa 

0.40 0.23 0.16 0.40 

BERT-
base-
multilingua
l-cased 

0.36 0.19 0.13 0.36 

Appendix 4: Performance matrix of development 
dataset  after data augmentation  
 

Dataset Models Accur
acy 

F1 
score 

Precisi
on 

Reca
ll 

 
 
English 

BERT 0.64 0.61 0.61 0.64 
RoBERTa-
base 

0.53 0.50 0.50 0.53 

RoBERTa-
large 

0.49 0.22 0.16 0.33 

 
 
 
French 

XLM-
RoBERTa 

0.42 0.25 0.17 0.42 

BERT 
base-
multilingua
l-cased 

0.45 0.31 0.44 0.42 

 
Japanese 

XLM-
RoBERTa 

0.60 0.45 0.36 0.60 

BERT-
base-
multilingua
l-cased 

0.40 0.34 0.30 0.40 

Appendix 5: Performance matrix of development 
dataset without data augmentation  
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