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Abstract

The advent of instruction-tuned large language
models (LLMs) has significantly advanced the
field of automatic instruction dataset augmen-
tation. However, the method of generating
instructions and outputs from inherent knowl-
edge of LLM can unintentionally produce hal-
lucinations — instances of generating factu-
ally incorrect or misleading information. To
overcome this, we propose SELF-EXPERTISE,
automatically generating instruction dataset in
the legal domain from a seed dataset. SELF-
EXPERTISE extracts knowledge from the out-
puts of the seed dataset, and generates new in-
structions, inputs, and outputs. In this way, the
proposed method reduces hallucination in au-
tomatic instruction augmentation. We trained
an SELF-EXPERTISE augmented instruction
dataset on the LLaMA-2 7B model to con-
struct Korean legal specialized model, called
LxPERT. LxPERT has demonstrated perfor-
mance surpassing GPT-3.5-turbo in both in-
domain and out-of-domain datasets. The SELF-
EXPERTISE augmentation pipeline is not only
applicable to the legal field but is also expected
to be extendable to various domains, potentially
advancing domain-specialized LLMs.

1 Introduction

Recent large language models (LLMs) like GPTs
(Brown et al., 2020; OpenAI, 2023), PaLM
(Chowdhery et al., 2023) show exceptional perfor-
mance for various NLP tasks in response to instruc-
tion prompt. To train LLMs in following natural
language instructions, an instruction dataset is es-
sential for performing Instruction Tuning (Yin et al.,
2023; Wei et al., 2021; Sanh et al., 2021). How-
ever, acquiring a diverse human-written instruction
dataset is often time-consuming and costly. To
overcome these limitations, many have used LLMs
for auto-generation (Wang et al., 2022; Xu et al.,
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Figure 1: Comparison between GPT-3.5-turbo, Self-
Instruct tuned LLaMA-2, and our LxPERT. GPT-3.5-
turbo and Self-Instruct tuned LLaMA-2 generates un-
clear and ambiguous output without any legal basis. By
contrast, LxPERT generates correct output with precise
legal knowledge.

2023). However, such methods remain unsuitable
for creating instruction datasets in domains where
accuracy is critical, because LLMs lack expert-
level knowledge, can produce hallucinated data
(Lin et al., 2021; Zhang et al., 2023; Sadat et al.,
2023). Therefore, high-quality, accuracy-focused
methodologies are needed for generating instruc-
tion data in specialized knowledge areas to extend
the usability of LLMs beyond general tasks.

In this study, we introduce the novel SELF-
EXPERTISE method for automatic instruction
data generation for knowledge-intensive tasks us-
ing LLMs. It prevents hallucinations and ensur-
ing data accuracy in specialized knowledge do-
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mains by generating data based on precise knowl-
edge. Figure 2 describes four-step process of SELF-
EXPERTISE. Inspired by how a teacher designs
exam questions based on textbook context, user
instructions, inputs, and outputs are created based
on the knowledge, extracted from small set of seed
data outputs.

We automatically generated a legal domain in-
struction dataset of 19k from 980 seed dataset uti-
lizing SELF-EXPERTISE. Then, we instruction
tuned LLaMA-2 7B (Touvron et al., 2023) using
SELF-EXPERTISE augmented dataset. We re-
fer to this resulting model as LxPERT, for Legal
ExPERT. Comparisons of LxPERT with models
instruction-tuned in general domains and those
tuned with datasets generated by traditional aug-
mentation methods reveal its superior accuracy and
fluency. Furthermore, LxPERT significantly sur-
passes GPT-3.5-turbo, the most widely used model
lately. Figure 1 shows comparison between GPT-
3.5-turbo and LxPERT. These findings underscore
the importance of specialized models for specific
domains (Zhao et al., 2023; Chalkidis et al., 2020;
Tian et al., 2023), highlighting the effectiveness
of the SELF-EXPERTISE approach in developing
models that deliver high performance in profes-
sional fields. In summary, our contributions are as
follows:

• We propose SELF-EXPERTISE, a novel in-
struction data generation method for areas of
specialized knowledge that minimizes human
annotation.

• We train LxPERT, the small large language
model (sLLM) specialized in Korean legal do-
main using SELF-EXPERTISE method. We
conduct both GPT-4 and human evaluation on
in-domain and out-of-domain test set. The
results demonstrate that LxPERT surpasses
the 7B models and GPT-3.5-turbo with high
accuracy.

• We release a Korean Legal SELF-
EXPERTISE Instruction Dataset and a
set of handcrafted novel dataset for evaluating
future legal instruction-following models.

2 Related Work

2.1 LLM-based Instruction Dataset
Augmentation

Collecting diverse instruction datasets manually re-
quires significant resources (Ratner et al., 2017;
Zhong et al., 2020; Feng et al., 2021). To overcome

these limitations, methods have been proposed to
automatically generate instruction datasets through
LLMs (Dai et al., 2023; Whitehouse et al., 2023;
Wang et al., 2022; Xu et al., 2023; Mukherjee et al.,
2023; Mitra et al., 2023). Self-Instruct (Wang et al.,
2022) presents a method to generate instructions by
looking up few task examples from a seed dataset,
produce outputs, and then filter out low-quality
data. However, in specialized knowledge domains,
including law, where accurate answers based on ex-
pert knowledge are required, there are limitations
to controlling LLM hallucination when using pre-
vious automatic generation methods (Choi et al.,
2023; Yu et al., 2023a; Cui et al., 2023). When
a new instruction is created without incorporating
related knowledge, LLMs may generate inaccurate
answer. SELF-EXPERTISE overcomes these lim-
itations by extracting knowledge from the output
of existing seed dataset and generating new dataset
based on this knowledge. It also incorporates ex-
planation tuning (Mukherjee et al., 2023) to enable
learning a logical answer structure.

2.2 Knowledge-Intensive Tasks

Knowledge-intensive tasks require a knowledge-
based solution, such as open domain question an-
swering, fact-checking, and entity linking (Petroni
et al., 2020). The legal domain is knowledge-
intensive because answers must be provided based
on accurate information (Yu et al., 2023b; Kim
and Goebel, 2017; Vold and Conrad, 2021). While
LLMs have shown high performance in knowledge-
intensive tasks using only model parameters, they
still face the limitation of hallucination (Asai et al.,
2023; Lewis et al., 2020; Guu et al., 2020). This
problem can be reduced when accurate knowledge
is added to the LLM input through a retriever (Shus-
ter et al., 2021; Borgeaud et al., 2022; Mallen
et al., 2023; Shi et al., 2023). Accordingly, we
apply a similar method to data augmentation for
knowledge-intensive tasks. Unlike previous instruc-
tion dataset generation methods that generates in-
structions from undefined inherent knowledge of
LLMs, our method creates instructions and outputs
based on precise external knowledge.

3 Methodology

We propose SELF-EXPERTISE, a novel methodol-
ogy for automatically generating instruction data
based on knowledge, thus enabling precise logical
reasoning that reflects the characteristics of special-
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Figure 2: A overview of SELF-EXPERTISE.

ized knowledge areas.

3.1 Defining Instruction Data

A typical instruction dataset (i.e., seed dataset) is
structured as <user instruction, input, output> (Wei
et al., 2021). It is designed to generate an output
from the model when a user instruction and corre-
sponding input are provided. In our methodology,
we add system instructions (Mukherjee et al., 2023).
Unlike user instructions that direct the actual task
to be performed by the model, system instructions
serve as guidelines for additional details such as
the tone or style of the output. While focusing on
the importance of logical structure in specialized
knowledge domain responses, we design and add
system instructions to facilitate learning of reason-
ing and narrative structure. The final dataset is
structured as <system instruction, user instruction,
input, output>. Both cases, with and without inputs,
are structured for a diverse instruction dataset.

3.2 SELF-EXPERTISE

SELF-EXPERTISE involves four stages: (1)
knowledge extraction based on output, (2) genera-
tion of user instruction and input based on knowl-
edge, (3) creation of system instructions, and (4)
output generation based on previous results. (Fig-
ure 2) The prompt template used in each step is
shown in Figure 3.

3.2.1 Step 1: Knowledge Extraction Based on
Output

First, knowledge is extracted from the outputs of
a small set of expert-written seed data. Unlike
the conventional method (Wang et al., 2022) that
generates new user instructions and outputs solely
based on inherent knowledge of LLM, our method
generates user instruction, input, and output based
on precise external knowledge. This is crucial in
specialized knowledge areas where factual accu-
racy matters. Thus, using accurate knowledge as a
basis for data generation can prevent hallucination
and ensure data accuracy. For example, in the le-
gal field, a lawyer’s argument corresponds to the
output, and the case law used as the basis for the
argument corresponds to the knowledge.

3.2.2 Step 2: Generation of User Instruction
and Input Based on Knowledge

User instruction and input are generated using the
extracted knowledge from the previous step. Anal-
ogous to how teachers create exam questions based
on textbook content, LLM acts as an exam writer
and generates relevant exam questions and contexts
(i.e., user instruction and input) based on knowl-
edge.

3.2.3 Step 3: Creation of System Instructions
To generate diverse outputs utilizing knowledge,
specialized system instructions are handcrafted as
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Figure 3: Prompt templates used for each step during SELF-EXPERTISE.

guidelines for output generation. In this study, eight
specific system instructions were handcrafted for
the targeted legal field. All system instructions in-
clude the use of precise legal basis and instruction
to generate output referencing the knowledge. Indi-
vidually, they differ to allow the creation of outputs
in various manners, lengths, and formats. For ex-
ample, one follows the stages of the Issue, Rule,
Application, Conclusion(IRAC) Framework, a real
legal reasoning process, to align outputs with the
thought process in specialized knowledge areas.

3.2.4 Step 4: Output Generation Based on
Previous Results

Finally, the output is generated using the system
instruction, user instruction, input, and knowledge.
Upon combining the previously generated user in-
struction, input, and knowledge with the eight sys-
tem instructions, eight outputs are generated for
each user instruction and input pair. During the out-
put generation process with LLM, accurate knowl-
edge is included in the prompt to ensure the accu-
racy of the output.

3.3 Finetuning the sLLM using Augmented
Instruction Dataset

The small LLM (sLLM) is trained in causal
language modeling using augmented instruction
dataset. This process can be seen as knowledge
distillation, in which knowledge is transferred from
a larger to a smaller model (Wang et al., 2022).
Like previous studies, our approach not only trans-

fers the knowledge and instruction-following abil-
ity of the larger model but also allows for the
distillation of domain knowledge in specialized
fields. Unlike generating data with LLM, where
knowledge is included to generate outputs, knowl-
edge is not directly provided during the training
of the sLLM. Therefore, the sLLM is trained to
generate responses based on indirectly learned do-
main knowledge when receiving instruction and
input, considering that in real user query scenar-
ios, ground-truth knowledge rarely comes as input.
Moreover, the sLLM learn all eight types of system
instructions and their corresponding various out-
put forms. This allows the sLLM to align with the
thought processes in specialized knowledge areas
corresponding to system instructions and learn to
respond in various manners according to different
instructions.

4 Legal SELF-EXPERTISE Data

We applied the SELF-EXPERTISE methodology
to the field of law, where accuracy and reasoning
are crucial. We give detailed explanation of the
SELF-EXPERTISE augmented instruction dataset.

4.1 Seed Dataset
We used 980 legal seed instruction dataset directly
created by legal experts. Details of legal experts
we worked with are described in Appendix E. This
seed instruction dataset includes 560 legal cases
and 916 clauses, and the dataset covers four legal
domains: civil law in bar exam, criminal law in bar
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Domain # of Data
Civil law in bar exam 100

Criminal law in bar exam 190
Legislative Information 370

Legal Consultation 320
Total 980

Table 1: The amount of seed data per domain.

# of seed data 980
# of generated data in Step 2 2398
# of generated data in Step 4 19184

avg. instruction length 19.5
avg. input length 31.2
avg output length 144.4

Table 2: Statistics of the generated dataset by applying
SELF-EXPERTISE. The length is calculated based on
the number of words.

From Knowledge From Output
(1) Similarity between
{original instruction, input}
and {new instruction, input}

0.66 0.71

(2) Similarity between {original input}
and {new instruction, input}

0.65 0.69

(3) Similarity among questions
originating from the same source

0.75 0.78

Table 3: The similarity in BERT-scores between origi-
nal data and generated data. We compare new user in-
structions and inputs generated from knowledge versus
directly from output. Higher similarity scores indicate
lower diversity in augmentation.

exam, legislative information, and legal consulta-
tion. The amount of data per domain is shown in
Table 1. We built the data by first extracting out-
puts containing legal knowledge in the respective
domain. Then, user questions were formulated to
add user instruction and input, thus constructing a
user-oriented legal instruction dataset.

4.2 Data Generation Details

We augmented the dataset through SELF-
EXPERTISE based on 980 seed dataset. In Step 1,
we used GPT-3.5-turbo, and in Steps 2 and 4, we
used GPT-4-preview-11061 for generation. More
details of generation models and prompts are pre-
sented in Appendix A.2, A.3. After four-step gen-
eration, we filtered out data that did not conform
to the format. Eventually, we generated dataset of
19k pairs. Basic statistics of the generated data are
summarized in Table 2.

1https://platform.openai.com/docs/models

Figure 4: Length distribution of the generated user in-
structions, inputs, and outputs by SELF-EXPERTISE.

Figure 5: Length distribution of the generated user in-
structions and outputs by Self-Instruct.

4.3 Diversity

To check the diversity of the generated data, we
compared the lengths of the generated user instruc-
tion, input, and output. Unlike the Self-instruct
generated data, which is biased towards one point,
the length distribution of data generated by SELF-
EXPERTISE appears to be more even as described
in Figure 4 and 5, indicating that it is more diverse.
In particular, variously crafted system instructions
played an important role in the diversity of out-
put length and form. Depending on each system
instruction, the responses could be brief and con-
cise, or they might encompass more detailed and
extensive explanations. For instance, we included
system instructions that demand core points, as
well as those that guide the generation of responses
in a step-by-step manner, thereby diversifying the
format of the answers.
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Data Quality Review Question Yes %
Does the instruction describe
a valid task in the legal field?

90%

Is the input appropriate
for the instruction?

90%

Is the output a correct and acceptable
response to the instruction and input?

88%

Does the output include
correct terms and knowledge?

77%

Table 4: Data quality review results.

Also, in Step 1 of SELF-EXPERTISE, we ex-
tracted knowledge from the output. Extracting
objective knowledge from outputs first will help
model not be limited to a particular situations and
create various instructions and inputs. To verify
this, we compared the results of generating instruc-
tions from the output for a 200 seed dataset with
those generated from knowledge. Using BERT-
score (Zhang et al., 2019), we measured the simi-
larity between the original instructions, inputs, and
the similarity among questions augmented from
the same source. As seen in Table 3, instructions
generated based on outputs show higher similar-
ity, indicating a reduction in the diversity of the
augmented data. Therefore, we decided to proceed
to the next step by extracting knowledge from the
output in Step 1.

4.4 Quality

Quality of a dataset in the legal field depends on
the accuracy of knowledge and logical reasoning,
so we conducted human evaluation for the gen-
erated data quality measurement. We randomly
sampled 100 pairs of user instruction, input, and
output. Referring to the data quality review ques-
tions (Wang et al., 2022), we asked legal experts to
assess whether the sampled data represents valid
tasks in the field of law, contains correct legal terms,
and includes accurate knowledge. Table 4 shows
the results of the human evaluation of the generated
data. The evaluation results indicate that generated
instructions extensively include law tasks, and the
outputs are reasonable and contain accurate legal
knowledge. To assist with the understanding, two
examples from generated dataset are selected and
listed in Appendix A.4.

5 Experimental Setup

5.1 Training Details
To develop LxPERT, we conducted instruction tun-
ing with the LLaMA-2-ko 7B model which is pre-
trained with Korean language on the LLaMA-2
7B model (Touvron et al., 2023). We trained in-
struction data augmented with SELF-EXPERTISE
using causal language modeling loss. LxPERT un-
derwent three epochs of training on four NVIDIA
A100 GPUs with 80GB memory, with the AdamW
(Kingma and Ba, 2014) as the optimizer, learning
rate of 2e-5, per device train batch size of 1, and
a max length of 1024. It took 2 hours to train Lx-
PERT on 19k generated dataset. We enhanced the
training speed by utilizing the Accelerate (Gugger
et al., 2022) and DeepSpeed 2 libraries. Addition-
ally, we did not use any loss masking and trained
the model by calculating the loss from the instruc-
tion to the output to generally learn the strategy of
producing outputs according to system instructions.

5.2 Baselines
Foundation Models: LLaMA-2 7B (Touvron et al.,
2023) and LLaMA-2-ko 7B (L. Junbum, 2023). We
chose the 7B-sized sLLM to check the performance
of a model of the same size.
Instruction-tuned Models in General Domain:
LLaMA-2-chat 7B (L. Junbum, 2023) and LLaMA-
2-ko-chat 7B 3. We selected models trained on ex-
isting general domain instruction datasets.
GPT: We included GPT-3.5-turbo, the bigger-
sized LLM. This research measures and evaluates
the performance of GPT model in the Korean legal
domain.
Instruction-tuned Models in Legal Domain: Self-
Instruct tuned LLaMA-2-ko 7B and seed dataset
tuned LLaMA-2-ko 7B. Existing instruction-tuned
models have limitations in not being specialized for
the Korean legal domain. Therefore, we augmented
the dataset for the legal domain by using the Self-
Instruct method (Wang et al., 2022) and trained
on LLaMA-2-ko 7B. We provide more details of
Self-Instruct generation in Appendix D. Also, we
add the model trained only seed dataset.

5.3 Evaluation Dataset
In-domain Dataset: In-domain dataset includes
new user instruction, input, and output pairs con-
taining legal knowledge from seed dataset. To as-

2https://github.com/microsoft/DeepSpeed
3https://huggingface.co/heegyu/llama-2-ko-7b-chat
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Figure 6: GPT-4 evaluation results on in-domain data (left) and out-of-domain data (right). We pair each response
of models with LxPERT response and estimate the win rate.

sess whether the trained model can provide accu-
rate and logical answers reflecting the legal char-
acteristics, we asked legal experts to create a new
dataset that is related to same four domains like as
seed dataset. Note that, it has been meticulously
designed to have no overlap of user instructions,
inputs, and outputs with either the seed dataset or
the train dataset. Ultimately, test dataset of 200
pairs were compiled.
Out-of-domain Dataset: Out-of-domain dataset
means new user instruction, input, and output pairs
that contain outside knowledge from seed dataset.
To evaluate the model’s generalization performance
on tasks and knowledge not included in the seed
data, we collected 100 QA pairs by crawling the
“Easy-to-Find Living Law Information” 4 site. Par-
ticularly, we selected questions that require knowl-
edge not presented in our seed data, aiming to eval-
uate performance on challenging out-of-domain
test dataset.

5.4 Evaluation Settings

In order to measure the performance of the model
in the legal domain, we conducted GPT automatic
evaluation and human evaluation. The model’s
instruction-following capability was assessed in a
zero-shot environment without in-context exam-
ples.
GPT-4 Evaluation We conducted pairwise compar-
ison evaluation method used in (Zheng et al., 2024;
Wang et al., 2023; Xu et al., 2023). We instructed
GPT-45 to choose the more logical response for
the same user instruction and input from two can-
didate responses. The prompt template used for
evaluation is shown in Appendix B.
Human Evaluation Despite GPT’s outstanding
performance in automatic evaluation, there are lim-

4https://www.easylaw.go.kr
5https://platform.openai.com/docs/models

itations in comprehending accuracy and logical
structure in specialized domains such as law. Con-
sequently, we asked legal experts to rate the model-
generated text on a five-point Likert scale (Likert,
1932) for accuracy and fluency. For accuracy, they
assessed whether the included knowledge was cor-
rect and appropriate. For fluency, they evaluated
whether the task requested in the user instruction
was well executed and if the answer was derived
from legal reasoning. Detailed criteria is described
in Appendix C.3.

6 Results

6.1 Evaluation on In-domain Data

The result of GPT-4 evaluation on in-domain data
is shown on the left side of Figure 6. In a pair-
wise comparison, LxPERT significantly outper-
forms both models tuned for general domain and
those tuned for the legal domain. LxPERT demon-
strate superior performance in expanding logical
answers through legal reasoning compared to other
models. Moreover, LxPERT, which is trained on
the characteristics of the legal domain, shows bet-
ter performance than GPT-3.5-turbo which is fo-
cused on general domain.

The result of human evaluation is shown in Ta-
ble 5. Models tuned for general domain instruc-
tions score significantly lower, indicating insuf-
ficient learning of legal knowledge and thinking,
despite possessing some capability in instruction
following. Lower performance shows hallucina-
tions in the legal Self-Instruct dataset due to the
lack of knowledge. In contrast, LxPERT not only
surpasses the performance of other 7B models but
also exceeds GPT-3.5-turbo in terms of accuracy.
LxPERT indirectly acquires legal domain knowl-
edge through an instruction dataset containing ac-
curate knowledge. Furthermore, we observe that
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Model In-domain Out-of-domain
Accuracy Fluency Accuracy Fluency

Foundation Models
LLaMA-2 7B 1.03 1.04 1.04 1.14
LLaMA-2-ko 7B 1.19 1.24 1.06 1.16
Instruction-tuned Models in General Domain
LLaMA-2-chat 7B 1.63 2.00 1.24 1.76
LLaMA-2-ko-chat 7B 1.61 2.23 1.49 2.37
GPT-3.5-turbo 2.52 3.83 2.60 3.90
Instruction-tuned Models in Legal Domain
Self-Instruct tuned 1.25 2.06 1.25 2.27
Seed dataset tuned 2.07 3.00 2.88 3.22
LxPERT (Ours) 3.88 4.80 2.98 4.53

Table 5: Human evaluation results on in-domain data
and out-of-domain data.

LxPERT excels in articulating logical structures,
including clauses and case law, thus demonstrating
an outperforming fluency level.

6.2 Evaluation on Out-of-domain Data

We also measured performance on a challenging
out-of-domain test set composed solely of un-
learned knowledge. The result of GPT-4 eval-
uation for out-of-domain (OOD) data is shown
on the right side of Figure 6. Among the mod-
els trained on the legal domain, the performance
of the seed dataset tuned model noticeably drops
compared to the result on in-domain data. This
could be due to overfitting on a small number of
dataset, leading to poor performance in OOD ques-
tion and answer. While Self-Instruct tuned model
and GPT-3.5-turbo show a slight improvement in
performance in OOD, LxPERET still outperform
GPT-3.5-turbo with a probability of over 50%.

The human evaluation result for the OOD dataset
is shown in Table 5. As before, models includ-
ing Self-Instruct that underwent instruction tuning
show slightly improved performance compared to
the baseline. LxPERT, being an out-of-domain
set, often based its reasoning on incorrect legal
statutes or precedents, resulting in reduced accu-
racy. Nonetheless, it surpassed GPT-3.5-turbo’s
performance in this context.

6.3 Quality of Answers Relative to the
Amount of Training Data

We measured the relationship between the quantity
of augmented instruction dataset and the quality
of responses. We increased the dataset sizes to 1k,
5k, 10k, 19k, 30k and observed the performance on
in-domain and out-of-domain test set. The results
shown in Figure 7. From the graph, we observe
that across all models with varying sizes of train-
ing data, fluency is consistently higher than accu-

Figure 7: Human evaluation performance of LxPERT
tuned with different sizes of training data. Orange lines
show the results on in-domain data, while blue lines
show the results on out-of-domain data. Triangles mean
fluency, and squares mean accuracy.

racy. This trend shows that the model first learns
how to response in legal format, regardless of the
amount of training data. A general improvement in
performance is seen as the amount of training data
increases. Notably, there is a decrease in model per-
formance when the data size increases from 19k to
30k. This suggests that excessive augmentation of
our limited 980 seed data knowledge leads to over-
fitting on this specific knowledge, consequently
diminishing the model’s general linguistic capabili-
ties. Based on these findings, we hypothesize that
incorporating additional general domain datasets or
expanding knowledge of seed data could further en-
hance model performance. This hypothesis forms
the basis of our proposed future work.

7 Discussion

In our experiments with SELF-EXPERTISE and
instruction tuning, we aimed to distill two key at-
tributes: the ability to follow instructions and legal
domain knowledge. The model showed proficiency
in generating responses based on legal statutes and
case law, adhering to the logical framework of le-
gal reasoning, as evidenced by high fluency scores.
However, as the model learn the legal domain
knowledge indirectly, it was prone to more fre-
quent errors. Prominent errors included hallucina-
tions, where the model fluently provided responses
based on inaccurate legal references. This sug-
gests that while SELF-EXPERTISE has addressed
knowledge issues compared to Self-Instruct, there
are still aspects that remain to be resolved. We an-
ticipate a combination of accurate knowledge acqui-
sition methods with SELF-EXPERTISE to further
enhance the precision in legal domain knowledge.
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We propose this potential improvement as a subject
for future work.

8 Conclusion

In this study, we propose SELF-EXPERTISE for
automatically generating instruction dataset in spe-
cialized domain areas. Our proposed method ex-
tracts knowledge from outputs of a seed dataset and
uses this as a basis for generating instructions. This
significantly reduces hallucination in instruction
dataset creation. To demonstrate the effectiveness
of the our augmentation method, we trained Lx-
PERT with an augmented dataset on LLaMA-2 7B
and compared it with other baselines. It surpasses
the performance of 7B models and GPT-3.5-turbo
in terms of GPT-4 evaluation and human evalua-
tion. We believe that this methodology can be ex-
tended and used for creating instruction datasets not
only in the legal domain but also in other special-
ized knowledge domains. Therefore, we look for-
ward to the utilization of this augmentation pipeline
when training an sLLM specialized for knowledge-
intensive tasks.

Limitations

This study proposes a methodology for generat-
ing instruction datasets in specialized knowledge
domains. This methodology has some limitations
common to other automatic instruction generation
methods and knowledge-based learning methodolo-
gies.
Cost Issue The SELF-EXPERTISE process used
the GPT-3.5-turbo model for Step 1 and the
GPT-4-preview-1106 model’s API for Steps 2 and
4. This was necessary for generating accurate re-
sponses based on knowledge and creating creative
instructions. While it reduces costs compared to
human-written data, a significant cost increase can
occur when multiple iterations are performed.
Knowledge Expansion Issue We augmented the
dataset by creating various instructions based on
the knowledge in the seed dataset. This is mean-
ingful as it produces different instructions and in-
puts from the same knowledge, as discussed in the
data analysis section. Moreover, experiments con-
firm that this augmentation method improves the
model’s ability to follow precise knowledge and
legal narrative structures. However, the major issue
is that augmentation with the same seed dataset is
only possible with the same knowledge, thus limit-
ing diversity. We believe this can be improved by

retrieving a variety of knowledge for data augmen-
tation in future work.

Ethics

The data was generated based on an LLM; there-
fore, it may contain biases inherent in the back-
bone LLM. For example, bias may be introduced
in the generation of legal questions based on cer-
tain knowledge. However, our method is novel in
that we did not directly generate inputs from the
outputs. Instead, we generated knowledge from the
output to create new inputs based on general cases.
This process addresses biases and reduces the in-
clusion of personal information. Additionally, we
disclose data augmented with SELF-EXPERTISE.
This data is released under the CC-BY-NC 4.0 li-
cense 6, which excludes commercial use.
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A Data Generation Details

A.1 Examples of Seed Dataset

We display two examples of our seed dataset, one
from ‘Civil Law in Bar Exam’ and the other one
from ‘Legislative Information’. For a better under-

standing, we translated these examples into English.

A.2 Prompts for Generation

SELF-EXPERTISE automatically generates in-
struction data by giving appropriate prompts to
LLMs in each step described in §3.2. In this sec-
tion, we present three actual prompt templates and
eight system instructions. All prompts include 2-
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shot examples. In case of system instructions, we
referred to the styles of system message from Orca
(Mukherjee et al., 2023) and modified to suit the
legal field.

A.3 Generation Models and Parameters

A.3.1 Generation Models
In this paper, we used GPT-3.5-turbo for Step
1 (§3.2.3), and GPT-4-1106-preview for Steps 2
(§3.2.2) and 4 (§3.2.4) of the SELF-EXPERTISE
application. In Step 1, the task involves extract-
ing and organizing information from given texts
rather than creating new content. In this case, we
found no significant performance difference be-
tween GPT-3.5-turbo and GPT-4-1106-preview,
with both models performing the task effec-
tively. Therefore, we chose the more cost-effective

GPT-3.5-turbo. However, Steps 2 and 4 rela-
tively require the generation of not only accurate,
but also new and creative data from the given
texts. In comparison to GPT-4-1106-preview,
GPT-3.5-turbo tended to generate more uniform
and similar data rather than a variety. Consequently,
GPT-4-1106-preview was used for Steps 2 and 4
to facilitate the creation of a more diverse range of
data.

A.3.2 Generation Parameters
When conducting the generation, we employed de-
fault settings for the parameters. Both frequency
penalty and presence penalty were set to 0. Tem-
perature was adjusted to 1, and similarly, top p was
configured at 1.

A.4 Examples of Generated Dataset

This section provides two examples of data gen-
erated through SELF-EXPERTISE. We translated
examples into English to enhance understanding.
When looking at the examples, the user instructions
include valid questions related to law and also ap-
propriately match with corresponding inputs. In ad-
dition, the outputs provide suitable answers to the
questions posed in the user instructions, not only
responding accurately but also logically explaining
based on correct knowledge. This demonstrates the
successful implementation of the methodology for
creating instruction data based on knowledge.

B GPT-4 Evaluation Details

We conducted the pairwise comparison evaluation
between model-generated samples using GPT-4.
The prompt template for pairwise comparison is
shown below. We guide GPT-4 to choose a more
appropriate response based on the user instruction
and input. In this case, we assumed that GPT-4 may
not have learned certain legal knowledge, so we
include accurate knowledge as a reference. There-
fore, GPT-4 can evaluate based on this knowledge
whether the response is accurate and logical.

C Human Evaluation Details

C.1 Human Evaluation Setup

In this section, we present more details for the
human evaluation. We conducted two parts of hu-
man evaluation: data quality review of the SELF-
EXPERTISE augmented dataset, and the evalua-
tion of generated samples by baseline models and
LxPERT on the evaluation dataset. To objectively
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assess the accuracy of legal knowledge and logical
reasoning, we asked two lawyers to evaluate both
data quality and model-generated samples.

C.2 Human Evaluation Guideline for Data
Quality Review

The guideline for a human evaluation of data qual-
ity review is shown below. We provide user in-
struction, input, knowledge, and output pairs to
evaluators. We selected four data quality review
questions based on Self-Instruct (Wang et al., 2022)
and asked evaluators to answer each question with
either ‘yes’ or ‘no’. The result of this human evalu-
ation is presented in Figure 4.

C.3 Human Evaluation Guideline for
Model-generated Samples

The guideline for a human evaluation of model-
generated samples is shown below. We gave user
instruction, input, knoweldge, and output pairs to
evaluators and instructed them to score for accu-
racy and fluency on a five-point Likert scale (Likert,
1932). The result of this human evaluation is pre-
sented in Figure 5.

1111



D Legal-based Self-Instruct Details

To compare with the existing instruction data aug-
mentation method, we selected the Self-Instruct
method (Wang et al., 2022) and augmented
our seed dataset using Self-Instruct. We used
GPT-4-1106-preview for a fair comparison be-
tween Self-Instruct and SELF-EXPERTISE. Af-
ter six iterations, we created 19k Legal-based
Self-Instruct dataset, as same size as SELF-
EXPERTISE dataset. Here we show the prompt
templates used for generating instruction and in-
stance, respectively.

D.1 Instruction Generation

This stage is for generating instructions based on
the tasks in the seed dataset. We used the same
prompt template from Self-Instruct.

D.2 Instance Generation

This stage involves creating an instance based on
the instruction generated from the previous step.
Likewise, we used the same prompt template from
Self-Instruct.

E Legal Experts Details

The research project we are currently working on
includes a legal team among the participating re-
search teams. This legal team consists of law
school professors, students, and lawyers. They
are not crowd workers we need to recruit, but co-
researchers who perform the same task and receive
funding for their research. The dataset creation
was led by a law school professor, and the ten law
school students helped data writing. Additionally,
human evaluation of the dataset quality and model
generation results were handled by two lawyers.
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