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Abstract

Language models pre-trained on general text
have achieved impressive results in diverse
fields. Yet, the distinct linguistic characteristics
of task-oriented dialogues (TOD) compared to
general text limit the practical utility of exist-
ing language models. Current task-oriented di-
alogue pre-training methods overlook the one-
to-many property of conversations, where mul-
tiple responses can be appropriate given the
same conversation context. In this paper, we
propose a novel dialogue pre-training model
called DivTOD, which collaborates with LLMs
to learn diverse task-oriented dialogue repre-
sentations. DivTOD guides LLMs in transfer-
ring diverse knowledge to smaller models while
removing domain knowledge that contradicts
task-oriented dialogues. Experiments show
that our model outperforms strong TOD base-
lines on various downstream dialogue tasks and
learns the intrinsic diversity of task-oriented di-
alogues.

1 Introduction

Many NLP applications frequently utilize pre-
trained language models (PLMs) (Devlin et al.,
2019; Liu et al., 2019), which are based on exten-
sive general text corpora (Zhu et al., 2015).These
models are pre-trained in a self-supervised man-
ner and then fine-tuned for supervised downstream
tasks. The Pretrain and Finetune paradigm has
significantly improved the performance of various
downstream tasks. Despite their success, most cur-
rent research efforts focus on general documents
such as Wikipedia, which have a large linguistic
gap with dialogues, particularly task-oriented dia-
logues. Directly using these PLMs is not ideal and
yields poor performance (Rashkin et al., 2019).

Compared to plain text, TOD aims to help users
accomplish specific tasks with explicit goals (e.g.
restaurant reservation), belief states, and database

∗The first two authors contribute equally. Weiran Xu is
the corresponding author.

I need restaurant in the 
east, could you recommend 
1 with the food type?

curry prince is available,
would you like to try that ?

I found 11.would you like 
to specify an area ?

The meze bar restaurtant 
matches your criteria .would 
you like me to book it ?

Figure 1: The same context may have multiple appro-
priate responses in a task-oriented dialogue, which we
call one-to-many.

information. Thus, learning high-quality dialogue
representations is crucial for understanding tasks in
TOD. Previous methods pre-trained models using
task-oriented dialogue datasets to improve dialogue
understanding performance. SimCSE (Gao et al.,
2021) uses a contrastive learning framework to
learn sentence embeddings by generating positive
pairs through Dropout (Srivastava et al., 2014) aug-
mentation. TOD-BERT (Wu et al., 2020) considers
the intrinsic properties of dialogue data by using
dialogue history and corresponding responses as
positive pairs for contrastive learning. DSE (Zhou
et al., 2022) learns from dialogues by taking con-
secutive utterances of the same dialogue as positive
pairs. Furthermore, FutureTOD (Zeng et al., 2023)
proposes a new non-contrastive self-training frame-
work to address the challenges faced by previous
contrastive methods in selecting true positive and
negative pairs.

Despite previous TOD PLMs have made remark-
able progress. Most work ignores the one-to-many
property in the conversation where multiple re-
sponses can be appropriate under the same con-
versation context (shown in Figure 1). Our analysis
shows that the lack of diversity in TOD datasets
is the main reason for this. Specifically, (1) most
TOD datasets only provide a single response for
the same dialogue history, and (2) the style of sys-
tem responses in TOD is often monotonous and
dull. As a result, current TOD PLMs capture only
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the most common dialogue information and ignore
less frequent but still feasible user behaviors, which
leads to duplicated and plain responses.

Large Language Models (LLMs) (Brown et al.,
2020; Ouyang et al., 2022; Touvron et al., 2023)
offer hope for addressing the problems mentioned
above. LLMs have more parameters and are pre-
trained and fine-tuned on a richer and wider cor-
pus (Köpf et al., 2023; Chiang et al.; Ding et al.,
2023). Consequently, LLMs possess a broader gen-
eral background knowledge, which enables them
to generate more diverse and feasible responses.
However, it should be noted that LLMs have not
been specifically fine-tuned for task-oriented di-
alogue systems (Hudeček and Dušek, 2023), re-
sulting in a significant mismatch between their
general knowledge and the domain knowledge re-
quired for task-oriented dialogue. Furthermore,
LLMs typically have billions of parameters, mak-
ing them too expensive to deploy at scale because
of the overwhelming computational requirements,
as well as the cost of fine-tuning and inference
(Wei et al., 2022). To address these issues, a natu-
ral approach is to distill the rich background and
domain-specific knowledge required for tasks from
LLMs into smaller and more efficient models.

In this paper, we propose a new dialogue pre-
training model, DivTOD, which enhances the abil-
ity of smaller models to model the intrinsic one-to-
many diversity of human conversations by trans-
ferring rich general background knowledge and
task-specific domain knowledge from LLMs. Our
framework consists of three core steps: (1) Guid-
ing LLMs to generate diverse system responses
based on dialogue context in a "filling the blank"
manner. (2) Using an LLM-based post-generation
filter to align the generated responses with domain
knowledge. (3) Allowing small models to imitate
LLM’s capabilities by observing diverse dialogues
through self-training. We evaluated DivTOD on
various task-oriented dialogue tasks, such as in-
tent classification, dialogue state tracking, dialogue
act prediction, and response selection. The results
demonstrate that DivTOD consistently outperforms
strong TOD baselines in all scenarios, indicating
its generalization capability. Furthermore, we ob-
served that DivTOD can capture a wider range of
dialogue information and learn the intrinsic one-to-
many diversity of TOD.

Our contributions are: (1) We propose a frame-
work that distills task-specific domain knowledge

User： Hi, could you get me a 
restaurant booking on the 8th 
please? 
Sys(Given Response)：[masked]
User： Could you get me a 
reservation at P.f. Chang's in 
Corte Madera at afternoon 12?

 prompt

User： Hi, could you get me a 
restaurant booking on the 8th please? 
Sys(Given Response)：May I know if 
you have any particular cuisine or 
ambiance preference for the 
restaurant? And what time exactly 
would you like to dine in?
User： Could you get me a reservation 
at P.f. Chang's in Corte Madera at 
afternoon 12?

May I know if you have any particular 
cuisine or ambiance preference for the 
restaurant? And what time exactly would 
you like to dine in?

 prompt

 True/False

Diversified Responses

Check Result

LLM-teacher

Generating Diversified Responses

Aligning Domain Knowledge

Small Student Model

Self-training

Figure 2: Overall architecture of DivTOD.

and rich general background knowledge of LLMs
into smaller models. We use this framework to
pre-train DivTOD and model the intrinsic one-to-
many diversity of human conversations. (2) Our
DivTOD outperforms strong TOD baselines on di-
verse downstream dialogue tasks. It also learns the
intrinsic diversity of task-oriented dialogues

2 Model

2.1 Overall Architecture
Figure 2 shows the overall architecture of DivTOD.
Our framework comprises a teacher model MT

based on LLM and a student model MS based
on a smaller model, initialized by Vicuna-7b1 and
BERT-base-uncased2, respectively. First, we guide
the MT to generate diverse system responses based
on the dialogue context, using a "filling the blank"
approach. Then, we use the MT as a filter to align
the generated response with the domain knowledge
of the task-oriented dialogue context. Finally, by
continuously iterating the generate-filter steps, we
enable the MS to train on both the original dataset
and the generated dataset using the self-training
method proposed in Zeng et al. (2023).

2.2 Diversifying Task-Oriented Dialogue
Representations

Notation We use the collected datasets by TOD-
BERT (Wu et al., 2020) as our pre-training corpus.
The corpus is the combination of 9 publicly avail-
able task-oriented datasets, including 100,707 dia-
logues and 1,388,152 utterances over 60 domains.
For each dialogue, we first transform it into a to-
ken sequence D = {U1, S1, . . . , Un, Sn}. Ui and

1https://huggingface.co/lmsys/vicuna-7b-delta-v1.1
2https://huggingface.co/bert-base-uncased
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Si denote the user utterance and system utterance
with a prefix of two special role tokens [USR] or
[SYS], respectively. n is the turn number of the
dialogue.

Generating Diversified Responses We use a
"filling in the blank" approach to guide MT in gen-
erating diverse responses based on the dialogue
context. For a given dialogue D, we randomly
mask a system response Si and use the remaining
part as the input D

′
. We design a few-shot prompt

P consisting of a triplet (IP , DP , SP ) to instruct
MT in generating diverse responses S

′
i based on

D
′ 3. The core component of the P is IP , which

describes the task to the model. IP also constrains
the behavior of the model, preventing it from gener-
ating irrelevant responses. DP is the input example,
and SP is the corresponding generated response 4.
For each input D

′
, we append it to P and use it as

input to prompt MT to generate diverse responses.
MT can mimic the demonstrations DP , SP in P
to generate new diverse responses. The complete
prompt example is shown in Figure 5 in Appendix.

Aligning Domain Knowledge Although we can
obtain more diverse responses using MT , these re-
sponses may contradict the characteristics of task-
oriented dialogue systems. For example, the gener-
ated responses may provide excessive information
that the user does not need or answer questions
that the user asks in the future. To ensure that the
generated responses align with domain knowledge
in TOD, we designed a filter based on MT .We re-
place the masked parts in D

′
with the generated

response S
′
i to form a new input D

′′
. We have de-

signed a few-shot prompt E consisting of a triplet
(IE , DE , RE) to prompt MT to judge the contex-
tual consistency of D

′′
and whether it conflicts with

the characteristics of TOD. The core part of the
prompt is IE , which describes the task to MT . The
prompt also provides logical knowledge related to
task-oriented dialogue. DE and RE are the demon-
strations provided to MT . DE represents the ex-
ample input, and RE represents the corresponding
judgment result (either True or False). We append
D

′′
to E and determine whether to keep S

′
i based

on the filtering result. Figure 6 in the Appendix
shows a complete example of this prompt.

3We try different methods to instruct MT , including zero-
shot prompts. However, these methods are not very effective.
For example, the pass rate of the zero-shot method is low in
our post-filter.

4We have manually created a set of few-shot examples.
During the generation process, we will randomly select sam-
ples to include in DP and SP .

Self Training We iterate through the generate-
filter steps (summarized in Algorithm 1 in Ap-
pendix) described above and combine the newly
generated dialogues with the original ones.

We train MS using the self-training objective
proposed by FutureTOD (Zeng et al., 2023) on the
assembled dialogues. We initialize the new student
model and teacher model using MS

5. For each di-
alogue, we randomly split it into context and future
sequences. The student model encodes the context
and obtains the original dialogue representation,
while the teacher model encodes both the context
and future to obtain the target. The architectures
of the student and teacher models are the same,
but the weights of the teacher model are period-
ically updated by the student. The training goal
is to align the original content representation with
the full representation containing future knowledge.
The generate-filter steps produce diverse responses,
resulting in multiple reasonable full representations
that can align with the same content representation.

Through the above framework of generation, fil-
tering, and self-training, we transfer both general
background knowledge and task-specific domain
knowledge from MT to MS .

3 Experiment

3.1 Pre-training Corpus

We use the nine different task-oriented datasets
collected by Wu et al. (2020) and show the full
details in Appendix A.

3.2 Baselines

DivTOD is evaluated on various downstream tasks
and compared to several well-established baselines,
including both encoder-only and generative archi-
tectures. For details about the baselines, please
refer to the Appendix B.

3.3 Implementation Details

LLM generating Details We use Vicuna as LLM
to generate diverse system responses and to align
domain knowledge. For experimental details and
hyperparameter settings for this stage, please refer
to the Appendix C.1.

Pre-training Details After diverse system re-
sponse generation, all the dialogue will be merged

5The Student model and Teacher model here differ from
the previously mentioned MT and MS , which are concepts
involved in self-training (Zeng et al., 2023).
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into the original dataset as the new dataset to pre-
train. The details of the hyperparameters for the
pre-training can be found in the Appendix C.2.

Finetuning Details After completing pre-
training on dialogue, we perform supervised fine-
tuning on downstream dialogue tasks. However,
it is important to note that we only use generated
diverse dialogue during the pre-training phase. In
the fine-tuning phase, we use datasets and settings
that are identical to the previous baseline, includ-
ing golden labels such as dialogue acts. The details
of the hyperparameters for the pre-training can be
found in the Appendix C.3.

3.4 Main Results

We evaluate all the pre-trained LMs on four core
task-oriented dialogue tasks: intent recognition, di-
alogue state tracking, dialogue act prediction, and
response selection. It is important to emphasize
that our focus is on learning diverse dialogue rep-
resentations. Therefore, we are more concerned
with tasks related to dialogue understanding rather
than tasks related to response generation. To en-
sure fairness in our evaluation, we adopt the same
architecture for all baselines following TOD-BERT
and only add simple components to the pre-trained
model, such as a single-layer classification head.
For each downstream task, we conduct experiments
using the entire dataset. In addition, we also ex-
plored few-shot setting experiments in section 4.4.
This allowed us to see how well these pre-trained
language models generalize to multiple tasks and
scenarios.

Intent Recognition is a multi-class classifica-
tion task that takes a dialogue utterance as input
and predicts an intent label (Zeng et al., 2022). We
use the [CLS] embeddings from the model as the di-
alogue representation. We use cross-entropy loss to
train the model. We report classification accuracy
and recall.

The results of intent recognition on the OOS
dataset (Larson et al., 2019), which encompasses
151 intent classes across ten domains, including
150 in-domain intents and out-of-domain (OOD)
intents, are displayed in Table 1. We find DivTOD
outperforms all the baselines on 3 of 4 metrics,
especially with significant improvements in overall
accuracy and OOD metrics. All the results show
the generalization ability of DivTOD both on in-
domain and out-of-domain metrics.

Dialogue State Tracking is also a multi-class
classification task, which involves identifying the

Model ACC(acc) Acc(in) Acc(out) Recall(out)
BERT 84.9% 95.8% 88.1% 35.6%
DialoGPT 83.9% 95.5% 87.6% 32.1%
BERT-mlm 85.9% 96.1% 89.5% 46.3%
SimCSE 82.3% 94.7% 86.6% 26.6%
TOD-BERT 86.6% 96.2% 89.9% 43.6%
DSE 84.3% 95.8% 87.7% 32.5%
FutureTOD 87.2% 96.0% 90.0% 47.6%
DivTOD 87.4%* 95.8% 90.5%* 49.5%*

Table 1: Intent recognition results on the OOS dataset.
Acc(all), Acc(in), Acc(out) denotes the overall accuracy,
in-domain intent accuracy, and out-of-domain intent
accuracy. The numbers with * are significant using t-
test with p < 0.01.

Model Joint Acc Slot Acc
BERT 45.6% 96.6%
BERT-mlm 47.7% 96.8%
SimCSE 48.0% 96.8%
TOD-BERT 48.0% 96.9%
DSE 49.9% 97.0%
FutureTOD 50.4% 97.1%
DivTOD 50.9%* 97.2%*

Table 2: Dialogue state tracking results on MWOZ 2.1.
We report joint goal accuracy (Joint Acc) and slot ac-
curacy (Slot Acc). The numbers with * are significant
using t-test with p < 0.01.

slot values for each (domain, slot) pair at each
dialogue turn, based on a pre-defined ontology.
The model takes dialogue history as input and is
trained with cross-entropy loss summed over all the
pairs. We employ the commonly used TOD dataset
MWOZ 2.1 (Budzianowski et al., 2018), which
spans seven distinct domains, and we present the
Joint acc and Slot acc. The Joint acc is deemed
true solely if the predicted values align with their
ground truth values at each dialogue turn. The Slot
acc, on the other hand, independently contrasts
each (domain, slot, value) triplet with its corre-
sponding ground truth label.

Table 2 shows the results of dialogue state track-
ing on MWOZ 2.1. Our DivTOD excels by achiev-
ing the best results across all metrics. We find
SimCSE performs poorly because it ignores the
intrinsic properties of dialogue data and can not
model overall dialogue. Our method achieves a
greater improvement on joint accuracy than on slot
accuracy, indicating the strength of understanding
the overall dialogue context. For example, DivTOD
outperforms TOD-BERT by 0.3% on Slot Acc but
2.9% on Joint Acc in the full data setting, which
indicates the superiority of dialogue modeling.

Dialogue Act Prediction is a multi-label clas-

803



Model MWOZ DSTC2
micro-F1 macro-F1 micro-F1 macro-F1

BERT 91.4% 79.7% 92.3% 40.1%
DialoGPT 91.2% 79.7% 93.8% 42.1%
BERT-mlm 91.7% 79.9% 90.9% 39.9%
SimCSE 91.6% 80.3% 91.5% 39.6%
TOD-BERT 91.7% 80.6% 93.8% 41.3%
DSE 91.7% 81.3% 92.6% 40.2%
FutureTOD 92.0% 81.9% 94.6% 44.6%
DivTOD 91.7% 82.6%* 95.8%* 46.5%*

Table 3: Dialogue act prediction results on MWOZ and
DSTC2. The numbers with * are significant using t-test
with p < 0.01.

sification task that uses dialogue history as input
to forecast multiple dialogue acts related to the
system response. The model employs binary cross-
entropy loss across all potential actions for training.
At the time of inference, the threshold to activate
the dialogue act is established at 0.5. We use two
datasets MWOZ (Budzianowski et al., 2018) and
DSTC2 (Henderson et al., 2014). Following (Wu
et al., 2020), We implement identical data prepro-
cessing to standardize the original dialogue acts
into a universal format. We present the micro-F1
and macro-F1 results.

Table 3 displays dialogue act prediction’s result
on MWOZ and DSTC2 datasets. Our DivTOD
method outperforms all other baselines in three out
of four metrics. Specifically, our method surpasses
FutureTOD on the DSTC2 dataset, demonstrating
significant improvement. It also exhibits improve-
ment on MWOZ, with the macro-F1 increasing
from 81.9% to 82.6%. However, we notice that dif-
ferent methods exhibit unclear distinctions in terms
of micro-F1. We attribute this to the imbalanced
distribution of dialogue action labels in MWOZ.
In such cases, macro-F1 provides a more reason-
able evaluation metric as it assigns equal weight
to each label, regardless of the number of samples.
In addition to the higher response quality, we also
observe that DivTOD captures a wider range of dia-
logue policies and learns the intrinsic one-to-many
diversity of TOD, as discussed in Section 4.6.

Response Selection is a ranking task that aims
to retrieve the most relative system response from a
candidate pool based on dialogue history. We also
use MWOZ and DSTC2 as our evaluation datasets.
We use a dual-encoder strategy, which calculates
cosine similarity scores between dialogue history
and candidate responses. We train this model with
random system responses from the corpus as neg-
ative samples. We report k-to-100 accuracy. This

Model MWOZ DSTC2
1-to-100 3-to-100 1-to-100 3-to-100

BERT 47.5% 75.5% 46.6% 62.1%
DialoGPT 35.7% 64.1% 39.8% 57.1%
BERT-mlm 48.1% 74.3% 50.0% 65.1%
SimCSE 64.2% 85.4% 55.6% 70.5%
TOD-BERT 65.8% 87.0% 56.8% 70.6%
DSE 63.3% 85.3% 58.3% 72.0%
FuturueTOD 68.5% 87.9% 58.4% 72.6%
DivTOD 71.3%* 90.4%* 59.5%* 74.0%*

Table 4: Response selection evaluation results on
MWOZ and DSTC. We report 1-to-100 and 3-to-100
accuracy, which represents the ratio of the ground-truth
response being ranked at the top-1 or top-3 given 100
candidates. The numbers with * are significant using
t-test with p < 0.01.

metric represents the ratio of the ground-truth re-
sponse being ranked in the top-k positions when
compared to 99 randomly sampled responses, as
determined by the scores computed by the dual-
encoder.

Table 4 displays the results of response selec-
tion on MWOZ and DSTC2. Our DivTOD method
achieves state-of-the-art results on all metrics. De-
spite TOD-BERT being pre-trained with a response
contrastive objective, our method still significantly
outperforms it on both MWOZ and DSTC2 in full
data settings. This indicates that Our Method has
better generalization capabilities. Compared to Fu-
tureTOD, our method brings significant improve-
ments in response selection, indicating that it can
enhance the diversity of TOD representation and
thus improve performance. As the context repre-
sentation of the pre-trained model becomes richer,
it can retrieve more precise responses, as reflected
in top-1, top-3, top-10 accuracy.

In summary, our method shows notable improve-
ments in dialogue act prediction and response se-
lection tasks. This indicates that considering the
one-to-many nature of dialogues is essential for
these tasks. Furthermore, our method also achieves
enhancement in other important task-oriented dia-
logue tasks, such as intent classification and dialog
state tracking. This further highlights the general-
ization of our method across various tasks.

4 Qualitative Analysis

4.1 Ablation Study of Domain Knowledge
Alignment

Table 6 presents the ablation study results of the
domain knowledge alignment, on the two down-
stream tasks, dialogue act prediction on DSTC2
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and response selection on MWOZ 6. DivTOD per-
forms the best under various conditions when train-
ing using dialogue with aligned domain knowledge.
However, the performance of DivTOD w/o Align
is unsatisfactory. For example, in the dialogue
act prediction task, DivTOD w/o Align is similar
to the baseline and lower than DivTOD’s perfor-
mance. This suggests that aligning with domain
knowledge may help maintain consistency in TOD
dialogues, thereby contributing to the likelihood
that the diverse dialogues generated by LLM have
a beneficial influence on the pre-training process.

To visually represent the quality of the generated
dialogues by different methods, we randomly se-
lected dialogue samples, as shown in the Figure 3.
From the dialogue examples, it can be seen that the
DivTOD’s dialogues are different from the original
text and they are all consistent with the dialogue
context. However, DivTOD w/o Alignment’s Di-
alogue produces two problems. First, LLM may
not answer according to the prompt instructions,
but may produce irrelevant answers such as “here’s
the rewritten response:”. Second, LLM may pro-
duce answers that do not match the context, such
as answering questions that users will only raise or
provide information in the future.

4.2 Advantages of LLMs in Generating
Diversified Responses

To demonstrate the advantage of LLMs over other
models trained solely on TOD data in generating di-
versified responses, we randomly sample 500 TOD
dialogue samples and generate responses using
both PPTOD (Su et al., 2021) and LLM 7. We com-
pare the number of unique n-grams contained in the
generated responses. Tabel 5 demonstrates that the
responses generated by LLM contain more unique
n-grams than those generated by PPTOD, even sur-
passing the number of unique n-grams present in
the original dialogue. We analyze that PPTOD,
being pre-trained on the TOD dataset, overfits the
limitations of that dataset, resulting in a decrease
in the diversity of responses it generates. This fur-
ther supports the evidence that LLM is capable of
generating more diverse responses.

6Considering the cost of qualitative analysis, we select
two classic task-oriented tasks. Furthermore, we use different
datasets for each task to ensure generalizability.

7We do not include PPTOD in the main results because
they use supervised labels. We focus on unsupervised dialogue
pretraining and do not compare with it for fairness.

Source Unique 1-gram Unique 2-gram Unique 3-gram
Raw Dialogue 380 1512 2391
PPTOD 221 736 1189
Vicuna-7b 357 1793 3497

Table 5: The number of unique n-grams contained in
the generated responses. "Raw Dialogue," "PPTOD,"
and "Vicuna-7b" refer to responses from the original
dialogues, PPTOD, and the LLM we utilized.

Method MWOZ DSTC2
1-to-100 3-to-100 micro-F1 macro-F1

FutureTOD 68.5% 87.9% 94.6% 44.6%
DivTOD w/o Align 70.0% 90.1% 94.8% 44.2%
DivTOD 71.3% 90.4% 95.8% 46.5%

Table 6: Ablation Study of Domain Knowledge Align-
ment. DivTOD w/o Align denotes the DivTOD without
domain knowledge alignment.

4.3 Quantity of Diverse Dialogues

In our default experimental setting, we instructed
LLMs to generate about 50k diverse dialogues for
dialogue pre-training. Figure 4 shows the effect of
varying the number of diverse dialogues during pre-
training, on the two downstream tasks of dialogue
act prediction on DSTC2 and response selection
on MWOZ. We find the performance of DivTOD
on both two tasks gradually improves as the num-
ber of diverse dialogues increases. This indicates
that diverse dialogues generated by large language
models can continuously improve the model’s gen-
eralization.

4.4 Few Shot Learning

Table 7 displays the results of dialogue act predic-
tion on DSTC2 and response selection on MWOZ
in few shot setting. 8 Our DivTOD achieves state-
of-the-art results on all the metrics. Although our
DivTOD method and FutureTOD were both pre-
trained using non-contrastive self-training frame-
works, our DivTOD method significantly outper-
forms FutureTOD on both datasets in both 1% and
10% data settings. This demonstrates that DivTOD
has a superior generalization capability across dif-
ferent scenarios.

We used the same pre-training corpus as the pre-
vious baseline, which includes MWOZ and Cam-
Rest676 (also part of MWOZ). However, concerns
may arise about the reliability of few-shot perfor-
mance due to this. To address this, we excluded
MWOZ and CamRest676 from the pre-training
corpus and evaluated the performance of Future-

8TOD-BERT uses the response contrastive loss as the pre-
training objective on full MWOZ training data so we don’t
report its results on few-shot setting.
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usr:Do you have any restaurants that serve caribbean food?
sys:There are no Caribbean restaurants. Would you like something else?
usr:What about a restaurant that serves Chinese food? What is their phone number?
sys:There are many Chinese restaurants to choose from. Do you have a preferred 
area of town?
usr:no, it doesn't matter 
sys:Let me provide you with a couple options, Charlie Chan- phone 01223 361763 or 
Golden House - phone 01842 753771
usr:Thank you, goodbye
sys:Thank you for calling. Goodbye.

usr:Do you have any restaurants that serve caribbean food?
sys:Yes, there are several Caribbean restaurants in the area. Would you like me to 
provide you with a list of options?
usr:What about a restaurant that serves Chinese food? What is their phone number?
sys:There are many Chinese restaurants to choose from. Do you have a preferred 
area of town?
usr:no, it doesn't matter 
sys:Let me provide you with a couple options, Charlie Chan- phone 01223 361763 or 
Golden House - phone 01842 753771
usr:Thank you, goodbye
sys:You're welcome. Let me know if you need any further assistance.

usr:Do you have any restaurants that serve caribbean food?
sys:Sure, here's the rewritten response:
usr:What about a restaurant that serves Chinese food? What is their phone number?
sys:Sure, here are a few options for Chinese restaurants in the area. Charlie Chan's 
phone number is 01223 361763, and Golden House's phone number is 01842 
753771. Let me know if you have any other questions or if you'd like me to book a 
table for you.
usr:no, it doesn't matter 
sys:Let me provide you with a couple options, Charlie Chan- phone 01223 361763 or 
Golden House - phone 01842 753771
usr:Thank you, goodbye
sys:Thank you for calling. Goodbye.

Original Dialogue DivTOD s Dialogue DivTOD w/o Alignment s Dialogue

Figure 3: Different Dialogue Cases. Original Dialogues refers to the dialogues from the original TOD dataset.
DivTOD’s Dialogue refers to the dialogues generated using the complete generating and aligning steps. DivTOD
w/o Alignment’s Dialogue refers to the dialogues generated after removing domain knowledge alignment.

(a) MWOZ (b) DSTC2

Figure 4: The ablation experiment on the impact of
the number of diverse dialogues generated by large lan-
guage models on TOD.

TOD and DivTOD on a 1% data setting. On the
MWOZ dataset, the performance of FutureTOD†

and DivTOD† decreased. This suggests that in-
cluding MWOZ in the pre-training phase does
enhance few-shot performance. However, our
DivTOD† still achieves good performance and sur-
passes FutureTOD†. Surprisingly, on the DSTC2
dataset, DivTOD† and FutureTOD† also exhibit a
slight decrease in performance. This highlights
the high quality of MWOZ as a TOD dataset and
provides some justification for its inclusion in the
pre-training corpus in the previous baseline.

4.5 Zero Shot Learning

To validate the unsupervised embedding capability
of our model, we performed zero-shot response
selection on the MWOZ and DSTC2 datasets. The
results are displayed in Table 8. BERT, Future-
TOD, and DivTOD use an encoder architecture,
while LLaMA and Vicuna use a decoder architec-
ture. Therefore, for encoder models, we use the
hidden state of the [CLS] layer as the embedding
for inference retrieval, while for decoder models,
we use the hidden state corresponding to the last in-
put character as the embedding (consistent with the
settings of DialoGPT). Our DivTOD outperforms
BERT, FutureTOD, and LLaMA on all metrics,

Model DSTC2 MWOZ
micro-F1 macro-F1 1-to-100 3-to-100

1 % Data

BERT 77.1% 25.8% 7.8% 20.5%
BERT-mlm 79.6% 26.4% 13.0% 34.6%
SimCSE 78.9% 27.3% 17.2% 32.6%
TOD-BERT 82.9% 28.0% - -
DSE 72.4% 21.4% 7.9% 21.2%
FutureTOD† 77.2% 26.2% 21.7% 40.6%
FutureTOD 83.7% 31.0% 35.8% 53.5%
DivTOD† 79.0% 26.9% 24.6% 45.2%
DivTOD 85.7% 36.5% 36.9% 59.4%

10 % Data

BERT 88.2% 34.8% 20.9% 45.4%
BERT-mlm 91.8% 39.4% 22.3% 48.7%
SimCSE 92.3% 40.5% 37.2% 60.6%
TOD-BERT 90.6% 38.8% - -
DSE 91.1% 39.0% 24.8% 49.4%
FutureTOD 93.6% 40.9% 50.0% 72.8%
DivTOD 95.1% 45.6% 52.0% 76.5%

Table 7: Dialogue act prediction on DSTC2 and
response selection on MWOZ for few-shot settings.
DivTOD† and FutureTOD† are the models obtained
by removing MWOZ and CamRest676 from the pre-
training corpus. For DivTOD, we also excluded diversed
dialogues generated from these two datasets.

and is comparable to Vicuna. This indicates that
the model has already gained strong context rep-
resentation ability from the diverse dialogue data
pre-training provided by Vicuna. However, the
time cost and parameter size are much smaller than
LLM like Vicuna, with a 14-fold and 70-fold re-
duction respectively

4.6 Representation Diversity

To understand whether our DivTOD can capture
more diverse dialogue information and learn the in-
trinsic one-to-many diversity of TOD, we perform a
qualitative analysis on the MWOZ test set. For each
dialogue history, we select 2000 randomly sampled
responses. We then compute the cosine distance
between the representations of the dialogue history
and response using a pre-trained response selection
model in Table 4. We select the top 10 responses
according to the cosine distance and compute Di-
versity and Coherence as the automatic metrics.
Diversity denotes the number of unique types of
dialogue acts in the top 10 responses. Coherence
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Model Dataset 1-to-100 3-to-100 5-to-100 10-to-100 Inference efficiency Parameter size
BERT

MWOZ

1.8% 6.0% 9.9% 20.0% 89.9 110M
FutureTOD 2.1% 6.3% 10.4% 20.7% 89.9 110M
LLaMA-7b 2.2% 6.3% 10.4% 20.7% 5.3 7B
Vicuna-7b 2.6% 7.3% 11.8% 22.7% 5.3 7B
DivTOD (50k) 2.5% 6.3% 11.0% 21.2% 89.9 110M
BERT

DSTC2

1.0% 3.3% 6.3% 16.5% 89.9 110M
FutureTOD 1.7% 5.1% 9.0% 17.9% 89.9 110M
LLaMA-7b 2.1% 6.0% 10.1% 19.6% 5.3 7B
Vicuna-7b 2.0% 6.2% 10.5% 20.4% 5.3 7B
DivTOD (50k) 2.2% 6.6% 11.1% 21.1% 89.9 110M

Table 8: Response Selection on DSTC2 and MWOZ for zero-shot setting. We report 1-to-100, 3-to-100, 5-to-100,
and 10-to-100 accuracy, which represents the ratio of the ground-truth response being ranked at the top-1,top-3,
top-5 and top-10 given 100 candidates. Inference efficiency denotes the number of samples a model can infer per
second when deployed on an Nvidia Tesla A100 GPU.

denotes average relevance scores between history
and top-10 responses using a fine-tuned dual en-
coder in the response selection task.9 We combine
these two metrics to get the combined scores to
measure the overall automatic response diversity
and quality. The left part of Table 9 shows the auto-
matic results of different pre-trained models. Our
model has advantages in all metrics, indicating that
our model can capture rich dialogue policies with-
out sacrificing response relevance. We also find
TOD-BERT achieves comparable performance on
coherence but performs worst on diversity, even
worse than BERT. It proves that the noise intro-
duced by the selection of positive and negative
samples in contrastive learning may hurt the one-
to-many diversity of dialogue representations.

Following Zhang et al. (2020a), we conduct a hu-
man evaluation to assess the appropriateness of in-
dividual responses and the diversity among selected
responses. The appropriateness(App) is scored on
a Likert scale of 1-3 for each response, while the di-
versity is scored on a Likert scale of 1-5 for all top
10 responses. We sample one hundred dialogue his-
tories and corresponding top 10 responses retrieved
by different pre-trained models. These samples
are then scored by three judges given the dialogue
history. The right part of Table 9 shows the results
of the human evaluation. We can find that the re-
sults of the human evaluation have the same trend
as the automatic evaluation. Both the automatic
evaluation and the human evaluation prove that our
DivTOD model can learn the intrinsic one-to-many
diversity of task-oriented dialogues.

9We use TOD-BERT model in Table 4, but we observe
similar results using other response selection models.

Model
Automatic Human

Diversity Conherence Combineed Diversity App
BERT 5.50 0.668 12.18 1.97 1.23
BERT-mlm 5.43 0.689 12.32 2.07 1.67
SimCSE 5.48 0.675 12.23 1.93 1.47
TOD-BERT 5.05 0.709 12.14 2.20 1.87
DSE 6.17 0.680 12.97 2.53 1.33
FutureTOD 6.33 0.706 13.39 2.67 1.91
DivTOD 7.92 0.730 15.22 2.88 1.94

Table 9: The automatic results and human evaluation
results of response diversity on the MWOZ test set. The
combined score is the overall automatic result which
is calculated as follows: Combined score = Diversity +
10*Conherence.

5 Related Work

Dialogue Pre-trained Language Models Zhang
et al. (2020b) use pre-trained GPT-2 model (Rad-
ford et al., 2019) on Reddit data for open-domain
dialogue response generation. PLATO (Bao et al.,
2019) pre-trains a dialog generation model with
discrete latent variables using Twitter and Reddit
data, which implicitly models dialog policy and
solves the one-to-many mapping problem in open-
domain dialog generation. However, since these
models focus on chitchat dialogue, we do not com-
pare them with our DivTOD. Wu et al. (2020);
Zhou et al. (2022) use contrastive learning to learn
TOD dialogue representations. Henderson et al.
(2020); Liu et al. (2021) use similar ideas for dia-
logue retrieval and response selection. Zeng et al.
(2023) proposes a non-contrastive framework that
distills future knowledge into the representation
of the previous dialogue. Apart from these un-
supervised methods, Zhou et al. (2022); He et al.
(2022) use labeled dialogue data for supervised or
semi-supervised pre-training. Since we focus on
unsupervised TOD pre-training in this paper, we
do not compare these models and leave it to future
work.
Enhancing small models with LLMs Large Lan-
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guage Models (LLMs) (Han et al., 2021; Bom-
masani et al., 2021), such as ChatGPT and GPT-
4 (OpenAI, 2023), have demonstrated excellent
generalization abilities in many language-related
tasks. Recently, there have been many efforts
to distill powerful LLMs for data augmentation,
hoping to obtain equally powerful larger mod-
els through this approach without modifying the
training objectives or model structures. For ex-
ample, SelfInstruct (Wang et al., 2022) and Al-
paca (Touvron et al., 2023) generate 52k high-
quality instruction-response pairs by distilling Text-
Davinci-003, based on 175 seed tasks. In another
line of work, LLMs are used to improve the ability
of small models for specific tasks. Ho et al. (2022)
and Hsieh et al. (2023) use LLMs to generate ra-
tionales that enhance the model’s reasoning ability.
Liang et al. (2023) uses LLMs as a math tutor to
improve the model’s math ability. In impossible
distillation (Jung et al., 2023), LLMs help mod-
els generate high-quality and controllable summa-
rizations and paraphrases. In contrast to previous
work, we transfer rich background knowledge from
LLMs to smaller models while filtering out domain
knowledge that is irrelevant to the task-oriented
dialogue system.

6 Conclusion

We propose a new dialogue pre-training called Di-
vTOD to diversify task-oriented dialogue repre-
sentations by modeling the intrinsic one-to-many
diversity of human conversations. DivTOD guides
LLMs to transfer diverse background knowledge to
smaller models while filtering domain knowledge
that conflicts with task-oriented dialogues. Our ex-
periments on various task-oriented dialogue tasks
show that DivTOD outperforms FutureTOD, TOD-
BERT, DSE, and other strong baselines. We plan
to release all pre-trained models and code to fa-
cilitate future research. In the future, we hope to
explore larger pre-trained models and more task-
oriented dialogue corpora and extend similar ideas
to generative dialogue models.

Limitations

While DivTOD achieves significant improvements
over existing baselines, there are still directions
to explore for future work. (1) We have designed
a simple and effective method for LLMs to help
dialogue pre-train models capture the intrinsic one-
to-many diversity of human conversations. How-

ever, we have not considered solving this problem
through the structure of the dialogue pretraining
model. In the future, we will explore designing
more efficient architectures for dialogue pretraining
models and more efficient methods of knowledge
transfer. (2) DivTOD only focuses on dialogue
understanding tasks, such as dialogue act predic-
tion and response selection. In the future, we will
expand the idea of LLM collaborating with small
models to generative dialogue pre-trained models.
(3) We attempt various instructions to constrain
the responses of MT , including zero-shot prompts.
However, these methods have not been very effec-
tive. For instance, the pass rate of the zero-shot
method is relatively low in our post-filter. So we
did not report these results. In the future, we plan
to explore more advanced prompt techniques, such
as the CoT method, to enhance our approach.

Ethics Statement

We use Large Language Models (LLMs) to gener-
ate diverse responses. Despite our efforts to align
domain knowledge, LLMs are inevitably prone to
generating biased content. We anticipate that fu-
ture research will focus on reducing the anti-social
biases inherent in LLMs.
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Name Dialogue Utterance Avg. Turn Domain
MetaLWOZ 37,884 432,036 11.4 47
Schema 22,825 463,284 20.3 17
Taskmaster 13,215 303,066 22.9 6
MWOZ 10,420 71,410 6.9 7
MSR-E2E 10,087 74,686 7.4 3
SMD 3,031 15,928 5.3 3
Frames 1,369 19,986 14.6 3
WOZ 1,200 5,012 4.2 1
CamRest676 676 2,744 4.1 1

Table 10: Data statistics for our pre-training task-
oriented dialogue datasets.
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A Pre-training Data Statistics

We use the nine different task-oriented datasets col-
lected by (Wu et al., 2020): MetaLWOZ (Lee et al.,
2019), Schema (Rastogi et al., 2020), Taskmaster
(Byrne et al., 2019), MWOZ (Budzianowski et al.,
2018), MSR-E2E (Li et al., 2018), SMD (Eric et al.,
2017), Frames (Asri et al., 2017), WOZ (Mrksic
et al., 2017), CamRest676 (Rojas-Barahona et al.,
2017). We show the full statistics in Table 10.

B Baselines

DivTOD is evaluated on a variety of downstream
tasks and compared to several well-established
baselines. One such baseline is BERT (Devlin et al.,
2019), which is the original BERT-base-uncased
model that was pre-trained on a large text corpus.
Another baseline is BERT-mlm, which is a ver-
sion of BERT that underwent continual pre-training
using MLM on our pre-training dialogue corpus.
DialoGPT (Zhang et al., 2020b) is also included
as a baseline, it is a decoder-only dialogue gen-
eration model that utilizes a language modeling
target. SimCSE (Gao et al., 2021) constructs pos-
itive pairs using Dropout and undergoes further
pre-training on the same TOD corpus. TOD-BERT
(Wu et al., 2020) employs a contrastive response
selection objective, treating a response utterance
and its dialogue context as a positive pair. DSE
(Zhou et al., 2022) takes consecutive utterances

from the same dialogue as positive pairs.10 Future-
TOD(Zeng et al., 2023) uses a non-contrastive self-
training framework with a self-distillation mecha-
nism. It should be noted that some dialogue pre-
training methods adopt an encoder-decoder archi-
tecture, but they usually use supervised settings,
i.e. using labeled NLI datasets (Williams et al.,
2018; Welleck et al., 2019) or dialogue act labels
(He et al., 2022). However, our focus is on unsu-
pervised dialogue pretraining, and for fairness, we
do not compare with them.

To validate the unsupervised embedding capa-
bility of our model, we also compared it with the
7B model LLaMA (Touvron et al., 2023) and Vi-
cuna (Chiang et al.) in a zero-shot response se-
lection task. LLaMA is a powerful open-source
large-scale model trained on a large corpus, while
Vicuna is fine-tuned based on LLaMA using 70K
high-quality conversation data.

C Implementation Details

C.1 LLM generating Details

We use Vicuna as LLM to generate diverse system
responses and to align domain knowledge. For gen-
eration settings, the maximum generation length
is 1024, the temperature is 0.7, and in order to
ensure dialogue diversity, we choose to perform
sampling. For verification settings, we obtain the
logits corresponding to True and False in the first
word of Vicuna’s decoding as the basis. In addi-
tion, if the model does not understand the task11, it
will also be considered as not passing verification.
If the response does not pass verification, Vicuna
will generate a response again and verify it. The
original dialogue will be retained if the generated
response fails verification 5 times. Half responses
in the dialogue will be rewritten. After diverse sys-
tem response generation, all the dialogue will be
merged into the original dataset as the new dataset
to pre-train.

C.2 Pre-training Details

In DivTOD, we utilize a batch size of 48 and set the
maximum input length to 512. The models are ini-
tialized using BERT-base-uncased and optimized
using the Adam optimizer and a linear learning
rate scheduler with an initial learning rate of 5e-5.

10In the interest of fairness, we use the unsupervised version
of DSE, as done by Zeng et al. (2023).

11For example, answering “I am a large language model”
or “Okay, here is the written response you need”, etc.
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A dropout ratio of 0.2 is employed and the mask
ratio is set to 15%. The predictor MLP head con-
sists of two linear layers and a ReLU activation
layer with an input dimension of 768 and a mid-
dle hidden dimension of 512. Upon completion
of pre-training, all parameters of the Bert encoder
are saved and the MLP head module is dropped
for fine-tuning downstream tasks. Using an early-
stopped strategy based on the perplexity scores of
a held-out development, the pre-training process is
conducted on eight NVIDIA Tesla A100 GPUs and
takes five days. We use pre-trained models includ-
ing BERT-MLM and TOD-BERT released by (Wu
et al., 2020), DSE model released by (Zhou et al.,
2022), and FutureTOD model released by (Zeng
et al., 2023). We re-implement SimCSE(Gao et al.,
2021) using dropout to construct positive pairs and
augment every single utterance obtained through
dropout on our pre-training corpora. In terms of
computational efficiency during pre-training, our
DivTOD model is comparable to other baselines.

C.3 Finetuning Details
We directly use the results reported by TOD-BERT
(Wu et al., 2020) for BERT-mlm and TOD-BERT.
We adopt the same hyperparameters for all down-
stream tasks except the batch size and learning rate.
We finetune all downstream tasks with the original
dataset for 50 epochs with an early-stopped strategy
evaluated on the validation set every 100 steps with
patience set to 10. We respectively set the batch
size to 8, 25, 16, and 100 for intent recognition, di-
alogue state tracking, dialogue act prediction, and
response selection and keep the learning rate to
5e-5 for all the tasks.

D Prompt Examples

We provided prompts for generating diversified re-
sponses and aligning domain knowledge in Figure
5 and Figure 6, respectively.

#example#
#Given Dialogue#
USR: Hi, could you get me a restaurant booking on the 8th please?
SYS(Given Response): [masked]
USR: Could you get me a reservation at P.f. Chang's in Corte Madera at afternoon 12?
SYS: Please confirm your reservation at P.f. Chang's in Corte Madera at 12 pm for 2 on March 8th.
#Response to#: Hi, could you get me a restaurant booking on the 8th please?
#Response#:"Thanks for considering booking with us! May I know if you have any particular cuisine or 
ambiance preference for the restaurant? And what time exactly would you like to dine in?"

#your task#
#Given Dialogue#
USR:I am looking for a restaurant that is moderately priced and serves Cantonese food.
SYS:There are no restaurants that serve Cantonese food in the moderate price range.
USR:How about chinese type of food?
SYS:the Golden wok serves chinese food and is in the moderate price range.  Would you like their 
location? 
USR:Their phone number please.
SYS(Given Response): [masked]
USR:What is the area?
SYS:it is located in the north part of town
USR:Thank you for your help. Good bye.
SYS:Goodbye.
#Response to#: Their phone number please.
#Response#:

Demonstrations (D
P
,S

P
)

Input

"A chat between a curious user and an artificial intelligence assistant. "
"The assistant gives helpful, detailed, and polite answers to the user's questions. "
"I will give you a dialogue between a user and a system. USR means user, SYS means system. "
"However, there is a responce made by system in the conversation covered in ink, expressed as' masked' 
in the dialogue. "
"As a talent writer, your task is to create a response to replace the [masked] within a dialogue to make it 
more appropriate and logically coherent within the its corresponding context. "
"Be sure the system want to reply users query just before the SYS(Given Response) in the dialogue, so 
you should act as the system, which means you can complete all task system can do like booking a table. 
"
"The system may also want to ask questions to the user, if user just apply relative information to the 
SYS(Given Response) in the dialogue. "
"Do not responce to the user's query that after the SYS(Given Response), just rewrite the system 
response. "
"Do not ask information that user already provided before the SYS(Given Response). "
"Do not provide information that user did not ask for before the SYS(Given Response). "
"Do not write fine-grained information like address,time etc. that user provide after [masked]. "
"Do not provide too much information. "
"Do not write any prefix that is not a part of the system response, like 'Sure, here's the rewritten 
response'"
"Do not write any user responce. The response should be one line, only focus on SYS(Given Response) 
line. "
"I will give you the query you should responce and what user reply to your responce. "
"Before your work, I will give you a example and a good assistant answer to help you understand the 
task.",

Generation Instruction (I
P
)

#your task#
#Given Dialogue#
USR:I am looking for a restaurant that is moderately priced and serves Cantonese food.
SYS:There are no restaurants that serve Cantonese food in the moderate price range.
USR:How about chinese type of food?
SYS:the Golden wok serves chinese food and is in the moderate price range.  Would you like their 
location? 
USR:Their phone number please.
SYS(Given Response): [masked]
USR:What is the area?
SYS:it is located in the north part of town
USR:Thank you for your help. Good bye.
SYS:Goodbye.
#Response to#: Their phone number please.
#Response#:

Input(D')

Figure 5: The complete prompt example for generating
diversified responses.

Algorithm 1 Generating-Aligning Steps

1: Initialization: Generation Prompt with Ex-
ample P , Eval Prompt with Example E, Try
Turns T , Model MT

2: Input: a Dialogue D, Dialogue Turns Number
n

3: for N in [1,⌊n/2⌋] do
4: try_number = 0, filtering_result=False
5: while try_number < T do
6: D′ = Replace Si in D into [masked]
7: S′

i = MT (P , D′)
8: D′′ = Replace Si in D into S′

i

9: filtering_result = MT (E, D′′)
10: try_number += 1
11: if filtering_result is True then
12: D = D′′

13: break
14: end if
15: end while
16: end for
Output: D
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#example#
#Given Dialogue#
USR: I would like to book a hotel in Washington D.C.
SYS(Given Response): Great, I'm glad that you are considering our hotel options. May I know what type 
of room or amenities are you looking for? And when would you like to check in?
USR: Yes, that room is good.
SYS: Would you like to make a reservation?
#Check Result#: False 

#example#
#Given Dialogue#
USR: Hi, could you get me a restaurant booking on the 8th please?
SYS(Given Response): Any preference on the restaurant, location and time?
USR: Could you get me a reservation at P.f. Chang's in Corte Madera at afternoon 12?
SYS: Please confirm your reservation at P.f. Chang's in Corte Madera at 12 pm for 2 on March 8th.
#Check Result#: True 

#your task#
#Given Dialogue#
USR:I am looking for a restaurant that is moderately priced and serves Cantonese food.
SYS:There are no restaurants that serve Cantonese food in the moderate price range.
USR:How about chinese type of food?
SYS:the Golden wok serves chinese food and is in the moderate price range.  Would you like their 
location? 
USR:Their phone number please.
SYS(Given Response): Golden Wok's phone number is [masked].
USR:What is the area?
SYS:it is located in the north part of town
USR:Thank you for your help. Good bye.
SYS:Goodbye.
#Check Result#: 

Demonstrations (D
E
,S

E
)

Input(D'')

"A chat between a curious user and an artificial intelligence assistant. "
"The assistant gives helpful, detailed, and polite answers to the user's questions. "
"I want you to act as a System Response Checker. "
"You need to check if a given system response(Given Response) within a dialogue(Given Dialogue) is 
logically coherent with its corresponding context."
"you should assure that the Given Response should not appear information that system did not know 
logically, like the information provided by user after the responce(Given Response). "
"If the responce(Given Response) is a question, the check the logic between the question and user's 
answer. "
"IF the responce(Given Response) is not a part of the system response in a dialogue but a responce to 
rewrite commamd like 'Sure, here's the rewritten response:', you should answer 'False' and should not 
answer 'True'. "
"Your answer should be either 'True' or 'False'. Do not output any other words. I will give you 2 examples 
to help you understand the task."

Eval  Instruction (I
E
)

Figure 6: The complete prompt example for aligning
domain knowledge.
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