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Abstract

Large Language Models (LLMs) have demon-
strated significant success across various do-
mains. However, their application in com-
plex decision-making tasks frequently neces-
sitates intricate prompt engineering or fine-
tuning, leading to challenges in unseen down-
stream tasks and heavy demands on computa-
tional resources. Meanwhile, Reinforcement
Learning (RL) has been recognized as effec-
tive in decision-making problems but strug-
gles in environments with sparse rewards, such
as open-world games. To overcome these
challenges, we introduce AdaRefiner, a novel
framework designed to enhance the synergy
between LLMs and RL feedback. The key
component of AdaRefiner is a lightweight
Adapter Language Model (LM), which auto-
matically refines task comprehension based on
feedback from RL agents. This method mit-
igates the need for intricate prompt engineer-
ing and intensive LLM fine-tuning while main-
taining the LLMs’ generalization abilities and
enhancing their decision-making capabilities
in downstream tasks. Empirical evaluations
of AdaRefiner on 22 diverse tasks within the
open-world game Crafter have demonstrated
its superior effectiveness, especially in guiding
agents towards higher-level and common-sense
skills. Our work makes contributions to the
automatic self-refinement of LLMs with RL
feedback, offering a more adaptable and ef-
ficient solution for complex decision-making
problems. The code is available at https:
//github.com/PKU-RL/AdaRefiner.

1 Introduction

The rapid development of Large Language Models
(LLMs), trained on massive corpora, has opened
new frontiers in various fields, leveraging their abil-
ity to process and generate text (Wei et al., 2022).
Notably, LLMs have demonstrated impressive per-
formance in decision-making problems (Yao et al.,
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Figure 1: Core differences between AdaRefiner (right)
and typical LLM-based methods (/eft). The key distinc-
tion is the integration of Adapter LM, which enhances
the synergy between LLMs and adaptive feedback.

2023; Shinn et al., 2023; Sun et al., 2023). How-
ever, recent studies highlight that directly applying
LLMs to complex decision-making tasks often ne-
cessitates intricate prompt engineering and external
feedback (Wang et al., 2023a; Wu et al., 2023b;
Wang et al., 2023b). Such task-specific designs
pose challenges in transferring these methods to
different scenarios. Some studies have explored
the use of task-related data to fine-tune LLMs to
improve decision-making capabilities (Nottingham
et al., 2023; Feng et al., 2023). However, such ap-
proaches often encounter practical challenges, such
as inaccessible LLM weights or intensive computa-
tional demands. Moreover, fine-tuning LLMs may
lead to decreases in their generalization capabili-
ties (Wang et al., 2022), making their deployment
across diverse environments challenging. These
challenges underscore the need for a more adapt-
able and generalizable approach.

Before the emergence of LLMs, Reinforcement
Learning had been recognized for its impressive
capabilities in decision-making problems (Mnih
et al., 2015; Silver et al., 2017). The strength of RL
is most evident when agents consistently receive
clear and dense rewards that guide them toward the
targeted behaviors (Ladosz et al., 2022; Eschmann,
2021). However, designing such reward functions
is far from straightforward. It often requires metic-
ulous engineering and access to a comprehensive
set of task-specific information. This challenge be-
comes even more pronounced in naturally sparse-
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reward environments. In such contexts, integrating
LLMs to assist RL agents has emerged as a promis-
ing direction (Du et al., 2023). Despite the poten-
tial of this approach, LLMs may face difficulties in
understanding specific environments (Bommasani
et al., 2021; Ahn et al., 2022). This limitation un-
dermines their efficacy in assisting RL agents.

In this paper, our goal is to enhance LLMs to
better understand specific environments without
relying on demanding prompt engineering or di-
rectly fine-tuning LLMs, while assisting RL agents
with complex decision-making tasks. To this end,
we propose a novel framework, AdaRefiner, where
the LLM provides guidance to the RL agent who
selects fine-grained actions to accomplish tasks. Si-
multaneously, the RL agent contributes adaptive
feedback, enriching the LLM’s understanding of
the environment through an adjustable module.

As illustrated in Figure 1, the core feature of
AdaRefiner is the integration of a lightweight
Adapter LM. This Adapter LM, enriched with feed-
back and information from the RL agent, auto-
matically prompts a Decision LLM, like GPT-4
(OpenAl, 2023). It enables a refined understanding
of the environment and agents’ learning capabili-
ties without the need to alter the Decision LLM’s
parameters. This approach maintains the general-
ization abilities of LLMs while providing targeted
assistance for RL agents with specific tasks. By the
synergy of LLMs and RL feedback, AdaRefiner
addresses the limitations of existing methods, set-
ting a new paradigm in the integration of advanced
LLMs with reinforcement learning.

In the experiments, AdaRefiner is evaluated on
22 tasks within the Crafter environment (Hafner,
2021). The results not only demonstrate AdaRe-
finer’s superior performance compared to state-of-
the-art baselines but also highlight its ability to
guide agents towards common-sense behaviors.

Our key contributions are summarized as fol-
lows: 1) We propose a novel framework that aligns
LLMs with downstream tasks and guides agents to
effectively learn complex tasks without the need
for intricate prompt engineering or intensive fine-
tuning; 2) We design the Adapter LM that corre-
lates its own update with the learning progress of
the agent and automatically generates appropriate
prompts for the Decision LLM, thereby forming a
feedback loop together with LLMs and RL agents;
3) We thoroughly evaluate our framework’s effi-
cacy on 22 diverse tasks and provide a comprehen-
sive analysis of the experimental results.

2 Related Work

Large Language Models (LLMs). Recent ad-
vancements in natural language processing have
been significantly shaped by the emergence of
LLMs. The GPT series, notably, has garnered atten-
tion for its broad task versatility, while other mod-
els like PALM and LaMDA have also contributed
to the field with their unique capabilities (Chowdh-
ery et al., 2022; Thoppilan et al., 2022). A pivotal
development in the evolution of LLMs is the im-
plementation of instruction tuning (Ouyang et al.,
2022), which has markedly enhanced adaptability
in complex scenarios, particularly in zero-shot and
few-shot learning applications. The open sourcing
of some LLMs (Zeng et al., 2022; Touvron et al.,
2023a) has spurred efforts in task-specific fine-
tuning (Wu et al., 2023a). While this approach of-
ten boosts task performance, it can simultaneously
reduce the models’ generalization abilities (Wang
et al., 2022). Our work navigates this challenge by
dynamically fine-tuning a lightweight Adapter LM
via real-time feedback from RL agents, aiming to
strike a balance between task-specific improvement
and broad applicability. This method tailors the
LLM for specific tasks while maintaining LLM’s
broad adaptability to new environments, addressing
a key limitation in current applications.

LLMs for RL. Incorporating language mod-
els to represent goals in RL utilizes the exten-
sive knowledge of LLMs trained on large cor-
pora. The use of LM-encoded goal descriptions has
been shown to significantly improve the general-
ization capabilities of instruction-following agents
(Chan et al., 2019; Hill et al., 2020). This is
achieved by enabling agents to interpret and act
upon complex instructions more effectively. Fur-
thermore, pre-trained LL.Ms provide nuanced guid-
ance through sub-goals and sub-policies, enhancing
agent strategies and decision-making in various sce-
narios (Lynch and Sermanet, 2020; Sharma et al.,
2021). Subsequent research efforts have linked
these sub-policies to address more intricate tasks in
RL environments (Huang et al., 2022a,b). Several
methods also leverage LLMs to generate intrinsic
rewards, boosting the efficiency and effectiveness
of RL learning (Choi et al., 2022; Du et al., 2023).
However, the application of these methods in sim-
ple text-based games often does not transfer well
to more complex and dynamic environments, lead-
ing to scalability and generalization issues (Zhong
et al., 2021; Wang and Narasimhan, 2021). Our
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work addresses these challenges by making LLMs
more adaptable and practical for use in sophisti-
cated environments. The AdaRefiner framework
is specifically designed to enhance the flexibility
and effectiveness of LLMs, providing tailored as-
sistance to RL agents in navigating and mastering
complex decision-making tasks.

LLMs for Open-World Games. Open-world
games pose unique challenges, such as manag-
ing long horizons (Hafner, 2021) and balancing
multiple objectives (Wang et al., 2023c). These
complexities require sophisticated decision-making
strategies. While some studies have explored us-
ing LLMs for planning and guiding RL agents (Du
et al., 2023; Yuan et al., 2023; Tsai et al., 2023),
their approaches often depend on human-generated
trajectories as context. This dependency can limit
the agent’s performance in unseen scenarios, mak-
ing them less effective compared to recent RL al-
gorithms (Hafner et al., 2023) that operate inde-
pendently of LLMs. Additionally, methods that
solely rely on LLMs for decision-making (Wu et al.,
2023b; Wang et al., 2023a) often have designs that
are intricately tailored to specific environments or
require expert-level prior knowledge. This speci-
ficity can make them less transferable to differ-
ent tasks. In contrast, our AdaRefiner avoids such
complexity. Its straightforward and flexible design
enables it to adapt to a variety of tasks and envi-
ronments, addressing the key limitations of current
LLM applications in open-world games.

3 Methodology

3.1 Problem Formulation

In our study, the primary goal is to leverage
LLMs to enhance the decision-making capabil-
ities of RL agents in complex environments.
We consider a partially observable Markov de-
cision process (POMDP), defined by the tuple
(S, A,P,QO,R,7). Here, s € Sanda € A
denote the state and action, respectively. The tran-
sition probability P(s|s, a) represents the envi-
ronment dynamics, where s’ is the state following
action a from state s. The observation o € € is
obtained through function O(ols, a), and R is the
reward function, with ~y as the discount factor. We
can use 7 = {0g, ag, 70, - - -,0t, At, T, . ..} tO TEP-
resent a sequence of data as a trajectory.

Under this setting, we employ LLMs to gener-
ate sub-goals g, aiding agents in decision-making
processes. These sub-goals are designed to provide

intermediate targets, enhancing the agent’s ability
in complex scenarios. Our objective is to develop
a policy, denoted as 7(alo, g), which maximizes
cumulative reward by effectively integrating these
sub-goals. The specific mechanics of how LLMs
assist in generating these sub-goals and their exact
role in the decision-making process will be detailed
in subsequent sections.

3.2 Key Idea and Overall Framework

Pre-trained LLMs demonstrate impressive zero-
shot language understanding capabilities across
diverse tasks. This proficiency can be leveraged
to help agents quickly comprehend complex envi-
ronments, thus mitigating exploration dilemmas in
RL. By prompting LL.Ms, we obtain sub-goals in
textual format, which are then embedded with the
agent’s observations to inform the policy 7(alo, g).
This process aids agents in making more informed
decisions based on the contextual guidance pro-
vided by these sub-goals.

Despite their generalization capabilities, LLMs
may not always have a comprehensive under-
standing of specific tasks, leading to potential
mismatches between the generated guidance and
the environment’s realities. Directly using LLM-
generated guidance may not result in coherent or
relevant advice. While fine-tuning LLMs with task-
specific data is a typical solution, it can be computa-
tionally intensive and may also lead to catastrophic
forgetting of pretrained knowledge. Moreover, fine-
tuning black-box models like GPT-4 is infeasible
due to restricted access to their weights.

Given these challenges, we focus on adding ad-
justable modules to help LLMs adapt to environ-
ments, rather than modifying the LLMs directly.
A key insight is that even a lightweight LM, with
the right fine-tuning, can excel at particular tasks
(Zhang et al., 2023; Li et al., 2023). This motivates
us to propose AdaRefiner, as illustrated in Figure 2.
The core component of AdaRefiner is a lightweight
Adapter LM which bridges the gap between spe-
cific environments and the Decision LLM’s capabil-
ities. The Adapter LM first processes the environ-
mental inputs and the agent’s status, automatically
generating tailored prompts that include summaries
and suggestions. These prompts are then fed into
the Decision LLM, which produces final sub-goals.
The Adapter LM thus acts as an intermediary, en-
suring that the Decision LLM receives contextually
relevant information, enabling it to provide accu-
rate and useful guidance to the agent.

784



prompt

Player sees:
<grass,cow,...>

Past action:
<sleep>

@ adapted
— >

prompt

//information
<observation>
<replay buffer>

//adapted prompt

<The player can't
understand past sub
goals well. To help the
player learn the skill
of eating cow more
quickly, please provide
more detailed guidance.>

©

Decision
LLM

refine

B+ BuU{d,7'}|"

; Past sub-goals: t
- Golteer stone promp
- pliie :to::e Adapter
Comprehension LM
score: <0.1>

A
finetune
! 1g,7")

- find cow
- move to cow <

- eat cow

adapted guidance

adaptive feedback

embedding

policy optimization

Figure 2: Overall framework of AdaRefiner. In addition to receiving inputs from the environment and historical
information, the prompt of the Adapter LM incorporates a comprehension score. This score computes the semantic
similarity between the agent’s recent actions and the sub-goals suggested by the LLM, determining whether the
agent currently comprehends the LLM’s guidance accurately. Through the agent’s feedback and continuously
fine-tuning the Adapter LM, we can keep the LLM always attuned to the actual circumstances of the task. This, in
turn, ensures that the provided guidance is the most appropriate for the agents’ prioritized learning.

3.3 Adapter LM

The Adapter LM processes two types of input infor-
mation: environmental information and the agent’s
comprehension level of language guidance. The
environmental information, sourced from the game
engine or visual descriptors (Radford et al., 2021),
includes critical information such as object proper-
ties and the current status of the agent. The agent’s
comprehension level of language guidance is quan-
tified using a cosine similarity score [, calculated
between the suggested sub-goals and the agent’s
trajectories, represented as:

l =cos(g,7) = feno(@) * foms(7)

— . 1
o @ om0l P

Here, femp represents the embedding function, with
SentenceBert (Reimers and Gurevych, 2019) em-
ployed in our implementation. A higher score [
suggests that the agent’s actions are more closely
aligned with the sub-goals, indicating a better com-
prehension of the provided guidance.

The Adapter LM then utilizes the comprehen-
sion score [ and environmental information to gen-
erate prompt,(B,1), where B is a replay buffer
of the agent’s historical contexts and prompt,(-)
is the prompt template for Adapter LM. After

analyzing the prompt, the Adapter LM synthe-
sizes the information to assist the Decision LLM,
which is responsible for overall decision-making.
The output from the Adapter LM, represented as
c~M,(prompt,(B,1)), is then used to inform the
Decision LLM. Here, M, represents the Adapter
LM. By providing tailored information through
the adapted prompty(B,c), the Decision LLM
is better equipped to generate appropriate sub-
goals g~Mg(prompty(B,c)). Here, My repre-
sents the Decision LLM and prompty(-) is the
prompt template for the Decision LLM. Details
of these prompts is available in Appendix D.

3.4 Training Procedure

The training process of our framework is designed
to coordinate the learning of RL agents and the
fine-tuning of the Adapter LM. In other words, the
Adapter LM is continuously updated to refine its
comprehension of the environment and the agent
in parallel with the RL agent’s exploration and data
collection. Specifically, the RL agent receives sug-
gested sub-goals g~M(prompty (B, c)) from the
Decision LLM, which are then provided to the pol-
icy 7(a|o, gemp) for training. Here, gemp is the text
embedding produced by femp. The agent’s actions
and the resultant trajectories provide an updated
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comprehension score I’ = cos(¢’, 7’), where ¢/, 7’
is the new sub-goals and trajectories. This score
and collected information are then used to compose
a linguistic data pair < prompt,(B,1"), ¢ > for su-
pervised fine-tuning of the Adapter LM. Then the
replay buffer will be updated as B «+ BU {¢’, 7'}
This iterative procedure allows the Adapter LM to
continuously refine its self-awareness and gener-
ate more effective summaries ¢, which affects the
quality of guidance for the RL agent.

Considering the computational costs and the na-
ture of open-world game environments, we query
the language models at predetermined intervals in-
stead of every step. This strategy ensures a balance
between consistent guidance and computational ef-
ficiency. The fine-tuning of the Adapter LM is also
conducted at specific intervals for the same rea-
son. In line with our claim that only a lightweight
Adapter LM is needed, we utilize the 4-bit quan-
tized version of the Llama2-7B model (Touvron
et al., 2023b) as the base model (Jiang et al., 2023)
and employ QLoRA (Dettmers et al., 2023) for effi-
cient fine-tuning. And we choose OpenAl’s GPT-4
as the default Decision LLM. These choices will
be further discussed and analyzed in Section 4. For
policy learning, we adopt the classic Proximal Pol-
icy Optimization (PPO) algorithm (Schulman et al.,
2017). It is worth noting that our framework is de-
signed to be compatible with a variety of standard
RL algorithms, not only limited to PPO.

Specific parameters and settings are detailed in
Appendix B. The complete procedure can be found
in Appendix A.

4 Experiment

Our experiments primarily aim to validate the fol-
lowing claims: 1) The integration of the Adapter
LM can enhance LLM’s comprehension of down-
stream tasks and the agent’s understanding capa-
bility, resulting in more meaningful guidance; 2)
Agents trained under the AdaRefiner framework
can exhibit superior performance and demonstrate
higher-level decision-making capabilities.

4.1 Experiment Settings

Our experiments are conducted in the Crafter envi-
ronment (Hafner, 2021), a widely used benchmark
with 22 different tasks for evaluating the decision-
making capabilities of agents in open-world games.

Environment Details. Crafter features a 64 x 64
grid map populated with various objects (e.g., grass,

water, wood) and entities (e.g., player, zombie,
skeleton). Agents in this environment have access
to alocal 9 x 7 area for observation, presenting a
challenge in terms of limited information and re-
quiring effective decision-making for long-term
survival and resource management. In Crafter,
agents are not bound to a single main task. In-
stead, they are expected to master a range of skills
to accomplish 22 different tasks, including tasks
such as collecting resources, crafting tools, and sur-
viving against environmental hazards. This variety
tests the agents’ ability to learn and adapt to diverse
challenges, aligning well with our objective to en-
hance their decision-making capabilities through
the AdaRefiner framework.

Evaluation Metrics. In Crafter, the perfor-
mance of an agent is evaluated using three met-
rics: reward, success rate, and overall score. The
reward is designed to reflect the agent’s skills.
Each time an agent unlocks a new achievement,
it receives a +1 reward. Additionally, the agent
is rewarded with 40.1 or penalized with —0.1
for every gain or loss of a health point, respec-
tively. The success rate is defined as the proportion
of episodes in which agents complete a achieve-
ment. Completing the same achievement multi-
ple times within an episode does not affect the
success rate. The overall score averages the suc-
cess rates (s; € [0,100]) of the 22 achievements
in log-space as follows (known as the geometric

mean): S = exp (% SN In(1+ 8,)) —1, where
N = 22 is the total number of achievements.

Prompt Design. The prompt design for
the Adapter LM is crafted to encapsulate crit-
ical information for decision-making. It in-
cludes observations of objects and the agent’s
status obtained from the game engine, along
with the comprehension score /. The format
is: “Player sees: <observations>; Player
status: <status>; Past action: <past
actions>; Past sub-goals: <last suggested
sub-goals>; Comprehension score: <I>.
Analyze the environment and the player’s
understanding capability, then generate
concise summaries and suggestions about
this player.” For the Decision LLM, we con-
struct the prompt based on the Adapter LM’s out-

put: “<output of the Adapter LM>. Based
on the provided information, suggest
3 sub-goals that the player should

accomplish next.”
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4.2 Baselines

To demonstrate the effectiveness of our AdaRe-
finer framework, we conduct comparative analyses
against a diverse set of methods:

LLM-based Methods: We compare AdaRefiner
with LLM-based methods such as Reflexion (Shinn
et al., 2023), ReAct (Yao et al., 2023), and Vanilla
GPT-4. Reflexion and ReAct leverage chain-of-
thought prompts for decision-making tasks. Con-
sidering that LL.M-based methods do not accept
image input, we additionally include the coordi-
nates of objects in the prompt for fair comparisons.
We also maintain consistency in the prompts used
across all methods (detailed in Appendix D). The
LLM used in Reflexion and ReAct is the same as
the Decision LLM in AdaRefiner, i.e., GPT-4 by
default. These comparisons aim to demonstrate
how the integration of LLMs with adaptive feed-
back can provide a more comprehensive approach
to decision-making.

RL Methods: We also benchmark against RL
methods such as DreamerV3 (Hafner et al., 2023),
Rainbow (Hessel et al., 2018), PPO (Schulman
et al.,, 2017), RND (Burda et al., 2019), and
Plan2Explore (Sekar et al., 2020). DreamerV3
is notable for its performance in model-based
RL. Rainbow is a classic algorithm that achieves
great performance in many games. RND and
Plan2Explore are known for the intrinsically moti-
vated exploration. PPO, which is also adopted in
AdaRefiner, serves to highlight the added value of
LLMs in the same RL setup.

Additional References: We include random
policy, human expert performance (Hafner, 2021),
SPRING (Wu et al., 2023b) that provides GPT-
4 with domain-specific prior knowledge (i.e., re-
search papers about the game engine), and Reflex-
ion with gpt-4-vision (including both coordinates
and image inputs), as additional references to show-
case performances enhanced with different infor-
mation and knowledge.

4.3 Results and Analysis

The comparison includes some methods for which
open-source codes are unavailable. For these al-
gorithms, we rely on the performance metrics re-
ported in respective papers, ensuring that the com-
parisons are as consistent as possible in terms of
experimental setup and evaluation criteria. For RL
baselines, we set the training to 1 million steps,
following the standard set in the Crafter paper

Method Type Method Score (%) Reward
Ours AdaRefiner (@5M) 28.2+18 12.9+1.2
’ AdaRefiner (@1M) 15.84+1.4 123+1.3
Reflexion (GPT-4) 11.7+1.4 9.1+£0.8
LLM-based
methods ReAct (GPT-4) 83+12 74+£09
Vanilla GPT-4 34+15 25+1.6
DreamerV3 145+1.6 11.7+1.9
PPO 46+£03 42+1.2
RL methods Rainbow 43+£02 50+£13
Plan2Explore 21+£01 21+£15
RND 20+£01 07+£13
Human Experts 50.5£6.8 14.3+2.3
Addtional ~ SPRING (+prior) 273+£1.2 123+£0.7
references  Reflexion (GPT-4-Vision) 12.84+1.0 10.3+1.3
Random 1.6+00 21+1.3

Table 1: Performance comparison between AdaRefiner
and baselines in terms of score and reward metrics.
AdaRefiner is trained with 5 million and 1 million steps.
All results are derived from 500 inference episodes.
Note that + captures standard deviations.

Achievements Achievement Depth

Method (out of 22) (max 8)
AdaRefiner 21 7
DreamerV3 19 6
Reflexion 17 5

Table 2: Numbers and depths of achievements that can
be completed by different methods. The achievement
depth refers to the number of prerequisite steps required
to complete each task, with a maximum value of 8.

(Hafner, 2021). However, LLLM-based baselines
do not include a training phase and instead focus
on leveraging pre-trained LLMs. To facilitate a fair
comparison, we also present a version of AdaRe-
finer trained for 5 million steps to assess its asymp-
totic performance. This extended training is essen-
tial for evaluating AdaRefiner’s full potential and
maintaining comparability with baselines.

Results in Table 1 show that AdaRefiner with
1 million training steps outperforms all baselines.
In comparisons with RL methods, the integration
of LLM demonstrates a clear advantage in learn-
ing effectiveness. The performance of AdaRefiner
compared to Reflexion and ReAct underscores that
prompts generated automatically by the Adapter
LM can enhance the decision-making capabilities
of LLMs in downstream tasks more effectively than
traditional prompt engineering techniques. This ef-
ficiency, combined with the adaptability of AdaRe-
finer, establishes it as a highly practical and pow-
erful framework in complex decision-making envi-
ronments.

787



Il Ours

I DreamerV3

I Reflexion

100
R 10
o
3
T
€
w0
0
)
o
S 0.1
)
O'OIV\b%—(\ O & & N & @ O @ D @2 O 2 & @2 @
é’oro F &5 E © O g C@L o)*“é & of‘é C@Jr oﬁ& <& @ = & \é?'\)Q
O O A S I SN ) DY P RN < < e o’ e \©
N N c,o\\ & & N fo“/l/ “ <& & \,\o(\ & s @ oob c?’(( Q\’b(/ & Q\’Z’c N
& & W @ &P @ o8 ¢ W @ <
C’O\\ oy K & 'bz @’gl_ NCZE N 4
NS N §\'Z) ,8(' @’b

Figure 3: Success rates of unlocking 22 different achievements in log scale. AdaRefiner outperforms the two
top-performing baselines. Notably, AdaRefiner is the only method that successfully completes the level-7 tasks

“Make Iron Pickaxe” and “Make Iron Sword”.

Additionally, it is noteworthy that AdaRefiner
with 5 million training steps slightly outperforms
the SPRING (+prior) method, which necessitates
providing task-related papers and engaging in a 9-
round chain-of-thought questioning process. This
indicates that AdaRefiner can achieve better per-
formance simply through a comprehensive under-
standing of adaptive feedback, without the need
for external expert-level knowledge and complex
prompt engineering.

Moreover, the augmented Reflexion, which uti-
lizes gpt-4-vision, showes some improvements over
the original version. However, even with the inclu-
sion of additional input information, Reflexion still
exhibited a significant performance gap compared
to AdaRefiner. This indicates that merely employ-
ing pretrained large multimodal models with image
understanding capabilities does not guarantee im-
proved performance on downstream tasks, further
underscoring the efficacy of AdaRefiner’s frame-
work design.

To study the breadth of abilities learned by dif-
ferent methods, we compare AdaRefiner with two
top-performing baselines, DreamerV3 and Reflex-
ion. We investigate their success rates on 22 spe-
cific achievements in Crafter. Both AdaRefiner
and DreamerV3 are trained for 5 million steps. Fig-
ure 3 illustrates that AdaRefiner has the highest
success rates across all tasks. Moreover, as shown
in Table 2, AdaRefiner completes the largest num-
ber of achievements and is the only method that
reaches level-7 difficulty. Specifically, AdaRefiner

is notably the only method capable of accomplish-
ing level-7 tasks “Make Iron Pickaxe” and “Make
Iron Sword”. These tasks are particularly hard due
to their prerequisite conditions and rarity in the
game. This result underscores the importance of a
comprehensive understanding of environments in
developing versatile agents.

4.4 Ablation Study

To investigate the contribution of various compo-
nents in the AdaRefiner framework, a series of
ablation studies are conducted.

Decision LLM Variants. We first investigate
the performance of using different Decision LLMs.
By replacing GPT-4 with GPT-3.5 in the Decision
LLM, we observe a slight decrease in performance,
as shown in the first two rows of Table 3. This
result suggests that AdaRefiner using an LLM with
less capability still maintains a comparable level
to other baselines, achieving level-6 tasks. This
demonstrates that the success of AdaRefiner is pri-
marily attributed to its framework design, rather
than the use of more advanced GPT-4 as the Deci-
sion LLM. In contrast, when comparing the two ver-
sions of Reflexion under the same Decision LLMs,
significant performance gaps are observed, further
underscoring the superiority of our framework.

Adapter LM Variants. To study the contri-
bution of the Adapter LM to AdaRefiner, we de-
sign two variants as shown in the middle three
rows of Table 3. The first variant, AdaRefiner w/o
l-score, excludes the comprehension score from

788



B4 455

EBH %344 IBBH

0.12

0.10

0.08

-0.06

-0.04

-0.02

Figure 4: (left) Frames from an episode in the game, the order is from top left to bottom right. (right) The
probabilities of actions in the agent’s policy corresponding to each frame.

Achievement

Method (@5M steps) Score (%) Reward Depth
AdaRefiner 28.2+18 12.9+1.2 7
AdaRefiner (GPT-3.5) 234+22 11.8+1.7 6
Reflexion (GPT-4) 11.7+£14 9.1+£08 5
Reflexion (GPT-3.5) 89+1.7 72+1.1 4
AdaRefiner w/o [-score 134+£19 92+1.6 5
AdaRefiner w/o Adapter LM 9.6+ 1.7 87+14 5
GPT-4 + GPT-4 75+08 52+1.5 4
Llama2-7B + GPT-4 71+£1.0 47+15 4
AdaRefiner w/ binary score  18.7+2.4 11.0+ 1.6 6

Table 3: Ablation study of AdaRefiner. The results
illustrate the impact of various components.

both the prompts and the fine-tuning process. This
variant experiences a notable performance decline,
highlighting the critical role of the comprehension
score in refining the Adapter LM with task objec-
tives. It appears that merely using task data for
fine-tuning does not sufficiently enhance decision-
making capabilities. Another variant, AdaRefiner
w/o Adapter LM, retains the comprehension score
but removes the Adapter LM. This setup leads to
an even more pronounced decrease in performance,
indicating that simply providing comprehension
scores as inputs is not enough to significantly in-
crease decision-making effectiveness. It demon-
strates that the Adapter LM, when fine-tuned with
comprehension scores, plays a pivotal role in en-
hancing the overall decision-making capabilities.
Feedback from RL. To demonstrate the sig-
nificance of integrating adaptive feedback from
RL, we compare two variants that remove adaptive
feedback from RL and rely solely on the Decision
LLM for action decisions. In these variants, PPO
and corresponding feedback are removed, and the
Adapter LM is used only for inference, without
any fine-tuning. The results are shown in the last
three rows of Table 3. The first variant, named

Llama2-7B + GPT-4, shows a significant decrease
in performance. This underscores the critical role
of incorporating adaptive feedback from RL for the
Adapter LM to accurately perceive and adapt to
the environment. Another variant, GPT-4 + GPT-4,
which utilizes GPT-4 as the Adapter LM for infer-
ence, exhibits similar performance, further suggest-
ing that simply increasing the capacity of LLMs is
insufficient. These comparisons demonstrate that
the synergy between LLMs and RL feedback is
crucial to the efficacy of AdaRefiner.

Fine-grained Comprehension Score. To verify
the necessity of using a fine-grained comprehen-
sion score, we investigate the impact of the score’s
format on performance. Specifically, we compare
the performance with a variant, AdaRefiner w/ bi-
nary score, which assigns a score of 1 to entries
above a 0.5 similarity threshold and 0 to others.
The results clearly show that replacing the com-
prehension score with a binary score leads to a
significant decrease in performance. This indicates
that a finer-grained similarity score is more effec-
tive in aiding the Adapter LM to understand the
agent’s capabilities, showcasing the Adapter LM’s
sensitivity to score values.

4.5 Guidance and Agent Behaviors

We further investigate how AdaRefiner enhances
the agent’s comprehension and learning. As shown
on the left side of Figure 4, in a scenario where
enemies gradually appear, AdaRefiner receives en-
vironmental information and suggests the agent
to “place stone to build shelter, collect food and
drink, avoid combat”. The policy visualized on the
right side of Figure 4, reveals a high probability of
“place stone” following this guidance. Notably, five
basic actions controlling the player’s movement
also maintain high probabilities. This pattern likely
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reflects the inherent design of RL algorithms to en-
courage exploration, leading agents to consistently
engage in common and easily executed actions. Ac-
tions less relevant to the provided guidance exhibit
lower probabilities, indicating the agent’s ability
to prioritize actions based on AdaRefiner’s sug-
gestions. For more detailed analyses, statistical
tests, and further demonstrations, please refer to
Appendix C.

4.6 Consistent Increment of Performance and
Agent’s Comprehension.

To further validate the efficacy of AdaRefiner in
providing effective guidance for the agent, we in-
vestigate the correlation between the learning curve
and the comprehension score during training. Fig-
ure 5 illustrates this relationship, showing that there
is a consistent increase in the comprehension score
as training progresses. This increment suggests
an improvement in the agent’s understanding of
the language guidance, which in turn enhances the
overall performance. The results demonstrate that
the agent is not just following instructions more ac-
curately but is also integrating this guidance more
effectively into its decision-making process.

4.7 Behavior Statistics

To better quantify the guidance provided by AdaRe-
finer and the common-sense behavior exhibited by
the agent, we have adopted a setting similar to that
used in existing work (Du et al., 2023). Specifi-
cally, we categorized each instruction and actual
agent action into three groups:

* No Common-Sense (where behavior signifi-
cantly deviates from typical human common
sense, i.e., suggesting the agent to fight with
enemies when its health is low);

¢ Impossible (where the resources and condi-
tions do not support the behavior in game en-

gine);

* Reasonable (all remaining behaviors not in-
cluded in the first two categories).

The results are shown in Table 4, suggesting that
in most scenarios (83.8% and 78.6%), the guidance
and agent’s actions are reasonable. While we ac-
knowledge that there may be subjectivity in this
assessment, we believe the results can still show
the general tendencies of AdaRefiner in guiding
agent’s behavior.

—— Learning Curve Comprehension Score

25 0.8

0.6

0.4

0.2

0 M 2M 3M 4am 5M 0 M 2Mm 3M 4aMm 5M

Figure 5: Learning curve (left) and comprehension score
(right) of AdaRefiner.

Guidance Action

No Common-Sense 12.8% 21.4%
Impossible 3.4% 0%

Reasonable 83.8% 78.6%

Table 4: Statistical tests on common-sense behaviors.
The results are based on 500 inference samples.

5 Conclusions

In this study, we introduce AdaRefiner, a novel
framework that synergizes LLMs with adaptive
feedback, leveraging an Adapter LM as a crucial
intermediary. AdaRefiner, rigorously tested across
22 diverse tasks in the Crafter environment, not
only outperforms state-of-the-art baselines but also
steers agents towards learning higher-level skills
and exhibiting common-sense behaviors. Ablation
studies further validate the significance of each
component, particularly emphasizing the Adapter
LM’s role in refining decision-making. These re-
sults highlight AdaRefiner’s potential in advancing
LLMSs’ capabilities in complex open-world games,
and open up avenues for further research in LLM’s
decision-making capabilities.
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Limitations

The primary limitation of AdaRefiner is that it still
requires a certain level of pre-trained knowledge
of the Adapter LM. If a smaller language model is
used as the Adapter LM, its language understand-
ing ability may not be sufficient to provide the nec-
essary analysis and summarization for the environ-
ment and agent. Additionally, although AdaRefiner
substantially improves the performance, all meth-
ods including AdaRefiner fall short in the most
difficult level-8 task “Collect Diamond.” This gap
points to a need for further improvements in current
methods to tackle more complex tasks.

Nevertheless, the uncovering of knowledge from
LLMs by the Adapter LM demonstrates promising
prospects for filling the gap in LLMs’ performances
across various tasks. In future work, we will con-
tinue to explore this characteristic of the Adapter
LM while also attempting to integrate LL.M with
RL algorithms more closely to address these limi-
tations in complex environments.

Ethical Considerations

While the natural language guidance generated by
LLMs exhibits strong common-sense capabilities,
there is a possibility that they might contain or
produce harmful information. Though no such
concerns were observed during evaluations in sim-
ulated environments like Crafter, it is imperative
to address these potential risks when transferring
AdaRefiner to more open and real-world settings in
the future. Mitigating these risks can be achieved
by adding additional instructions in prompts, fine-
tuning with curated data, and post-processing the
generated text. Adopting these measures ensures
that AdaRefiner functions effectively and safely in
its intended roles.
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Appendices

A Pseudo Code for AdaRefiner

Algorithm 1 Pseudo Code for AdaRefiner

1: Init: Policy 7; Buffer B; Supervised fine-
tuning (SFT) buffer D; LLM generation in-
terval Ngey; SFT interval Nyg.

2: 09 < env.reset(), lp < 0
3: fort=0,1,...do
4: /I generate with Adapter LM and LLM
5: if £ % Nyen = 0 then
6: ¢t < Ma(prompt, (B, 11))
7 gt < Mq(prompty(B;, ct))
8: else
9: Ct < Ci—1, gt < gt—1
10: end if
11: /l interact with the environment
122 ag ~ 7w(atlot, femn(gt))
13: o141 < env.step(a;)
14: /I update buffer and policy
15: Bt—l—l «~— B, U (ot,at,ot+1,7’t,gt)
16: T4l < RL_Update(wt, Bt—l—l)
17: // update SFT buffer
18: lir1 < cos(femb(9t), femb(T)), T ~ Bis1
19: D « DU [prompt, (B, liy1), ¢t
20: /I SFT Adapter LM (with interval Ngg)
21: if t % Ny = O then
22: SFT(My; D)
23: end if
24: end for

B Implementation Details

B.1 RL Algorithm

We use the classic PPO algorithm for policy learn-
ing in AdaRefiner, and the hyperparameters are
shown in Table 5. It is worth noting that AdaRe-
finer can be flexibly combined with various RL
algorithms and is not limited to PPO.

Hyperparameter Value
policy learning rate Te-4
update epoch 16
o 0.97
€ le-8
clip ratio 0.1
optimizer Adam

Table 5: Hyperparameters for PPO.

B.2 Adapter LM

We use open-source Llama2-7B weight as initial
weight for the Adapter LM. In order to reduce com-
putational resources and time consumption, we per-
form 4-bit quantization on it. The SFT parameters
of the Adapter LM are shown in Table 6.

Hyperparameter Value
quant type nf4
learning rate 2e-4
batch size 4
gradient accumulation step 1
weight decay le-3
max grad norm 0.3
warmup ratio 0.3
lora alpha 16
lora dropout 0.1
lorar 64
Ngen (W/ GPT3.5) 10
Ngen (W/ GPT4) 20
Nt le3

Table 6: Hyperparameters for Supervised Fine-Tuning.

B.3 Decision LLM

We call the API interfaces of OpenAl’s gpt-4 and
gpt-3.5-turbo models. The API parameters used
are shown in Table 7.

Hyperparameter Value
temperature 0.5
top_p 1.0
max_tokens 100

Table 7: Hyperparameters for LLM.

B.4 Text Embedding

For text embedding, we choose the open-source
paraphrase-MinilLM-L6-v2 model as the en-
coder.
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Case

Description

Explanation

The agent tends to place
stones between itself and
monsters to avoid combat
at night (the number of
monsters will increase).

Frequent combats are not
conducive to maintaining
health and can delay other
tasks such as resource col-
lection. Therefore, the
agent chooses to avoid
combat at the appropriate
time.

The agent does not imme-
diately place a workbench
to craft tools and unlock
achievements when it has
abundant resources, but
instead places the work-
bench when moving to
resource-rich areas.

Placing the workbench in
resource-rich areas can re-
duce the distance between
collecting resources and
crafting items, thus im-
proving efficiency.

Table 8: Case study on agent behaviors grounded in common sense. These behaviors demonstrate the ability of the

Adapter LM in uncovering human knowledge behind LLMs.

%364 IEBH

Figure 6: Case details of avoiding combat.
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Figure 7: Case details of resource planning.



C Agent Behaviors Grounded in
Common Sense

As discussed in Section 4.5, the policy trained by
AdaRefiner exhibits behaviors like avoiding com-
bat. Although this may result in a partial perfor-
mance decrease for the achievements‘‘Defeat Skele-
ton” and “Defeat Zombie”, it could be more advan-
tageous for survival and better completion of other
tasks. In this sense, AdaRefiner demonstrates be-
haviors that align with human common sense. We
further analyze additional replays and find other
cases of human-like behavior in the policy trained
by AdaRefiner, as shown in Table 8.

In the two cases, AdaRefiner demonstrates be-
haviors such as using stones to block monsters
and extend survival time, as well as placing work-
benches in resource-rich areas for more efficient
resource utilization. These behaviors are not ob-
served or reported in other baselines or in the ver-
sion of AdaRefiner w/o Adapter LM. This fur-
ther demonstrates that the Adapter LM can better
capture the agent’s learning ability and uncover
common-sense knowledge behind LLMs, prompt-
ing them to provide more useful and reasonable
guidance for better decision-making.

C.1 Details of Avoiding Combat

As shown in Figure 6, it is approaching night and
the number of monsters is increasing. The agent
starts early to strategically place stones in suitable
terrain, successfully building a shelter that can keep
the monsters outside and extend its survival time.

C.2 Details of Resource Planning

As shown in Figure 7, even though the agent has
enough wood to make a workbench, its observa-
tions do not reveal abundant resources. Therefore,
instead of rushing to make a workbench, it waits
until more resources are discovered before mak-
ing one nearby. This strategy can optimize the
efficiency of resource collecting and item crafting.

D Full Prompt Details

In the following, we provide detailed prompts as
well as corresponding example outputs for different
methods.

D.1 Example for Adapter LM

System message:

You are a professional game
analyst. A player is playing a
game similar to Minecraft.
Available actions are:
<move_left, move_right, move_up,
move_down, do, sleep, place_stone
, place_table, place_furnace,
place_plant, make_wood_pickaxe,
make_stone_pickaxe,
make_iron_pickaxe,
make_wood_sword, make_stone_sword
, make_iron_sword>.

You will get the player's
observation, status information,
and its comprehension score of
language guidance (between @ and
1). You are collaborating with
another analyst, and you will be
asked to provide concise
summaries and suggestions about
this player.

Example prompt:

Player sees: <grass, water, cow>

Player status: <7 health,
6 drink, 4 energy>

5 food,

Past action: <sleep>
Past sub-goals:

eat cow

collect stone
place stone

Comprehension score: <0.131>
Analyze the environment and the
player's understanding capability
,then generate concise summaries
and suggestions about this player

Example output:

796

The player seems to struggle with
understanding past sub-goals,
possibly indicating an early
stage in the learning process.
help the agent learn the skill
of eating cow more quickly,

To




please provide more detailed
guidance.

find cow, move to cow, eat cow

D.2 Example for Decsion LLM

System message:

You are a professional game
analyst. A player is playing a
game similar to Minecraft.
Available actions are:
<move_left, move_right, move_up,
move_down, do, sleep, place_stone
, place_table, place_furnace,
place_plant, make_wood_pickaxe,
make_stone_pickaxe,
make_iron_pickaxe,
make_wood_sword, make_stone_sword
, make_iron_sword>.

You will get analysis about this
player from another analyst, and
you will be asked to provide the
next sub-goals for this player.

D.3 Example for Decsion LLM in AdaRefiner
w/o Adapter LM

System message:

Example prompt:

Player sees: <grass, water, cow>

Player status: <7 health,
6 drink, 4 energy>

5 food,

Past action: <sleep>
Past sub-goals:

eat cow

collect stone

- place stone

Analysis: <The player seems to
struggle with understanding past
sub-goals, possibly indicating an

early stage in the learning
process. To help the agent learn
the skill of eating cow more
quickly, please provide more
detailed guidance.>

Based on the provided information
, suggest 3 sub-goals that the
player should accomplish next.

You are a professional game
analyst. A player is playing a
game similar to Minecraft.
Available actions are:
<move_left, move_right, move_up,
move_down, do, sleep, place_stone
, place_table, place_furnace,
place_plant, make_wood_pickaxe,
make_stone_pickaxe,
make_iron_pickaxe,
make_wood_sword, make_stone_sword
, make_iron_sword>.

You will get necessary
information and player's
comprehension score of language
guidance (between @ and 1). You
will be asked to provide the next
sub-goals for this player.

Example prompt:

Player sees: <grass, tree, water>

Player status: <6 health,
3 drink, 1 energy>

7 food,

Past action: <move_up>
Past sub-goals:

eat cow

collect stone

place stone

Comprehension score: <0.165>
Based on the provided information
, suggest 3 sub-goals that the
player should accomplish next.

Example output:

Example output:

collect stone, make stone sword,
make stone pickaxe
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D.4 Example for Vanilla GPT-4

System message:

You are a professional game
analyst. A player is playing a
game similar to Minecraft.
Available actions are:
<move_left, move_right, move_up,
move_down, do, sleep, place_stone
, place_table, place_furnace,
place_plant, make_wood_pickaxe,
make_stone_pickaxe,
make_iron_pickaxe,
make_wood_sword, make_stone_sword
, make_iron_sword>.

You will get necessary
information and player's
comprehension score of language
guidance (between © and 1). You
will be asked to provide the next
action for this player. You are
only allowed to choose the
available action.

Example prompt:

You see (object with coordinate)
<cow(2,2), tree(3,1), L>

Player status: <8 health,
8 drink, 6 energy>

8 food,

Past action: <make_wood_pickaxe>

Comprehension score: <0.275>
Based on the provided information
, provide the next action for
this player.

make_stone_pickaxe,
make_iron_pickaxe,
make_wood_sword, make_stone_sword
, make_iron_sword>.

Task: Unlock following
achievements
<Collect Coal,
Collect Drink, Collect Iron,
Collect Sapling, Collect Stone,
Collect Wood, Defeat Skeleton,
Defeat Zombie, Eat Cow, Eat Plant
, Make Iron Pickaxe, Make Iron
Sword, Make Stone Pickaxe, Make
Stone Sword, Make Wood Pickaxe,
Make Wood Sword, Place Furnace,
Place Plant, Place Stone, Place
Table, Wake Up>

Collect Diamond,

You see (object with coordinate)

<water (-1,2), cow(2,3), cow
(=3,-1), .>

Your status:

<9 health, 3 food, 2 drink, 6
energy>

think: Considering the current

status, I need to find some food
and drink.

think: There are water at (-1,2),
I need to move to it.

action: move_left

Example output:

move_right

D.5 Example for Reflexion

You see (object with coordinate)

Environment: You are playing a
game similar to Minecraft.
Available actions are

<move_left, move_right, move_up,
move_down, do, sleep, place_stone
, place_table, place_furnace,
place_plant, make_wood_pickaxe,

<water (0,2), cow(1,3), cow(-2,-1)
) . >

Your status: <9 health, 3 food, 2
drink, 6 energy>

think: Now I move one step to the

left, my status has not changed,
water is at (0,2). Next, I need
to move up.

action: move_up
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D.6 Example for ReAct

You are playing a game similar to
Minecraft. Available actions are
<move_left, move_right, move_up,
move_down, do, sleep, place_stone
, place_table, place_furnace,
place_plant, make_wood_pickaxe,
make_stone_pickaxe,
make_iron_pickaxe,
make_wood_sword, make_stone_sword
, make_iron_sword>.

Your task is to:

achievements
<Collect Coal, Collect Diamond,
Collect Drink, Collect Iron,
Collect Sapling, Collect Stone,
Collect Wood, Defeat Skeleton,
Defeat Zombie, Eat Cow, Eat Plant
, Make Iron Pickaxe, Make Iron
Sword, Make Stone Pickaxe, Make
Stone Sword, Make Wood Pickaxe,
Make Wood Sword, Place Furnace,
Place Plant, Place Stone, Place
Table, Wake Up>

Unlock following

You see (object with coordinate)

<tree(1,-1), cow(1,4), ...>

Your status: <9 health, 7 food, 8
drink, 7 energy>

think: My status is good, I need

to collect some wood to make
tools. First I need to move to
the tree at (1,-1).

move_down

actions: move_right,

E Compute Resource Details

The hardware resources we used are listed in Table
9. For each seed, the average GPU running speed
is approximately 30K steps/hour.

CPU GPU RAM
Intel Xeon 8280@2.7GHz Nvidia A100 (40GB) 256GB
Intel 19-12900K@3.2GHz Nvidia RTX 3090 (24GB) 128GB

Table 9: Computational resources for our experiments.

F Licenses

In our code, we have used the following libraries
which are covered by the corresponding licenses:

¢ Crafter (MIT license)
* OpenAl GPT (CC BY-NC-SA 4.0 license)
e Llama 2 (Llama 2 license)

* SentenceTransformer (Apache-2.0 license)
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