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Abstract

Politeness is a multifaceted concept influenced
by individual perceptions of what is consid-
ered polite or impolite. With this objective, we
introduce a novel task - Politeness Cause Elic-
itation and Intensity Tagging (PCEIT). This
task focuses on conversations and aims to iden-
tify the underlying reasons behind the use of
politeness and gauge the degree of politeness
conveyed. To address this objective, we cre-
ate HING-POEM, a new conversational dataset
in Hinglish (a blend of Hindi and English) for
mental health and legal counseling of crime
victims. The rationale for the domain selec-
tion lies in the paramount importance of po-
liteness in mental health and legal counsel-
ing of crime victims to ensure a compassion-
ate and cordial atmosphere for them. We en-
rich the HING-POEM dataset by annotating it
with politeness labels, politeness causal spans,
and intensity values at the level of individual
utterances. In the context of the introduced
PCEIT task, we present PAANTH (Politeness
CAuse ElicitAion and INtensity Tagging in
Hinglish), a comprehensive framework based
on Contextual Enhanced Attentive Convolution
Transformer. We conduct extensive quantita-
tive and qualitative evaluations to establish the
effectiveness of our proposed approach using
the newly constructed dataset. Our approach
is compared against state-of-the-art baselines,
and these analyses help demonstrate the superi-
ority of our method1.

1 Introduction

Crime is a severe social problem causing tremen-
dous pain to victims. The World Health Organi-
zation (WHO) estimates that globally about one-
third of the women and one billion children aged
2-17 have been subjected to some form of crime in
their lifetime (WHO, 2023b,a) However, victims
are often discouraged from seeking support due to

∗The authors are jointly first authors.
1Code and dataset are available at PAANTH.

A: Mujhe aapki hesitation aur frustration samajh aa rahi. Aapka
question bilkul valid hai ki kya koi sach mein aapke feelings ko
samajh paayega. Lekin, I can listen and try to help and support

you. kya aap please mujhe apni problem batayengi? 

V: Mujhe nahi pata maine tumhe batane ki takleef kyun hi
kari. You can't understand ki mujh par kya gujar rahi hai.

A: I appreciate ki aapne apni struggle ko humare saath share
kiya. Open hokar support lene ke liye courage cahiye. Agar aap

us incident ke baare me kuch information de paaye jiski aap
baat kar rahi hain to main aapki better help kar paayunga? 

V: Main us incident ke baad se depression me hoon and
yah meri daily life of effect kar raha hai.

Impolite (2)

Polite (3)

Neutral (0)

Polite (2)

[I appreciate that you shared your struggles with us. It takes courage to
open and seek support. If you could provide some information about the

incident you're talking about, we would be able to help you in a better way.]

[I've been struggling with depression after that incident
and it's been affecting my daily life.]

[I can understand your hesitation and frustration. It's completely
valid to question whether someone can understand your

experiences. But I can listen and try to help and
support you. Could you please share your problem?]

[I don't know why should I even bother opening up to you.
You can't understand what I'm going through.]

Figure 1: A dialogue snippet showcasing politeness and
its corresponding intensity value (highlighted in green)
and politeness causal span (underlined). V and A denote
victim’s and agent’s utterances, respectively.

self-disclosure (Quadara, 2008), acquainted perpe-
trators (Millar et al., 2002), fear of revenge (Planty
et al., 2013), and social stigma about victimiza-
tion and support-seeking (Kilpatrick and Acierno,
2003).

To tackle this overwhelming problem, recently,
there has been an emerging interest in building
conversational agents (or chatbots) that can extend
support to the victims (Ahn et al., 2020b). In or-
der to develop effective and interactive counseling
systems that can be easily integrated with human
experts, it is crucial to comprehend the victim’s
social and cognitive behavioral aspects. Politeness
exhibits socially and cognitively-desirable behav-
ior. The incorporation of politeness in interactions
makes the victims feel respected, validated, and
more willing to engage in the counseling process,
ultimately promoting their healing and well-being
(Kim et al., 2022; Mishra et al., 2023b). Also, in
order to identify how to best avoid negative thought
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patterns and maladaptive behavior, it is crucial to
recognize not just the polite/impolite behavior but
also the factor(s) or trigger(s) that contribute to that
behavior and the intensity of that behavior during
interaction. This allows for a more comprehensive
understanding of the individual’s emotional and
mental state as well as communication dynamics,
facilitating a tailored approach to counseling and
promoting positive therapeutic outcomes.

For conversational systems to emulate intelligent
behavior, they must not only be potent enough to
identify politeness but also possess the ability to
comprehend it in its entirety. With this objective in
mind, we progress beyond the scope of politeness
identification and introduce a novel task- Politeness
Cause Elicitation and Intensity Tagging (PCEIT)
in conversations. PCEIT aims to analyze the polite-
ness, the underlying politeness cause(s)/factor(s)
that lead individuals to employ polite or impolite
behaviors and the extent to which polite or impolite
language or behaviors are used during conversation.
To illustrate, we depict a dialogue snippet between
the victim and the agent in Figure 1. In the second
turn of the dialogue snippet, the agent discerns the
victim’s hesitation and frustration. This discern-
ment suggests that the victim harbors a concern
that the agent may not fully comprehend the intri-
cacies of their situation. Consequently, the agent
behaves politely by acknowledging and validating
the victim’s feelings and extending support. The
extraction of politeness causal spans enables the
agent to respond with empathy, understanding, or
reassurance as and when needed while ensuring
an appropriate level of politeness. This eventually
helps in establishing trust, validating the victim’s
emotional and mental state, and encouraging open
communication, thereby enabling a more produc-
tive relationship.

Studies have shown that code-mixing enables
more natural and engaging conversations among
multilingual users (Bawa et al., 2020; Ahn et al.,
2020a). Given the limited availability of code-
mixed counseling conversational datasets, we
present a novel and meticulously curated coun-
seling conversational dataset in the code-mixed
Hinglish language. We extend POEM (Priya et al.,
2023a) - a counseling conversational dataset for
mental health and legal counseling of crime victims
by refurbishing its English text into code-mixed
Hinglish embodiment. We name this dataset HING-
POEM. POEM dataset lacks politeness cause and

intensity information; hence, we annotate HING-
POEM with politeness causal span and intensity
information along with the politeness label. To
address the task of PCEIT in conversations, we
propose a PAANTH2 (Politeness CAuse ElicitAion
and INtensity Tagging in Hinglish) - a Contextual
Enhanced Attentive Convolution Transformer (CE-
ACT)-based framework. The system leverages the
utterance-level politeness information for which
the causes are to be extracted and intensity is to be
predicted.

In summary, our contributions are five-fold: (i)
We propose Politeness Cause Elicitation and Inten-
sity Tagging (PCEIT) in conversations - a novel
task that aims at analyzing the cause(s) that con-
tribute to the use of polite/impolite behavior and the
degree of polite/impolite behavior exhibited during
a conversation; (ii) We extend an existing counsel-
ing conversational dataset, to curate HING-POEM,
a novel dataset containing conversations between
the victim and the counseling agent in code-mixed
Hinglish language; (iii) We annotate HING-POEM
with politeness label, politeness cause(s) and po-
liteness intensity value at the utterance level; (iv)
We develop a Contextual Enhanced Attentive Con-
volution Transformer (CEACT)-based framework
for the PCEIT task in conversations; (v) We carry
out extensive quantitative and qualitative analysis
to prove the efficacy of the proposed approach.
Societal Implications and Reproducibility. The
chatbots for mental health and legal support of the
victims offer a potential solution by engaging effec-
tively with victims and comprehending their needs
for the overall development of society. Our present
research focuses on the dialogue understanding
module within mental health and legal conversa-
tional systems. The ongoing research in the mental
health and legal domain for crime victims could
leverage this work and enhance chatbots’ ability to
better comprehend counseling conversations and
better emulate human-like behavior. The resources
will be made available upon request to aid future
research.

2 Related Work

In recent times, conversational system research for
social good applications like healthcare (Pandey
et al., 2022; Mishra et al., 2023c), education
(Kasthuri and Balaji, 2021), charity donation

2PAANTH can be vaguely pronounced as Panth (Path) in
Hindi.
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(Samad et al., 2022), legal aid (Falduti and Tes-
saris, 2022), etc. have attracted significant atten-
tion from the natural language processing (NLP)
community. Given the escalating demand to com-
bat crimes against women and children to meet
the Sustainable Development Goals (SDGs) 2030
(García-Moreno and Amin, 2016), a few research
emphasize the need for initiating research on con-
versational systems for supporting crime victims
(Ahn et al., 2020b; Socatiyanurak et al., 2021; Kim
et al., 2022; Falduti and Tessaris, 2022). These sys-
tems are predominantly rule-based, which limits
their scalability and generalizability.

In order to help victims feel ready to access
professional support, a convincing approach is de-
manded (Maeng and Lee, 2022). The use of polite
language displays a cordial and credible impression
of the system, which helps in achieving positive out-
comes during counseling (Lucas et al., 2014; New-
bold et al., 2019; Mishra et al., 2023b; Priya et al.,
2023b; Mishra et al., 2023c,a). In the past, a few
studies developed computational approaches for
identifying politeness in text (Danescu-Niculescu-
Mizil et al., 2013; Aubakirova and Bansal, 2016;
Chhaya et al., 2018; Madaan et al., 2020). Lately,
computational methods for automatic detection of
politeness in conversations have been proposed
to enable the conversational system to effectively
adapt to the ongoing conversation and generate re-
sponses according to users’ situation (Kayaarma
et al., 2019; Mishra et al., 2022; Khan et al., 2023).
Likewise, (Priya et al., 2023a) introduced a po-
liteness and emotion-annotated dialogue corpus
and proposed a multi-task framework for detecting
politeness and emotion simultaneously. All these
existing politeness studies are in English.

The extensive utilization of social media has
driven progress in studying code-mixed languages
for a range of NLP tasks, including emotion detec-
tion (Vijay et al., 2018), sarcasm detection (Bedi
et al., 2021), and sentiment analysis (Ghosh et al.,
2023; Dowlagar and Mamidi, 2021), among oth-
ers (Ramanarayanan and Suendermann-Oeft, 2017;
Parekh et al., 2020; Singh et al., 2022a). There
have been a handful of works that focus on polite-
ness and its related cues, like emotion (Bothe and
Wermter, 2022) in other languages (Kumar, 2014;
Firdaus et al., 2020; Kumar, 2021; Li et al., 2020;
Singh et al., 2022b). However, politeness research
in code-mixed settings remains unexplored.

In a nutshell, our research pioneers the explo-

ration of politeness cause elicitation and intensity
tagging in code-mixed Hinglish conversations for
mental health and legal counseling of crime vic-
tims.

3 Dataset

To promote the research and development of a
code-mixed dialogue agent for a social good ap-
plication containing code-mixed Hinglish (combin-
ing Hindi with English) conversations, we create
HING-POEM dataset. This dataset is developed
utilizing the existing dialogue dataset POEM (Priya
et al., 2023a) by transforming its monolingual (En-
glish) utterances into code-mixed (Hinglish) mani-
festations. To the best of our knowledge, no large-
scale code-mixed dataset is available to facilitate
research in this direction.

3.1 HING-POEM Dataset Preparation

This section presents the process of creating code-
mixed Hinglish dialogues. To reduce the human in-
tervention, we prepare the entire dataset by prompt-
ing the large language model (LLM) in a few-shot
manner, followed by manual intervention to ensure
the quality of the generated dialogues. In particu-
lar, we first construct sample utterances manually,
which are then utilized to prompt the LLM. These
synthetic code-mixed dialogues are then manually
verified by human experts to ensure good quality
dialogues.

Sample Utterance Creation. We construct the
sample utterances in Hinglish by translating the
first six utterances (three Agent-Victim utterance
pairs) of English dialogues in the POEM dataset
to Hinglish following the Matrix Language-Frame
model (Myers-Scotton, 1993). This theory allows
for the insertion of grammatical constituents of
an embedded language (here, English) into the ut-
terances in matrix language (here, Hindi). The
translation is done by three experienced human
translators under the supervision of domain ex-
perts to ensure accuracy and appropriateness within
the specified context. These translators are native
Hindi speakers and equally fluent in English3. The
translators possess Ph.D. degrees in Linguistics
and relevant expertise in code-mixing. Before be-
ginning the translation procedure, the guidelines
for translation along with some sample Hinglish
utterances translated from their English counter-

3The translators were paid according to institutional guide-
lines.
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parts were explained to the translators. They
are then instructed to recreate the same English
utterances by switching between Hindi and En-
glish languages while adhering to the following
guidelines: (i) Assume that the translators are in-
teracting with a friend proficient in both Hindi
and English; (ii) Use Roman script irrespective
of whether the word being used belongs to En-
glish or Hindi; (iii) Do not attempt to convert the
entire utterance into Hindi, instead switch to En-
glish whenever they feel it is appropriate, just as
they would in their daily conversations; (iv) Trans-
late adjectives and conjunctions into Hindi; (v)
Avoid code-mixing named entities (names of per-
sons, organizations, places, crimes, mental health
issues, or legal terms) and noun phrases; (vi) Re-
tain the placeholder words for the victim’s personal
information (<person_name>, <person_age>,
<person_gender>, etc.) unchanged and not trans-
late them.

Dialogue Creation via Prompting. The cre-
ated sample Hinglish utterances for each dialogue
are then utilized to prompt a multilingual LLM,
BLOOMZ (Muennighoff et al., 2022) in a few-shot
setting. In order to finalize the prompt, we ex-
periment with six different prompts consisting of
natural language instruction and the created sam-
ple utterances of a particular dialogue followed by
the target utterance whose code-mixed version is
to be generated. For each prompt, we generate
30 code-mixed dialogues by prompting BLOOMZ
with Top-p sampling (p = 0.75) and temperature
τ = 0.95. The evaluation of the synthetic code-
mixed dialogues and an example of the selected
prompt are provided in the Dataset section in Ap-
pendix. We leverage the selected prompt along
with sample utterances to prompt the BLOOMZ
model to generate the code-mixed equivalent of
all the dialogues in the POEM dataset. We obtain
the Code-Mixing Index (CMI) (Gambäck and Das,
2016) of 0.82 for HING-POEM, which shows good
quality code-mixing in the dataset.

3.2 Dataset Cleaning and Quality control

Once all the dialogues are converted to their
Hinglish equivalent, manual verification is carried
out for quality control. We then provide compre-
hensive guidelines to the evaluators and suitable
examples for each possible case before beginning
the manual verification. They are instructed to re-
fer to the original English utterance and dialogue
context while verifying the code-mixed counterpart

to ensure a meaningful translation and preserve the
context in the code-mixed equivalent. The entire
evaluation process is done with two distinct groups
of human evaluators (G1 and G2), each group con-
sisting of three evaluators - one with a Ph.D. de-
gree in Linguistics and two with a Master’s degree
in Computer Science. All the evaluators are na-
tive Hindi speakers with English as their education
medium and are well-acquainted with the concept
of code-mixing4. In the primary stage, each utter-
ance in dialogues is rated for F, A and C on the
same scale of 1-5 by the evaluators in group G1.
We obtain average ratings of 3.19, 3.04, and 3.27
for F, A, and C, respectively, in this stage. Af-
terward, the utterances with ratings 1, 2, or 3 for
either F, A and C are filtered out for post-editing
by referring to the source utterances by the same
group of evaluators.

In the secondary stage, another group of eval-
uators (G2) are instructed to again rate the utter-
ances for F, A and C. Besides, all evaluators are
instructed to rate each dialogue on a scale of 1-
55 for Intelligibility (I) to assess if the entire dia-
logue could be readily comprehended by a bilingual
speaker proficient in both Hindi and English. Even-
tually, we achieve average ratings of 4.26, 4.73,
4.48, and 4.87 for F, A, C, and I, respectively,
which indicates that the dataset is of standard qual-
ity. We also obtain the Code-Mixing Index (CMI)
(Das and Gambäck, 2014) of 0.82, which further es-
tablishes the sufficiently good quality of the dataset
in terms of the level of code-mixing. The CMI is
calculated using the Equation 1.

CMI =

{
1− max{wi}

n−u
: n > u

0 : n = u
(1)

where,
∑N

i=1 is the sum of all N languages
present in the utterance of their respective num-
ber of words, max{wi} is the highest number of
words present from any language (regardless of
if more than one language has the same highest
word count), n is the total number of tokens, and
u is the number of tokens given other (language
independent) tags.

Given the space constraints, comprehensive in-
sights into the challenges during dataset prepara-
tion can be found in the Dataset section A.1 in the
Appendix.

4The evaluators are different from those involved in dataset preparation
and are paid according to institutional guidelines.

5Intelligibility - 5: Very Good, 4: Good, 3: Average, 2: Poor, 1: Very Poor
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3.3 Dataset Annotation

The annotations are performed by three annota-
tors, two with a Ph.D. degree in Linguistics and
one with a Master’s degree6. All the annotators are
proficient in both English and Hindi, sufficiently ac-
quainted with labeling tasks, and well-versed with
the concepts of code-mixing and politeness. They
are briefed about the annotation guidelines and
proper examples for each of annotation task. The
utterances in HING-POEM are annotated with
three distinct aspects, viz. politeness, politeness
cause(s) and politeness intensity value. Due to
space constraints, the complete dataset statistics
and the politeness label distribution of the proposed
HING-POEM dataset are provided in section A.1 of
the appendix.

Politeness and Politeness Intensity Annota-
tion. The utterances in HING-POEM dataset are
annotated with politeness label and corresponding
politeness intensity value in two steps. In the first
step, we randomly sample 1,250 dialogues con-
sisting of 30,450 utterances (avg. dialogue length
24.36) from the dataset and manually annotate each
utterance of this subset with one of the three po-
liteness labels, viz. polite, neutral, and impolite.
Each politeness label is accompanied by one of
the three ordinal intensity values (1,2 or 3), with 1
indicating the lowest intensity and 3 indicating the
highest. The neutral label has an intensity value
of 0. We then separately train two different pre-
trained XLM-Roberta (XLM-R) models (Conneau
et al., 2020), one for politeness classification and
the other for politeness intensity prediction, on this
annotated data using the Masked Language Mod-
elling (MLM) objective (we refer this model as
HINGPOEM-XLM-R).

This model is further fine-tuned on the annotated
dataset for politeness and politeness intensity pre-
diction tasks. The results confirm the efficacy of
the HINGPOEM-XLM-R model. We achieve accu-
racies of 73.28% and 68.19% using the fine-tuned
XLM-R model and 78.34% and 71.02% using the
fine-tuned HINGPOEM-XLM-R model (trained
specifically on the code-mix corpus) for polite-
ness classification and politeness intensity predic-
tion, respectively. For MLM training, we train the
models for 8 epochs with a learning rate of 2e−5,
weight decay of 0.01, and a mask probability of
0.15. These models are further fine-tuned on the
annotated dataset using the MLM training objec-

6Annotators are paid as per institute norms.

tive7.
In the second step, we predict the politeness label

and the corresponding intensity value of the utter-
ances by passing the utterances in the remaining
dialogues through their respective fine-tuned clas-
sifiers. The predicted labels are then cross-verified
for their correctness by the same three annotators
in order to create a gold-standard dataset. We ob-
serve a reliable multi-rater Kappa agreement ratio
(McHugh, 2012) of 79.6% and 72.3% in the first
step and 82.7% and 78.7% in the second step for
politeness and politeness intensity annotations, re-
spectively.

Politeness Cause Annotation. The utterances
are marked manually for the causal span of a po-
liteness label. We mark at most 4 causal spans
for each utterance as we observe most of the utter-
ances have a single cause and few of them have
two or more causes. For an utterance ut, the causal
spans are marked from c + 1 utterances, where c
denotes the number of context utterances of ut and
uc+1 = ut. We quantify the inter-rater agreement
using the macro-F1 metric based on earlier work on
span extraction (Poria et al., 2021), and we obtain
an F1-score of 0.78, indicating that the annotations
are of good quality.

3.4 Dataset Statistics

The dataset statistics of HING-POEM are shown in
Table 1. The politeness label distribution in HING-
POEM is depicted in Figure 3 in the Appendix.

4 Methodology

In this section, we outline the problem statement
and subsequently delve into a comprehensive dis-
cussion of the proposed methodology.
Problem Formulation. Given a dialogue D =
{u1, u2, ..., uN} consisting of a sequence of N ut-
terances, where ut = {wi1, wi2, ..., wiM} (M rep-
resenting the word count in utterance ut). Let
P = {p1, p2, ..., pN}, denote the utterance-level
politeness in the dialogue D. For a target utter-
ance ut, the PCEIT task objective is to detect the
politeness label, extract all possible causal spans,
and identify the politeness intensity for the given
politeness pt.
Proposed Approach. In this section, we outline
the various elements comprising our proposed ap-
proach for politeness cause elicitation and intensity

7We obtain an accuracy of 78.34% and 71.02% for politeness classification
and politeness intensity prediction, respectively.
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tagging (PCEIT) within code-mixed Hinglish con-
versations. The architecture of our approach is
presented in Figure 2.

Contextual Character Embedding. Initially,
we employ the SentencePiece tokenizer (Kudo and
Richardson, 2018) to tokenize utterances. Given
the complexities of code-mixed data like Hinglish
where out-of-vocabulary (OOV) words are com-
mon, the standard pre-trained embeddings might
not perform well (Pratapa et al., 2018). Hence, we
adopt a hybrid strategy to generate embeddings,
which combines character embeddings and context-
dependent word embeddings. For character-level
features in code-mixed utterances, we utilize a
convolutional neural network (CNN) followed by
max pooling to capture effective text representa-
tions and local dependencies at both word and
sub-word levels (Chiu and Nichols, 2016). For
context-dependent word embeddings, we employ
a fusion of ELMo (Peters et al., 2018) and Tf-idf
(ram, 2003) embeddings.

Contextual Enhanced Attentive Convolution
Transformer (CEACT). We introduce CEACT
to enhance the integration of context within in-
put phrases, and EnTrans - an enhanced atten-
tion mechanism that replaces the conventional self-
attention in the transformer encoder (Vaswani et al.,
2017). The process involves two primary steps: To-
ken Contribution Computation and Token Pruning.
The forward propagation mechanism of EnTrans
is shown in Figure 2. For clarity, we explain the
operations using a single-head EnTrans. Impor-
tantly, we compute the attention map before token
contribution to guide our approach of incorporat-
ing pre-pruning of Key and Value in the proposed
EnTrans. To assess the combined impact of tokens
arranged by columns or rows, we exploit the dis-
tributive nature of the vector inner product, thereby
minimizing computational complexity effectively.
Consider qi and kj as tokens in Query (Q ∈ Rn×x)
and Key (K ∈ Rm×x), respectively, where n and
m denote the dimensions of the query and key vec-
tors. The recalibrated scores for row and column
vectors denoted by Scor and Scoc, respectively,
are outlined as:

Scor =
n∑

i=1

m∑

j=1

qik
T
rj(

n∑

i=1

qi)(
n∑

j=1

kT
rj), r ∈ 1....n (2)

Scoc =
n∑

i=1

m∑

j=1

qik
T
jc = (

n∑

i=1

qi)(
n∑

j=1

kT
jc), c ∈ 1....m

(3)

where r and c symbolize the tokens in the query

Metrics Train Validation Test
# of Dialogues 2,859 1,080 1,061
# of Utterances 77,806 25,775 25,744
Avg. Utterances per Dialogue 27.21 23.87 24.26

Table 1: HING-POEM dataset statistics.

and key vectors, respectively, with T representing
matrix transpose operations.

We further employ token-wise L2 normalization
for both Query and Key, allowing us to assess the
relevance of grouped tokens. The attention map’s
element values are confined to (-1, 1) due to nor-
malization of token vectors in Q or K, mitigating
the adverse impact of excessively dominant token
vectors before the Softmax activation.

Token pruning involves computing contribution
scores, denoted as Scor ∈ Rn and Scoc ∈ Rm,
which ranks rows and columns based on their
contribution levels. Subsequently, the rows and
columns with the highest scores are selected, while
the remaining ones are discarded. In our exper-
imental setup, the number of selected rows or
columns, represented as Nh (a hyper-parameter),
is established as the square root of n as Indr =
argmaxScor[: Nh], Indc = argmaxScoc[: Nh].
The reconfiguration of K and V is determined by
K = K [Indr,Indc] and V = V [Indr,Indc]. The
process of selecting rows or columns is facilitated
by employing the contribution scores along with
argmax and [: Nh] to identify the indices ranking
at the top.

To effectively boost attention, we leverage a
gated linear unit (GLU) in conjunction with a con-
volutional layer for input representation following
(Wu et al., 2020). To optimize computational effi-
ciency, we replace the standard convolution with a
lighter version (Wu et al., 2019) that incorporates
linear layers and depth-wise convolution. The con-
volutional output is then linearly combined with
the output from EnTrans, and self-attention is sub-
sequently applied to this combined representation.
This integration of sources allows the model to cap-
ture intricate relationships and patterns in the data
more effectively.

Auto-encoder. To better grasp emotional nu-
ances within the input text, we use Context-Free-
Grammar-Noun-Adjective-Pairs (Context Free
ANP) to extract adjective-noun pairs from the utter-
ances. This approach enables the model to identify
textual concepts effectively. The ANP features ex-
tracted through Context-Free ANP are then input
into an auto-encoder to generate a latent representa-
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Figure 2: Architectural diagram of the proposed PAANTH framework.

tion. To integrate textual and class semantic knowl-
edge into the ANP representation, an adversarial
loss (Zhu et al., 2018) is employed, described in the
“Training and Inference” section. This adversarial
loss aims to disentangle syntax (captured by ANP)
from semantics (captured by contextual character
embedding), which could enhance interpretability
and control over the learned representations.

Penalty. We introduce a penalty value into the
system to enhance token prediction. This is in-
tended to improve the model’s ability to grasp the
relationship between various labels and the input
utterance. Incorporating this penalty into the loss
function is driven by the complexity of defining
a clear decision boundary for token markers in
tasks involving information extraction. The uncer-
tainty surrounding this boundary can make it chal-
lenging for a standard softmax/sigmoid classifier
to precisely distinguish between different classes,
which might result in misclassification of certain
instances. The original equations representing soft-
max and sigmoid are as follows:

Lsoftmax = − 1

bs

bs∑

i=1

log
expWli+bi

∑N
j=1 exp

Wlj+bj
(4)

Lsigmoid = − 1

bs

bs∑

i=1

1

expWli+bi
(5)

Here, li ∈ Rd denotes the feature of the ith sample,
while bs indicates the batch size. Moreover, bi and
bj correspond to the biases, and W ∈ Rd×N stands
for the weight matrix.

To tackle the challenge of establishing a decision
boundary for token markers in information extrac-
tion tasks, the Insightface loss technique (Deng
et al., 2019) offers a solution by normalizing the
feature li and weight matrix W . It evaluates the
similarity of features based on the angle difference
between them. To expedite feature convergence, a
penalty value v is introduced to the angle θ in the
loss function. This adjustment applies to both soft-
max and sigmoid and is expressed in the following
manner:
Lsoftmax = − 1

bs

bs∑

i=1

log
expa(cos(θ+v))

expa(cos(θ+v)) +
N∑

j=1

expa(cos(θ))

(6)

Lsigmoid = − 1

bs

bs∑

i=1

1

expa(cos(θ+v)) +expa(cos(θ))
(7)

In the context provided, θ denotes the angle be-
tween the weight matrix W and the feature li, while
a represents the amplifier function. The equation
expa(cos(θ+v)) is employed to compute the similar-
ity score for the positive sample, and expa(cos(θ))

is used for the negative samples’ similarity score.
The inclusion of the penalty value v introduces a
margin to the classification boundary, enhancing
the feature’s convergence rate.

Training and inference. We outline the process
of training our model and explain how to make
predictions for politeness cause and intensity. Our
model is trained in an end-to-end fashion using four
different loss functions.
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Models PI Task PIT Task PCE Task
F1 (%) ACC. (%) F1 (%) ACC. (%) FM PM HD JF ROS

BiRNN-Attn (Liu and Lane, 2016) 66.32 67.59 61.43 63.32 25.86 29.32 0.49 0.66 0.72
CNN-GRU (Zhang et al., 2018) 67.34 69.43 61.19 63.93 26.77 30.65 0.47 0.65 0.74

BERT (Liu et al., 2019) 70.54 72.53 64.63 66.18 32.66 34.51 0.56 0.68 0.76
SpanBERT (Joshi et al., 2020) 71.42 73.65 66.75 68.17 34.65 36.55 0.59 0.72 0.78

BiRNN-HateXplain (Mathew et al., 2021) 68.55 69.47 65.17 66.43 29.77 31.43 0.51 0.70 0.73
BERT-HateXplain (Mathew et al., 2021) 72.63 74.32 68.11 69.54 32.65 36.32 0.62 0.76 0.78

CMSEKI (Ghosh et al., 2022a) 74.33 76.74 69.63 70.93 35.62 37.24 0.60 0.74 0.80
PAANTH (Proposed) 77.12 78.77 71.93 73.31 37.59 39.41 0.67 0.81 0.83

Table 2: Results from the PAANTH model and the various baselines. Here, the bolded values indicate maximum
scores. Here, PI: Politeness Identification, PCE: Politeness Cause Elicitation, PIT Politeness Intensity Tagging. The
results are statistically significant. The statistical significance test, Welch’s t-test (Welch, 1947) is conducted at 5%
(0.05) significance level.

Reconstruction Loss. The aim is to bring the
structures of label features and adjective-noun pair
features into alignment within the learned latent
space using an autoencoder. This autoencoder is
responsible for reconstructing adjective-noun pair
features and generating latent features while retain-
ing politeness-related information. The optimiza-
tion of autoencoder parameters involves minimiz-
ing a loss function that quantifies the similarity be-
tween the autoencoder’s input and output. This loss
function is defined as Lre = ||Â((t))−A((t))||22,
where Â and A represents the input and output em-
bedding features of the autoencoder, respectively.

Alignment loss. Our objective is to synchronize
the latent space and label semantic spaces within
an autoencoder, ensuring that the generated label
representations are closely associated with latent
polite concepts. This goal is pursued by optimizing
the loss function Lal = ||h(x)− ϕ(lpo)||22, where
the function h(x) represents the latent space em-
bedding produced by the autoencoder, and lpo signi-
fies the politeness embedding. The comprehensive
objective function is achieved by merging the align-
ment loss and the reconstruction loss: Lre + Lal.

Zero-shot loss. To assess the effect of emo-
tion on the proposed PCEIT task, we feed the
emotional information to the model in a zero-shot
fashion. The objective of this loss function is to
minimize the difference between the feature of
text represented by θ(x), and the semantic fea-
ture of the emotion label8 computed using pre-
trained BERT (Devlin et al., 2019), represented by
ϕ(lemo), through optimization. This loss is defined
as Lzl = ||θ(SA(x)− ϕ(lemo)||22.

Adversarial loss. Our goal is to reduce the
gap between the discriminative capability of the

8Ekman’s (Ekman, 1992) basic emotion classes (Anger, Disgust, Sad,
Joy, Surprise, Fear, Fear). Additionally, we consider the Neutral class to
accommodate instances that do not fall in the scope of Ekman’s categorization.

text (θ(x) representing SA(t)) and the intricate
politeness structural information encapsulated in
the feature ϕ(lpo). This is accomplished by em-
ploying an adversarial constraint designed to de-
ceive the discriminator network D, thereby mak-
ing the output features of A(θ(x)) as similar to
the ANP features as feasible. It is defined as
Lad = Ey(logD(h(y)) − Ey(logD(θ(y)). In this
context, θ(y) represents the feature of the text,
while h(y) signifies the latent feature space.

Joint Loss. We train our model by incorporat-
ing a blend of the diverse loss functions as follows:
Ljoint = Lad+Lzl+(Lre+Lal). We sum up these

loss functions by assigning equal weights to each
for effective joint optimization during training. The
equal weights of the different loss components en-
sure that the proposed model treats all tasks equally.
All tasks are intricately related and hold significant
relevance for a dialogue system.
Experimental Setup. The details about baselines,
implementation process, and evaluation metrics are
given in Section A.2 of the Appendix.

5 Results and Analysis

Table 2 displays the outcomes of the proposed
PAANTH framework in comparison to various base-
lines using the newly introduced HING-POEM
dataset. The results in the table reveal that CM-
SEKI, which taps into common-sense knowledge
from external sources to comprehend input data,
stands out as the top-performing baseline. Never-
theless, the proposed PAANTH model consistently
exhibits even better performance than CMSEKI
across all evaluation metrics. Notably, PAANTH
achieves a substantial improvement of 2.79% in
F1 for the PI task, 3 points in ROS for the PCE
task and 2.3% in F1 for PIT task. Among the
baselines that do not rely on external information,
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Model Text Label
1. Human Annotator Kripya shaant ho jaiye aur dhairya rakhiye , hum yahan aapki har tarah se help karne ke liye hai. Kya aap bata sakte hain, ki hum kisse interact kar rahe hai?

(Please calm down and have patience. We are here to help you in every possible way. Can you tell with whom we are interacting?) Polite
BERT-HateXplain Kripya shaant ho jaiye aur dhairya rakhiye, hum yahan aapki har tarah se help karne ke liye hai. Kya aap bata sakte hain, ki hum kisse interact kar rahe hai? Polite

SpanBERT Kripya shaant ho jaiye aur dhairya rakhiye, hum yahan aapki har tarah se help karne ke liye hai. Kya aap bata sakte hain , ki hum kisse interact kar rahe hai? Impolite
CMSEKI Kripya shaant ho jaiye aur dhairya rakhiye, hum yahan aapki har tarah se help karne ke liye hai. Kya aap bata sakte hain , ki hum kisse interact kar rahe hai? Polite

PAANTH (Proposed) Kripya shaant ho jaiye aur dhairya rakhiye , hum yahan aapki har tarah se help karne ke liye hai . Kya aap bata sakte hain , ki hum kisse interact kar rahe hai? Polite

2. Human Annotator online complaint mode chunane ke liye dhanyavad. please www.cybercrime.gov.in par log on kare and diye gaye instructions ke sath aage badhe.
. (Thanks for choosing the online complaint mode. Please log on to www.cybercrime.gov.in and proceed with the given instruction.) Polite

BERT-HateXplain online complaint mode chunane ke liye dhanyavad. please www.cybercrime.gov.in par log on kare and diye gaye instructions ke sath aage badhe. Polite
SpanBERT online complaint mode chunane ke liye dhanyavad. please www.cybercrime.gov.in par log on kare and diye gaye instructions ke sath aage badhe. Polite
CMSEKI online complaint mode chunane ke liye dhanyavad. please www.cybercrime.gov.in par log on kare and diye gaye instructions ke sath aage badhe. Polite

PAANTH (Proposed) online complaint mode chunane ke liye dhanyavad. please www.cybercrime.gov.in par log on kare and diye gaye instructions ke sath aage badhe. Polite

Table 3: Sample predictions from the various systems.

SpanBERT emerges as the most effective, surpass-
ing other comparable systems. Yet, when com-
pared to PAANTH, SpanBERT falls short by 5.7%
in F1 for the PI task, 5 points in ROS for the
PCE task and 5.18% in F1 for PIT task.The rel-
atively lower performance of BERT, SpanBERT,
and BERT-HateXplain underlines the challenges
that powerful language models face in comprehend-
ing intricate tasks like politeness cause elicitation
and intensity tagging, particularly in scenarios in-
volving mental health and legal counseling, where
training data is limited.

Qualitative Analysis. We conduct a compre-
hensive analysis of the predictions made by dif-
ferent systems. Consider the examples presented
in Table 3. In the top row, we can see the tokens
(referred to as ’causes’) identified by human anno-
tators as the representations of the causes for the
utterance labeled as polite. The subsequent four
rows present the tokens extracted by various mod-
els. It is evident that the proposed PAANTH model
accurately identifies the examples as instances of
politeness and provides high-quality causal spans.
While the SpanBERT model correctly captures a
partial causal span, it misclassifies the label as im-
polite. We also delve into cases where the proposed
model exhibits lower performance.

Ablation Study. As shown in Table 4, we per-
form an ablation study on the HING-POEM dataset
to analyze the performance of the different compo-
nents in our proposed framework. The values of
the metrics for the PCEIT task are shown to drop
when either the penalty factor (PAANTH-Penalty),
enhanced attention (PAANTH-EA), adjective-noun
pair (PAANTH-ANP) or contextual embedding
(PAANTH-CCE) is omitted. The performance drop
is more profound when either two, three or all the
components are removed. This affirms that the in-
volvement of the penalty factor, enhanced attention,
adjective-noun pair and contextual embedding of
the utterances significantly contributes to the effec-

tiveness of the proposed PCEIT task.

Setup F1PI (%) F1PIT (%) JFPCE (%) ROSPCE (%)
[PAANTH]-Penality 75.14(-1.98) 70.50(-1.43) 0.79(-0.020) 0.82(-0.15)

[PAANTH]-EA 74.23(-2.89) 69.62(-2.31) 0.79(-0.025) 0.81(-0.019)
[PAANTH]-EA+ Penality 72.39(-4.73) 67.60(-4.33) 0.78(-0.037) 0.79(-0.040)

[PAANTH]-ANP 75.69(-1.43) 70.88(-1.05) 0.80(-0.009) 0.82(-0.012)
[PAANTH]-EA+ANP+Penality 71.02(-6.10) 66.54(-5.39) 0.76(-0.050) 0.77(-0.057)

[PAANTH]-CEm 74.69(-2.43 69.82(-2.11) 0.79(-0.016) 0.80(-0.023))
[PAANTH]-CEm+EA+ANP+Penality 68.91(-8.21) 63.95(-7.98) 0.73(-0.07) 0.75(-0.07)

PAANTH (Proposed) 77.12 71.93 0.81 0.83

Table 4: Results of ablation experiments. The % fall in
scores are shown in brackets. EA: Enhanced Attention,
ANP: Adjective-Noun Pair, CCE: Contextual Character
Embedding

Additional Analysis. Due to space limitation,
we have included more analyses such as (1) Analy-
sis of Embeddings; (2) Comparison with ChatGPT;
(3) Varying Context Length; (4) Emotion analysis
for Politeness tasks; (5) Loss Function Analysis;
(6) Analysis of Task Setting; and (7) Error Analysis
under the Additional Analysis section A.3 of the
Appendix.

6 Conclusion

This study introduces a novel task titled “Politeness
Cause Elicitation and Intensity Tagging” (PCEIT)
in Hinglish conversations. To address this, we
present the HING-POEM dataset, a novel code-
mixed conversational data for mental health and
legal counseling involving crime victims. Leverag-
ing the capabilities of the BLOOMZ, we generate
code-mixed dialogues with in-context few-shot ex-
amples. We annotate the dataset at the utterance
level to include politeness, the causes of politeness,
and the intensity of politeness. To identify polite-
ness along with its underlying causal span(s) and
intensity, we design PAANTH, a framework built
upon a Contextual Enhanced Attentive Convolu-
tion Transformer. Notably, the PAANTH is the first
task-specific system tailored to address the PCEIT
task within conversational settings. To underscore
the effectiveness of our approach, we benchmark it
against various state-of-the-art baselines.
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Limitations

Our current study focuses on identifying politeness,
politeness cause elicitation, and intensity tagging
in code-mixed Hinglish conversations focused on
mental health and legal counseling of crime vic-
tims. The primary limitation lies in the scarcity
of labeled data for modeling politeness cause and
intensity in conversations. Nevertheless, we opted
for the meticulous process of annotating data with
the assistance of human annotators, recognizing its
reliability. As a result of the absence of a dataset
specifically dedicated to politeness cause and in-
tensity annotation, we conducted experiments ex-
clusively with the newly constructed HING-POEM
dataset. Nevertheless, the applicability of our pro-
posed conversational code-mixed Hinglish dataset,
HING-POEM is not limited to the proposed task.
It can be used for several other downstream tasks
like code-mixed sentiment analysis, emotion recog-
nition, emotion cause extraction, conversational
agents capable of conversing in the Hinglish lan-
guage, and dialogue summarization, to mention a
few. However, we would like to highlight that in
this work, we did not assess the extent to which our
semi-automatically synthetically generated code-
mixed data enhances the proficiency of language
models in processing code-mixed text for down-
stream NLP tasks. While earlier studies have
demonstrated that refining models with synthetic
code-mixed data results in fewer performance im-
provements compared to naturally existing code-
mixed data (Santy et al., 2021), we anticipate that
this performance gap will lessen as the quality of
data generation improves with more powerful fu-
ture multilingual LLMs.

In the future, we plan to expand our experiments
to encompass more task-oriented datasets. Addi-
tionally, due to constraints in computational re-
sources within academic settings, we could not
perform experiments utilizing advanced language
models such as GPT3 (Brown et al., 2020), PaLM
(Chowdhery et al., 2022), LLaMa (Touvron et al.,
2023), and others.
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we utilized the POEM, a collection of dialogues
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A Appendix

A.1 Dataset

In this section, we provide the details pertaining to
the dataset.

A.1.1 POEM Dataset Description

The POEM dataset consists of 5K dialogues be-
tween a dialogue agent and a crime victim. These
dialogues are primarily concentrated to address
the mental health and/or legal counseling needs
of women and children who have faced violence
in any form. The dialogues encompass 16 differ-
ent categories of crimes, including conventional
and cyber-crimes committed against women and
children, namely domestic violence, rape, acid at-
tacks, physical/cyber-stalking, workplace harass-
ment, online harassment, impersonation, trolling,
matrimonial fraud, financial fraud, child pornogra-
phy, women/child trafficking, non-consensual sex-
ting, doxing/outing, and exclusion.

The dialogues in this dataset are created using
real-life stories of crimes against women and chil-
dren crawled from news articles and related case
studies. Further, during the POEM corpus creation,
several authentic websites, viz. National Cyber-
crime Reporting Portal, National Commission for
Women, etc. are referred to ensure the authenticity
of mental health counseling and legal information.
The dialogues are prepared in the Wizard-of-Oz
fashion (Kelley, 1984) involving a pair of partici-
pants, where one participant plays the role of the
agent/counselor, and the other acts as a victim who
needs either mental health counseling, legal coun-
seling, or both to recover from the victimization.
The dataset creation is characterized by comprehen-
sive domain expert supervision to ensure diverse,
informative, engaging, and realistic conversations.
The dataset is available in English. We reconstruct
the dataset by converting the English utterances in
dialogues into Hinglish code-mixed versions.

A.1.2 Prompt Evaluation

The synthetic code-mixed dialogues are evaluated
by the same three human translators for (i). Flu-
ency (F): Assess if the utterances are syntactically
and grammatically correct; (ii). Adequacy (A): As-
sess if the utterances are semantically equivalent
to the original English utterance; and (iii). Collo-
quialism (C): Assess if the code-mixed utterances
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Figure 3: Politeness distribution in HING-POEM
dataset.
are colloquial rather than forced, on a scale of 1-59.
The prompt which gives the best average scores
of 3.42, 3.20, and 3.92 for F, A, and C, respec-
tively, is selected as the final prompt. An example
prompt for the generation of code-mixed Hinglish
utterance is shown in Figure 4.

The following is a conversation snippet between the Agent and the Victim of a crime.
The utterances in English and their code-mixed Hinglish (a blend of Hindi and English
languages) equivalent are given as context. You are required to provide a code-mixed
Hinglish version of the target utterance.

Context: [Agent: Rakshak sends his greetings. What can I do now to help you?
:: Rakshak apani best wishes deta hai. Main aapki help ke lie kya kar sakata hoon?, 
Victim: I'm not sure why this sort of thing constantly occurs to me. We live in a culture
that is murderous. :: main sure nahi hoon ki is tarah ki cheejen mere sath lagatar kyon
hoti hain. hum ek aise culture men rahate hain jo janleva hai., 
Agent: I'm sorry you had to experience it. May I please know your good name before
proceeding? :: I am sorry ki aapko ye sab experience karna pad raha hai. Aage proceed
karne se pehle kya main aapka shubh name jaan sakta hoon, please?, 
Victim: My name is <person_name>, and I'm <person_age> years old.:: Mera naam
<person_name> hai aur main <person_age> years old hoon., 
Agent: Good day, <person_name>. Could you further elaborate on your difficulty so that
I may better assist you? :: Good day, <person_name>. Kya aap please apani difficulty
aur elaborate kar sakati hain taki main aapko achche se assist kar sakoon?, 
Victim: Despite the fact that my boss expects favours in exchange for a promotion, he
has not increased my compensation. That jerk beats me up and occasionally insults me
when I go inside his cabin. :: Is fact ke bavajood ki mera boss promotion ke badale men
favours ki ummeed karta hai, usne mera compensation nahi badhaya hai. jab main uske
cabin ke andar jati hoon to vah jerk mujhe marata hai aur kabhi kabhi mera insult karata
hai.]
  
Target Utterance: Agent: So, have you filed an official complaint with the appropriate
authorities? ::

So, kya aapne appropriate authorities ke pas official complaint file karai hai?

Prompting BLOOMZ Model

Figure 4: Example of the six-shot version of prompt

A.1.3 Challenges in Dataset Preparation
We encounter the following challenges during
Hinglish translation process:

(i) Procuring precise and meaningful translations
of idioms and phrases from English to Hindi.
For instance, for the utterance from a dialogue

9Fluency - 5: Flawless, 4: Good, 3: Non-native, 2: Dis-
fluent, 1: Incomprehensible; Adequacy - 5: All, 4: Most, 3:
Much, 2: Little, 1: None; Colloquialism - 5: Very Good, 4:
Good, 3: Average, 2: Poor, 1: Very Poor

in POEM, “Seriously, you’re now driving
me up the wall. I work in a bank in Dhan-
bad, Jharkhand, and my account number is
xxxxxxxxx.”, the speaker is intended to con-
vey annoyance. However, translators may in-
terpret it literally, leading to a distortion in the
intended meaning of the utterance.

(ii) Translating homographs, for example, “I feel
so tired, I can’t bear the weight of this bur-
den anymore. I have tear in my eyes most of
the time.”, here ‘tear’ means a drop of liquid
from crying. In contrast, in “She was insane.
She could not tear herself away from her hus-
band.”, ‘tear’ means to move away.

(iii) Translating sarcastic utterances, for instance,
in the utterance, “An FIR was filed, and one
of the four scumbags was arrested, but he was
freed two days later, and the cops have now
awarded the rascals a clean bill of health.”,
the victim is expressing anger and disappoint-
ment over the clean chit given to the accused.
However, a translator might not grasp the
speaker’s sarcastic intent and interpret it lit-
erally. In such instances, the translator might
translate the sentence word-for-word and ren-
der it as “Ek FIR file ki gayi, aur chaaron
sumbugs mein se ek ko arrest kiya gaya, lekin
woh do din baad free kar diya gaya, aur ab po-
lice ne in badmashon ko health ka ek clean
bill de diya hai.”. Such translations can re-
sult in unnatural and contextually incorrect
Hinglish dialogues.

(iv) Translating polite/impolite markers in utter-
ances. For example, “Please relax, I am here
to help you. May I know to whom I am talk-
ing?”, here, the polite marker ‘Please relax’
is conveying a request for the victim to calm
down and become less anxious or stressed.
However, it might be taken literally and trans-
lated into Hinglish as “Please aaram karen,
main aapko help karne ke liye yahan hoon.
May I know ki meri baat kisse ho rahi hai?”.
Such translations can make Hinglish conver-
sations sound unnatural.

(v) Capturing the appropriate code-switching pat-
terns and maintaining a smooth flow be-
tween languages, particularly while translat-
ing longer or complex utterances like “You
have the option of filing a complaint with the
Ministry of Women and Child Development.
The Ministry was established with the primary
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goal of filling gaps in state action for women
and children by promoting inter-ministerial
and inter-sectoral convergence in order to de-
velop gender-equitable and child-centered leg-
islation, policies, and programmes. Do you
want to go ahead with this option?”

A.2 Experiments

In this section, we provide the implementation de-
tails, a comprehensive description of the evaluation
metrics, and the baselines used in the present work.

A.2.1 Implementation Details
We use PyTorch10, a Python-based deep learning
package, to develop our proposed model. We con-
duct experiments with the BERT import from the
huggingface transformers 11 package. To establish
the ideal value of the additive angle x, which affects
performance, five values ranging from 0.1 to 0.5
were examined. The default value for x is 0.30. We
set amplification value a as 64. All experiments are
carried out on an NVIDIA GeForce RTX 2080 Ti
GPU. We perform a grid search across 200 epochs.

We find empirically that our Embedding size is
812 bytes. We use Adam (Kingma and Ba, 2015)
for optimization. The learning rate is 0.05, and the
dropout is 0.5. The auto-latent encoder’s dimen-
sion is fixed at 812. The discriminator D consists of
two completely linked layers and a ReLU layer and
accepts 812-D input features. Stochastic gradient
descent has a learning rate of 1e-4 and a weight de-
cay of 1e-3. with a momentum of 0.5. We perform
5 cross-validations on the HING-POEM dataset
for training and testing purposes. We run our ex-
periments for 200 epochs and report the averaged
scores after 5 runs of the experiments to account
for the non-determinism of Tensorflow GPU opera-
tions.

A.2.2 Evaluation Metrics
Since the proposed dataset has skewed class propor-
tion, hence, to better assess the competency of our
proposed method against the various baselines, we
conduct 5-fold cross-validation. Finally, we report
both Accuracy and macro-F1 scores for Politeness
Identification (PI) and Politeness Intensity Tagging
(PIT) tasks, F-Measure-Modified (FM), Precision-
Modified (PM), Hamming Distance (HD), Jaccard
F1 (JF) and Recall-Oriented Score (ROS) scores

10https://pytorch.org/
11https://huggingface.co/docs/

transformers/index

to evaluate the Politeness Cause Elicitation (PCE)
task.

A.2.3 Baselines
We evaluate the efficacy of our proposed approach
on the HING-POEM dataset against five state-of-
the-art baseline models: BiRNN-Attn (Liu and
Lane, 2016), CNN-GRU (Zhang et al., 2018),
BiRNN-HateXplain (Mathew et al., 2021), BERT
(Liu et al., 2019), BERT-HateXplain (Mathew et al.,
2021), SpanBERT (Joshi et al., 2020) and Cascaded
Multitask System with External Knowledge Infu-
sion (CMSEKI) (Ghosh et al., 2022a). To adapt the
RNN-based baselines to our code-mixed scenario,
we use utterances’ meta-embeddings formed from
GloVe and fastText.

BiRNN-Attention. The only difference between
this model and the BiRNN model is the addition of
an attention layer (Liu and Lane, 2016) after the se-
quential layer. In order to further train the attention
layer outputs, we calculate the cross entropy loss
between the attention layer output and the ground
truth attention.

CNN-GRU. We employ CNN-GRU (Zhang
et al., 2018) on our proposed dataset. We add con-
volutional 1D filters of window sizes 2, 3, 4, with
100 filters per size, to the existing architecture. We
employ the GRU layer for the RNN component and
max-pool the hidden layer output representation.
This hidden layer is routed via a fully connected
layer to yield prediction logits.

BERT. We fine-tune BERT (Liu et al., 2019)
by adding a fully connected layer, with the output
corresponding to the CLS token in the input. Next,
to add attention supervision, we try to match the
attention values corresponding to the CLS token in
the final layer to the ground truth attention. This is
calculated using a cross-entropy between the atten-
tion values and the ground truth attention vector, as
detailed in (Mathew et al., 2021).

BiRNN-HateXplain and BERT-HateXplain.
We fine-tune the models12 made available by
(Mathew et al., 2021) on our HING-POEM dataset
by changing the output layers as described earlier
to suit our task’s objective.

SpanBERT. SpanBERT (Joshi et al., 2020) fol-
lows a different pre-training objective compared to
traditional BERT system (e.g. predicting masked
contiguous spans instead of tokens) and performs
better on question-answering tasks. Following the

12https://github.com/punyajoy/
HateXplain
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Setup Politness Identification (PI) Politness Intensity Tagging (PIT) Politeness Cause Elicitation (PCE)
F1 (%) ACC. (%) F1 (%) ACC. (%) FM PM HD JF ROS

PAANTH-EMotion 75.43 76.77 67.93 70.29 36.31 38.91 0.65 0.80 0.81
PAANTH+EMotion (Proposed) 77.12 78.77 71.93 73.31 38.39 39.41 0.67 0.81 0.83

Table 5: Results from the PAANTH model with zero-shot emotion and without zero-shot emotion. Here, the bolded
values indicate maximum scores.

Setup Politness Identification (PI) Politness Intensity Tagging (PIT) Politeness Cause Elicitation (PCE)
F1 (%) ACC. (%) F1 (%) ACC. (%) FM PM HD JF ROS

PAANTH - ELMo 75.32 76.31 69.88 71.65 35.11 37.32 0.65 0.79 0.80
PAANTH - Tf-Idf 76.05 76.29 70.31 70.43 35.04 38.11 0.66 0.78 0.81

PAANTH - (ELMo+Tf-Idf) 75.03 75.11 67.98 69.20 34.84 37.71 0.65 0.77 0.78
PAANTH (Proposed) 77.12 78.77 71.93 73.31 37.59 39.41 0.67 0.81 0.83

Table 6: Effect of different embeddings in the PAANTH model.

work in (Ghosh et al., 2022b) where SpanBERT
is used to solve a mix of classification and cause
extraction tasks, we fine-tune the SpanBERT base
model on our HING-POEM dataset to meet our
objective.

Cascaded Multitask System with External
Knowledge Infusion (CMSEKI). We contrast the
performance of our model with the state-of-the-art
CMSEKI system presented in (Ghosh et al., 2022a).
CMSEKI leverages common-sense knowledge in
the learning process to address multiple tasks si-
multaneously.

A.3 Additional Analysis
This section delineates additional analysis for our
proposed PAANTH framework.

A.3.1 Analysis of Embeddings
We investigate the importance of the different
embeddings on the performance of the proposed
PAANTH framework by ablating the different em-
bedding types. In the first ablated model, we re-
move the embeddings generated by the ELMo and
observe a drop in F1-score for the PI task by 2.46%,
F1-score for the PIT task by 1.66%, and ROS for
the PCE task by 0.03 points. Similarly, we notice
a performance drop when Tf-Idf embeddings are
removed. The performance degrades significantly
when both the embeddings are ablated (3.66% in
the F1 PI task, 4.11% in F1 for the PIT task, and
0.05 ROS points for the PCE task).

A.3.2 Comparison with ChatGPT
We perform a pilot study using ChatGPT13 to
demonstrate the effectiveness of our proposed
framework. We notice that PAANTH has an over-
whelming performance advantage over ChatGPT;

13https://chat.openai.com/

one possible reason is that the few-shot prompt
setting may not be enough to achieve satisfactory
performance for complex tasks like politeness iden-
tification, politeness cause elicitation and polite-
ness intensity tagging. A few sample predictions
from ChatGPT on the PCEIT task are shown below:

• Utterance: Kripya shaant ho jaiye aur
dhairya rakhiye , hum yahan aapki har tarah
se help karne ke liye hai. Kya aap bata sakte
hain , ki hum kisse interact kar rahe hai?
(Please calm down and have patience. We
are here to help you in every possible way.
Can you tell with whom we are interacting?);
Human Annotators: Politeness La-
bel: Polite, Politeness Causal Span:
Kripya shaant ho jaiye aur dhairya rakhiye ,

hum yahan aapki har tarah se help karne ke

liye hai. Kya aap bata sakte hain , ki hum
kisse interact kar rahe hai?, Politeness
Intensity Value: 2
ChatGPT: Politeness Label: Po-
lite, Politeness Causal Span:
Kripya shaant ho jaiye aur dhairya rakhiye ,

hum yahan aapki har tarah se help karne ke

liye hai. Kya aap bata sakte hain, ki hum

kisse interact kar rahe hai? , Politeness
Intensity Value: 2.

• Utterance: What a load of nonsense, and
yet another inquiry. main ek house visit lena
chahungi. (What a load of nonsense, and yet
another inquiry. I want to opt for a house
visit.);
Human Annotators: Politeness La-
bel: Impolite, Politeness Causal Word:
What a load of nonsense, and yet another
inquiry. maiN ek house visit karna chahungi.,
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Basic Model Lad Lre F1PI(%) F1PIT (%) JFPCE(%) ROSPCE(%)

✓ 74.23 (-2.89) 70.24 (-1.69) 0.81(-0.089) 0.82(-0.013)
✓ ✓ 75.79 (-1.33) 70.64 (-1.29) 0.80(-.07) 0.82(-0.011)
✓ ✓ 75.38 (-1.74) 70.42 (-1.51) 0.80(-0.012) 0.82(-0.013)
✓ ✓ ✓ 77.12 71.93 0.81 0.83

Table 7: Effect of different loss functions. The basic model combines semantic features via zero-shot loss function

utterance Extracted Span Predicted Label
Partially extracted causal spans

1. kya aap hamse share karenge ki vah kaise aapke credentials ko
harm karne ki activity kar raha hai?

kya aap hamse Impolite

2. Mujhe khushi hai ki is tough situation men aap itne positive hain. Kya aap mujhe batayenge
ki vah aapko blakemail karta hai ya kuch aur bhi?

Kya aap mujhe batayenge Polite

Causal spans not extracted
3. aapki information ke liye dhnyawaad . main ispar aapas me discuss karke aapse baat karungi. Bye. No Cause Neutral

Table 8: Error analysis from the proposed PAANTH framework. Color Coding: Blue- Correct, Red: Incorrect; Teal:
Incomplete. Highlighted text in pink shows the human annotated causal spans.

Politeness Intensity Value: 1;
ChatGPT: Politeness Label: Impolite, Polite-
ness Causal Word: What a load of nonsense ,
and yet another inquiry. maiN ek house visit
karna chahungi., Politeness Intensity Value:
1.

A.3.3 Varying Context Length
By changing context sizes(ψ), we examine the role
that context plays in PCEIT task. The following
context lengths were trained for by PAANTH: 1,
3, 5, 7, 9, 10 and 12. The results are represented
in Figure 5. 1 means there is no context, and the
model merely receives the target utterance as in-
put. We observe a steady improvement in perfor-
mance as the number of previous utterances in-
creases. When the ψ is set to 7, we get the best
results. More context does not provide useful in-
formation, resulting in model confusion and poor
performance.

Figure 5: Graphical depiction of results of PAANTH on
varying context length.

A.3.4 Emotion analysis for Politeness task
As politeness and emotion are interconnected
(Priya et al., 2023a), we also attempt to investi-
gate the relationship between them in code-mixed
setting. However, annotating emotions proved to be
a significant challenge for our annotators, leading
us to incorporate zero-shot emotion into our model.
The results presented in Table 5 demonstrate that
our hypothesis was indeed correct. By utilizing
zero-shot emotion, we observe a notable improve-
ment in our model’s performance, with a 1.69%
increase in the F1 score for PI task, 4% increase
in F1-score for PIT task and a 2-point increase in
the ROS score for PCE task. Hence, by mitigat-
ing the burden of explicit emotion annotation, our
approach yielded positive outcomes.

A.3.5 Loss Function Analysis
We further investigate the significance of the loss
functions in PAANTH by removing one of them one
by one. We report the ablation analysis for various
loss functions in Table 7. In the first ablated model,
we remove all two loss functions (i.e., Lad, and
Lre. We remove the Lre loss function in the second
model, and the Lad adversarial function in the third.
In the fourth model, we remove Lad and Lre. When
any of these losses are eliminated from PAANTH,
we see a performance decline when compared to
the proposed method. The performance decline is
the largest (2.89% in F1 for PI task, 1.69% in F1
for PIT task and 0.013 POS points for PCE task)
when all the losses are eliminated. Clearly, loss
functions play a crucial role in training the entire
model end-to-end.
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A.3.6 Analysis on Task Setting
We also perform an ablation study on our proposed
approach to analyze the importance of various tasks
in three different task settings (uni-task: PI or PCE
task, bi-task: PI+PIT or PI+PCE, multi-task (pro-
posed task setting): PI+PIT+PCE). As shown in
Figure 6, we observe that when either PIT or PCE
task is ablated, the performance drops significantly
in comparison to the tri-task setting. Specifically,
PI accuracy, PCE JI and ROS drops by 1.65, 1.0,
and 2.0 points, respectively, when PIT task is omit-
ted. On removal of PCE task, the PI and PIT accu-
racy drops by 2.2 and 5.5 points, respectively. We
notice a further decline in performance in unitask
settings in terms of all the metrics. This confirms
that all the tasks are interrelated and help each other
in order to achieve the best overall performance.

Figure 6: Graphical depiction of multi-task vs uni-
task/bi-task comparison

A.3.7 Error Analysis
Although our proposed PAANTH framework per-
forms well in majority of the test cases, still there
are certain scenarios where it fails to make the
correct predictions. We show some sample pre-
dictions from the test set in Table 8. In the first
two instances, our model is able to partially predict
the causal spans; however, in the first example, it
fails to categorize the utterance as Politeness. It is
also to be noted that the model extracted span in
the second example seems to be more appropriate
than the actual annotation by the human annotator.
The model rightfully ignores some information but
focuses on the other relevant action part of the ut-
terance. This illustrates our model’s strong ability
to comprehend politeness reasoning among diverse
test cases. In the third and fourth examples, our
model fails to extract any relevant cause from the

given input. Moreover, in the third example, the
model wrongly categorizes the utterance as Non-
polite. This can be due to the lack of sufficient
context that hindered our model’s comprehension
ability for the given input.
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