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Abstract

While large language models (LLMs) can al-
ready achieve strong performance on standard
generic summarization benchmarks, their per-
formance on more complex summarization task
settings is less studied. Therefore, we bench-
mark LLMs on instruction controllable text
summarization, where the model input consists
of both a source article and a natural language
requirement for desired summary characteris-
tics. To this end, we curate an evaluation-only
dataset for this task setting and conduct human
evaluations of five LLM-based systems to as-
sess their instruction-following capabilities in
controllable summarization. We then bench-
mark LLM-based automatic evaluation for this
task with 4 different evaluation protocols and
11 LLMs, resulting in 40 evaluation methods.
Our study reveals that instruction controllable
text summarization remains a challenging task
for LLMs, since (1) all LLMs evaluated still
make factual and other types of errors in their
summaries; (2) no LLM-based evaluation meth-
ods can achieve a strong alignment with human
annotators when judging the quality of candi-
date summaries; (3) different LLMs show large
performance gaps in summary generation and
evaluation capabilities. We make our collected
benchmark INSTRUSUM publicly available to
facilitate future research in this direction.

1 Introduction

Recent studies (Goyal et al., 2022; Liu et al.,
2023b; Zhang et al., 2024; Pu et al., 2023)
have found that large language models (LLMs),
e.g., GPT-3.5 (Ouyang et al., 2022), can achieve
state-of-the-art, even human-level performance on
widely used summarization benchmarks such as

the CNN/DailyMail dataset (Nallapati et al., 2016).

Moreover, there are signs that LLM performance
is saturated on the task of generic summarization,
since on these benchmarks (1) LLMs with varying

* Equal contribution

Article
The decline that is on the horizon for the Bridgend
engine plant is the latest phase of a shift in gear that has
been going on since the early 1990s ... The news in
September that the proposed engine production was to be
reduced to 125,000 was even more concerning, and has
built up in recent months to unions looking for clarity
from Ford about its intentions...

Summary Requirement/Instruction

Summarize the information about Ford in a timeline.

GPT-4 Summary

- 1977: Ford chooses Bridgend for its new engine
plant after competition from other European locations.
- 1980: Bridgend plant opens with 1,400 workers,
producing engines for the next generation Ford Escort.

- September 2021: Proposed engine production is
reduced to 125,000, raising concerns about the future

of the Bridgend plant.

Figure 1: Task example of instruction controllable text
summarization. GPT-4 made a factual error in the sum-
marized timeline by including a fabricated date (2021)
not mentioned in the source article.

capacity levels, e.g., GPT-3.5 and GPT-4 (Ope-
nAl, 2023), are rated similar under human evalu-
ation (Zhang et al., 2024; Pu et al., 2023); (2) the
inter-annotator agreement for comparing strong-
performing systems is usually low and significantly
influenced by subjective preferences (Goyal et al.,
2022; Liu et al., 2023b; Zhang et al., 2024).

We argue that a root cause of this saturation
is that traditional summarization settings, such as
“summarize this article in a few sentences,” can
be too simplistic and underconstrained (Kryscin-
ski et al., 2019); without specifying the informa-
tion need of an intended user, there exist many
“good” summaries, but no clear criteria to compare
them. Consequently, the summaries generated un-
der these settings may not fully satisfy practical
usability criteria, and it remains an open question
whether LLMs can perform well in more controlled
settings aligned with users’ real needs.
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Therefore, we aim to study LLMs’ capacities
in instruction controllable' text summarization.
To this end, we define a summarization task that
takes both a source article and a summary require-
ment/instruction as input. This task setting can be
viewed as an extension of both query-focused sum-
marization (Zhong et al., 2021; Vig et al., 2022)
and aspect/attributed-based controllable summa-
rization (He et al., 2022; Zhang et al., 2023). How-
ever, the natural language instructions offer greater
controllability and flexibility for more complex sit-
uations, such as a combination of an information
query and a formatting requirement, leveraging
the LLMs’ instruction-following abilities (Ouyang
et al., 2022). We show a task example in Figure 1.

To study our proposed task setting, we curate
a human annotation benchmark that evaluates
the performance of several representative LLMs
on ins-controllable summarization (§2). Specit-
ically, we construct task samples by manually se-
lecting articles from the XL-Sum dataset (Hasan
etal., 2021) and writing the summary requirements
ourselves, aiming to reflect the actual information
needs of the users during reading. Then, we collect
human annotations of representative LLMs on this
task along 4 quality dimensions: (1) overall quality,
(2) missing information, (3) irrelevant information,
and (4) factual consistency. The evaluation results
present a comprehensive view of the current LLMs
performance on the ins-controllable summarization
task, demonstrating large performance gaps among
LLMs with different capacities. Furthermore, we
found that even the strongest LLM that we evalu-
ated, i.e., GPT-4, still makes factual and other types
of errors, indicating room for future improvement.

During the human annotation collection, we
found that as the complexity of the summariza-
tion task rises, evaluating the summaries becomes
increasingly difficult. Therefore, we investigate
the performance of a variety of LLM-based au-
tomatic evaluation methods on our proposed
task (§3). To this end, we compare 40 evaluation
methods, each a combination of an evaluation pro-
tocol, such as point-wise scoring (e.g., G-Eval (Liu
etal., 2023a)), and an LLM as the backbone model.
Using the collected human annotations to evaluate
these methods, we observe significant performance
gaps among different evaluation protocols and dif-
ferent LLMs. Moreover, we found that while sev-

!For brevity, we will use the term “ins-controllable” to
refer to “instruction controllable” throughout this paper.

eral methods we investigate, such as the GPT-4
powered ones, already achieve a strong perfor-
mance at comparing summarization systems, none
of them are well-aligned with the human evaluation
when comparing individual summaries.

Having identified the most reliable automatic
evaluation methods, e.g., pairwise comparison pow-
ered by GPT-4, we investigate whether these eval-
uation methods can reliably automate the bench-
marking of ins-controllable summarization (§4).
Specifically, we evaluated 11 different LLMs along
the quality dimensions we defined. We found that
the current LLM-based evaluation methods fail to
provide convincing results since they can be biased
by confounding factors such as summary lengths.

Our contributions are as follows:

(1) We curated a manually annotated evaluation
dataset for ins-controllable text summarization to
facilitate the evaluation of LLM-based summariza-
tion and summarization evaluation.

(2) We collected a human evaluation benchmark,
INSTRUS UM, consisting of multi-dimensional qual-
ity annotations of summaries generated by different
LLMs on the ins-controllable summarization task,
and made INSTRUSUM publicly available.?

(3) We benchmarked a series of LLM-based au-
tomatic evaluation methods that couple different
evaluation protocols with various LLMs using our
collected human annotations, and highlighted their
limitations in automatic benchmarking for ins-
controllable summarization.

2 Human Annotation Collection

We curate a human evaluation benchmark for ins-
controllable summarization with two steps: (1)
dataset creation and (2) system output evaluation.

2.1 Dataset Creation

Ins-controllable summarization can be defined as
S « f(D,I), (D

where D is the input document, [ is a specific sum-
mary requirement, S is the desired summary, and
f is a summarization system. To ensure the qual-
ity of our following evaluation, we (the authors)
manually construct an evaluation-only dataset with
the proposed task format. The articles chosen
are from the English split of XL-Sum (Hasan
et al., 2021) dataset, containing news articles from

ZINSTRUSUM is available at https://github.com/
yale-nlp/InstruSum.
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Summarize the main factors that led to the conflict between
the Ethiopian government and forces in the Tigray region.

Summarize the notable figures from the Prohibition era
mentioned in this article.

Summarize the history of the Cononish gold mine in bullet
points.

Summarize the views of Democrats and Republicans on
trusting information coming from the WHO.

Summarize the experiences of Chum Mey in the 1970s
with a timeline.

Summarize the similarities of the definitions of collusion
provided by different people in this article.

Summarize the concerns and opposition from the public
about the new PNR directive into bullet points for the
views of each group.

Summarize the possible explanations for why there hasn’t
been any firm evidence of aliens’ existence, under the
assumption that they do exist.

Summarize the people quoted in the article and their iden-
tity.

Summarize the efforts of the Brazilian Tourist Board to
attract more tourists in three sentences.

Table 1: INSTRUSUM summary requirement examples.

the BBC website. We chose XL-Sum because
(1) XL-Sum was already made public by Hasan
et al. (2021), which makes it easier for us to re-
lease our benchmark; (2) XL-Sum is newer and
less commonly studied than other datasets such
as CNN/DailyMail (Nallapati et al., 2016), which
reduces the concern of data contamination. We col-
lected 100 article-requirement pairs in total with
the following steps:

(1) Searching for challenging articles. Since not
all XL-Sum articles are complicated enough to re-
quire specialized summaries, we first select articles
with abundant and complex information, of which
the requirement-specific summaries can be very
beneficial to the readers. Besides, only articles
with around 1000-1200 words are selected to en-
sure they are sufficiently long but not too difficult
for human evaluation.

(2) Writing summary requirements. After se-
lecting an article, we write one or more summary
requirements with different focuses, simulating the
real reading experience, where readers may have
different informational needs throughout the read-
ing process, as well as structural or formatting pref-
erences. We also used GPT-4 to generate candidate
requirements in order to increase the requirement
diversity.> However, they were not frequently used

3The prompt template is in Appendix A.1.

Article Requirement Initial Summ. Hybrid Summ.
1193.4 154 115.1 107.7

Table 2: Dataset statistics of INSTRUSUM. The average
length (tokens) of the article, the summary requirement,
the initial LLM summary, and the hybrid LLM-human
summary are reported.

and were edited by us to ensure their naturalness
and correctness. In Table 1, we show a list of sum-
mary requirements.

(3) Obtaining hybrid LLM-human summary.
With the article-requirement pair, we prompt the
LLMs to generate a summary using a zero-shot
prompt.* We then make minimal necessary edits
to the LLM summary to obtain a hybrid LLM-
human summary. To analyze the effect of the
choice of LLM on the human-edited summary,
we interchangeably used three OpenAl LLMs to
generate the initial summary: text-davinci-003,
gpt-3.5-turbo-0301, and gpt-4-0314.°

The basic dataset statistics are in Table 2.

2.2 System Output Evaluation

We benchmark the LLMs’ performance on the ins-
controllable summarization task by collecting hu-
man judgments over 4 quality dimensions on the
100 samples from above, resulting in a new bench-
mark, INSTRUSUM, consisting of 500 summary-
level human annotations. The dimensions are:
(1) Overall Quality: This rating assesses the over-
all quality of the summary in relation to the sum-
mary requirement.
(2) Missing Information: Does the summary omit
any crucial information from the article concerning
the summary requirement?
(3) Irrelevant Information: Does the summary
include any information that is not relevant to the
summary requirement?
(4) Factual Consistency: Is the summary consis-
tent with the facts presented in the article, without
contradicting or misrepresenting any information?
We annotate each quality dimension using a rank-
ing protocol, ranking summaries from 1 (best) to
5 (worst). For factual consistency, we ask the an-
notators to select the span(s) containing a factual
inconsistency, and for overall preference, we ask
the annotators to explain the reasoning behind their
overall rankings. Screenshots of our annotation

*The prompt template is in Appendix A.1.
Shttps://platform.openai.com/docs/models
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Mode Overall Missing Irrelevant Factual

listwise  0.2571 0.2247 0.1925 0.0196
pairwise 0.4428 0.3657 0.2588 0.0721

Table 3: Inter-annotator agreements (Krippendorft’s al-
pha) for INSTRUSUM across various quality dimensions
at both listwise ranking and pairwise comparison levels.

protocol can be found in Appendix B.

We select the following four LLMs for anno-
tation: text-davinci-002, text-davinci-003,
gpt-3.5-turbo-0301, gpt-4-0314, in addition
to the hybrid LLM-human summary. These models
are chosen to help study recent LLM development
over multiple sizes and training paradigms.® For
each summary, we collect three annotations.

For this annotation, we recruit annotators on
Amazon Mechanical Turk” (MTurk). The anno-
tators must pass two rounds of qualification tests.
Moreover, to ensure the annotation quality, we
maintained ongoing conversations with the annota-
tors to exchange feedback and address their ques-
tions. Additionally, we conducted spot checks on
each batch of annotations to maintain quality and
provide feedback to the crowd annotators.

The inter-annotator agreements are presented in
Table 3 for both the original ranking annotation
task and the converted pairwise comparison results
with the MASI distance (Passonneau, 2006) follow-
ing Goyal et al. (2022) to enhance comparability.
We are able to achieve moderately high agreements
on most dimensions, including the overall quality
evaluation, which has been shown to be difficult
to annotate with high agreements in prior work
(Zhang et al., 2024). Regarding factual consistency,
we note that low agreement may stem from the
sparsity of errors in the dataset. We (the authors)
manually verified whether the annotated spans con-
tained factual errors. Our annotation revealed that
the errors made often proved to be subtle errors or
nuanced different understandings of the article, and
we found the accuracy of the crowd annotations to
be 88.4%. Factual error examples are provided in
Appendix E.

We note the difficulty of our annotation task.
Specifically, (1) Earlier iterations of our annotation
interface used a Likert scale, but we found that
this resulted in a low inter-annotator agreement; (2)
Only around 5% of the crowd-workers that partici-
pated in the qualification tests achieved acceptable

®Model details are in Appendix C.
"https://www.mturk.com/

System Overall Missing Irrelevant Factual

text-davinci-002 2344 2595 3443 0.640
text-davinci-003 3239 3.703 3.708  0.710
gpt-3.5-turbo-0301  2.897  3.473 2.958  0.800
gpt-4-0314 3.970  4.067 4205  0.860
hybrid 3873 3.947 4.359  0.860

Table 4: INSTRUSUM: human evaluation results of
LLM-generated ins-controllable summaries on 4 qual-
ity dimensions. The scores for overall quality, miss-
ing information, and irrelevant information dimensions
range from 1 to 5. The factual score is the ratio of
factually consistent summaries. Hybrid is the hybrid
LLM-human summary.

performance to be recruited for our task, although
all of them have at least a 99% acceptance rate on
MTurk; (3) The average time to complete one an-
notation task is around 30 minutes. Furthermore,
we increased the payment level to enhance annota-
tor retention, as the high cognitive demands of our
task tend to discourage annotators from completing
more tasks. As a result, we found it challenging to
expand the annotation sample size because of both
budget constraints and the intensive labor required.

2.3 Are LLMs Good at Ins-Controllable
Summarization?

Results from our human evaluation are found in
Table 4. For the overall quality, irrelevant informa-
tion, missing information dimensions, we convert
the human-annotated rankings we obtained in §2.2
into system scores as follows on each data example:

N
si=N =Y Leny(ry), (2)
j=1

where s; is the converted score of the summary of
the ¢-th system, 7;, r; are the summary rankings
and a smaller ranking represents higher quality, 1
is the indicator function, and N is the number of
ranked summaries. Using this scoring schema, a
perfect system would achieve a full score of IV (i.e.,
5 in our case). For factual consistency, since we
found a low agreement in the crowd annotations,
we report the ratio of factual summaries according
to the human annotations verified by the authors.

We note the following findings from Table 4:
(1) There is a large performance gap among the
different LLMs. Specifically, GPT-4 is signifi-
cantly better than the GPT-3.5 models,® and the su-
pervisedly fine-tuned text-davinci-002 archives
3The p-value is less than 0.01 for all the comparisons,

except for gpt-4-0314 v.s. gpt-3.5-turbo-0301 on the
factual consistency dimension, of which the p-value is 0.058.
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Dimensionl Dimension2 Agreement
Overall Irrelevant 0.412
Overall Missing 0.611
Irrelevant Missing 0.209

Table 5: The inter-dimension agreements of human an-
notations on INSTRUSUM. Overall quality and missing
information dimensions have the highest agreements.

worse performance than the LLMs fine-tuned with
reinforcement learning from human feedback.’ In
contrast, recent work (Pu et al., 2023) found that the
performance of GPT-3.5 and GPT-4 are very simi-
lar on the generic news summarization task. This
suggests that the ins-controllable summarization
task we proposed can be a more suitable bench-
marking task for the LLMs.

(2) AIl LLMs we evaluated still make a con-
siderable amount of factual errors in their
summaries. For example, the error rates of
text-davinci-002 and gpt-4-0314 are 36% and
14%, respectively. This is also different from the
patterns on the generic news summarization task,
on which the factual error rate is only 1-2% for
text-davinci-@02 (Zhang et al., 2024).

(3) The hybrid LLM-human summary can only
outperform GPT-4 on the irrelevant informa-
tion dimension, suggesting that GPT-4 is close to
the human-level performance, especially when the
human annotator is asked to only edit the LLM sum-
mary. It also indicates that generating summaries
without irrelevant information is the most challeng-
ing dimension for current LLMs. Interestingly, the
following section (§3.3) will show that irrelevant
information is also the most challenging dimension
for the LLM-based automatic evaluation methods.
We provide a fine-grained comparison of the initial
LLM and hybrid summaries in Appendix D.!°

Inter-Dimension Analysis To explore the rela-
tionship between human evaluation results across
different quality dimensions, we examine the (list-
wise ranking) agreements between the summary
scores for these dimensions in Table 5. The results
show that the missing information dimension has a
higher influence on the overall quality dimension
than the irrelevant information dimension, suggest-
ing that human annotators favor comprehensive
over concise summaries, similar to recent work’s

“Model details are in Appendix C.

"We interchangeably used GPT-4 and GPT-3.5 models to
generate the initial LLM summary so Table 4 does not provide
a direct comparison between the initial and hybrid summaries.

findings on length bias (Liu et al., 2023b; Singhal
et al., 2023; Zheng et al., 2023; Huang et al., 2023;
Saito et al., 2023) in human evaluation.

3 Are LLMs Good at Ins-Controllable
Summary Evaluation?

Human evaluation of our proposed ins-controllable
summarization is complex and time-intensive, re-
quiring scalable, reliable automatic evaluation
methods. Consequently, we benchmark recent
LLM-based evaluation methods, exploring various
evaluation protocols and LLM backbones.

3.1 LLM-based Evaluation Protocols

LLM-based automatic evaluation methods can be
categorized along two orthogonal dimensions — the
evaluation protocols and the backbone LLMs. We
investigate the following evaluation protocols:

(1) LLMScore: direct scoring using predicted
probability. GPTScore (Fu et al., 2023) proposes a
protocol that interprets the LLM-predicted proba-
bility of certain token(s) as a quality score.

(2) LLMEval: direct scoring by text completion.
In Chiang and Lee (2023) and G-Eval (Liu et al.,
2023a), the LLM is asked to assign a quality score.
(3) LLMCompare: pairwise comparison between
two candidate outputs by text completion (Zheng
et al., 2023; Wang et al., 2024).

(4) LLMRank: listwise ranking by text comple-
tion, simultaneously evaluating a list of candidate
outputs (Sun et al., 2023; Liu et al., 2024).
Prompt Design. For each of the evaluation proto-
cols, we design dimension-specific prompts for the
evaluation quality dimensions we defined in §2.2.
The prompt templates are in Appendix A.2.

3.2 Evaluation Settings

We benchmark 11 LLMs in total on ins-controllable
summarization evaluation over three quality dimen-
sions, overall quality, missing information, and
irrelevant information. We did not benchmark fac-
tual consistency evaluation since it is a more unique
dimension, which we leave for more dedicated fu-
ture work. For proprietary LLMs, we use different
versions of GPT-3.5 and GPT-4 models provided by
OpanAL!! For open-source LLMs, we benchmark
LLama-2-chat (Touvron et al., 2023) 7B, 13B, and
70B models, and the Mistral-Instruct (Jiang et al.,
2023) 7B model.'? The full model list is in Table 6.
11https: //platform.openai.com/docs/models

121 lama-2 models were released in July 2023, and Mistral
7B was released in September 2023.
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System-level Correlations

Summary-level Correlations

LLMRank LLMCompare LLMEval LLMScore LLMRank LLMCompare LLMEval LLMScore

Overall Quality
gpt-3.5-turbo-0301 0.738 0.400 0.600 - 0.005 0.185 0.223 -
gpt-3.5-turbo-0613 0.600 0.527 0.527 - -0.012 0.160 0.048 -
gpt-4-0314 0.800 1.000 1.000 - 0.095 0.361 0.271 -
gpt-4-1106-preview 0.400 0.800 0.800 - 0.047 0.483 0.257 -
text-davinci-002 -0.200 0.400 0.738 0.600 -0.044 0.026 0.114 0.062
text-davinci-003 0.400 0.400 0.949 -0.400 -0.034 0.029 0.052 -0.133
gpt-3.5-turbo-instruct 0.400 0.600 0.738 -0.200 0.006 0.212 0.078 -0.058
1lama-2-7b-chat 0.200 0.527 0.527 0.000 -0.062 -0.019 0.028 0.063
Ilama-2-13b-chat 0.105 0.400 1.000 -0.400 -0.058 0.096 0.037 -0.032
llama-2-70b-chat -0.316 0.400 0.949 0.800 -0.006 0.072 0.016 0.116
mistral-instruct -0.400 0.200 0.447 -0.200 -0.074 0.139 0.021 0.137
Missing Information
gpt-3.5-turbo-0301 0.400 0.400 0.600 - -0.051 0.283 0.175 -
gpt-3.5-turbo-0613 0.316 0.200 0.400 - -0.083 0.244 0.200 -
gpt-4-0314 0.949 1.000 0.949 - -0.001 0.440 0.233 -
gpt-4-1106-preview 0.738 0.400 1.000 - 0.063 0.443 0.085 -
text-davinci-002 0.200 0.200 0.200 0.800 -0.034 0.037 -0.001 0.259
text-davinci-003 0.400 0.400 1.000 0.400 -0.077 0.141 0.106 0.190
gpt-3.5-turbo-instruct 0.200 0.600 0.738 0.800 -0.038 0.226 0.129 0.140
Ilama-2-7b-chat -0.400 0.738 0.105 -0.200 -0.108 0.012 0.016 -0.103
Ilama-2-13b-chat 0.527 0.400 0.600 0.000 -0.051 0.246 0.085 -0.046
1lama-2-70b-chat 0.527 0.400 0.600 -0.600 -0.023 0.119 0.044 -0.173
mistral-instruct -0.600 0.600 0.400 0.000 -0.120 0.205 0.061 0.036
Irrelevant Information
gpt-3.5-turbo-0301 -0.200 -0.200 0.200 - -0.008 -0.081 0.013 -
gpt-3.5-turbo-0613 0.000 0.000 -0.200 - -0.007 -0.024 -0.026 -
gpt-4-0314 0.400 0.600 0.738 - 0.057 0.208 0.057 -
gpt-4-1106-preview 0.200 0.600 0.600 - 0.180 0.332 0.242 -
text-davinci-002 -0.400 -0.400 0.105 0.200 -0.043 -0.053 0.067 -0.062
text-davinci-003 0.000 0.105 0.600 -0.400 -0.019 -0.009 0.139 0.058
gpt-3.5-turbo-instruct 0.200 0.200 0.120 -0.200 0.023 0.006 0.118 0.013
llama-2-7b-chat 0.000 0.200 0.000 -0.600 -0.010 0.037 -0.029 -0.064
Ilama-2-13b-chat 0.600 0.000 0.400 0.200 -0.012 -0.102 -0.004 -0.011
Ilama-2-70b-chat -0.105 -0.200 0.400 -0.800 -0.042 -0.035 0.062 0.130
mistral-instruct -0.527 0.000 0.200 -0.200 -0.052 -0.095 0.046 -0.095

Table 6: Kendall rank correlations at both the system and summary levels between human evaluation and LLM-based
evaluation over three quality dimensions on INSTRUSUM. The LLM-based evaluation performance of different
combinations of backbone LLMs (e.g., gpt-4-0314) and evaluation protocols (e.g., LLMRank) is reported. The
best performance on each quality dimension at the system level or the summary level is highlighted.

To compare LLM evaluation against human eval-
uation, we calculate the correlations between their
evaluation scores at both system and summary lev-
els. The system-level correlations measure how
good the LLMs are at comparing summarization
system performance, while the summary-level cor-
relations measure how good the LL.Ms are at com-
paring summary quality on individual data samples.
Since we adopted a ranking-based evaluation pro-
tocol for our human evaluation collection (§2.2),
we use the Kendall rank correlation coefficient as
the correlation measurement, and we transform the
evaluation results of different evaluation protocols
into rankings. More evaluation setting details in-

cluding the formal definitions of the correlation
measurement are in Appendix F.

3.3 Result Analysis

The evaluation results are reported in Table 6. For
each of the backbone LLMs we chose to benchmark
(§3.2), we evaluate its performance with different
evaluation protocols when applicable!® so in total
we evaluate 40 LLM-based evaluation methods.
We make the following observations:

(1) Different LLMs have significantly different
performance at evaluating ins-controllable sum-

3We could not use a few OpenAl models with LLMScore
since the log-likelihood is not provided by the APIs.
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Model

0.8 gpt-3.5-turbo-0301
gpt-3.5-turbo-0613
0.7 gpt-4-0314
gpt-4-1106-preview
0.6 text-davinci-002
text-davinci-003
0.5 gpt-3.5-turbo-instruct
llama-2-7b-chat
llama-2-13b-chat
llama-2-70b-chat
0.3 mistral-instruct

Correlation
=

0.0

=0.1

System-level Correlation Summary-level Correlation

Figure 2: Average LLM performance of ins-controllable
summary evaluation across 3 quality dimensions with 3
evaluation protocols on INSTRUSUM.

maries. In Figure 2, we report the average LLM
performance across 3 quality dimensions on 3 pro-
tocols except LLMScore. In particular, GPT-4
shows a consistent advantage over other LLMs.
(2) The choice of evaluation protocols has a large
impact on the evaluation method performance.
For example, the pairwise comparison protocol
(LLMCompare) is (almost) always better than the
listwise protocol (LLMRank). Besides, the most
suitable protocol for each backbone LLM can be
different. For instance, gpt-4-0314 works better
with LLMCompare while gpt-3.5-turbo-0301
tends to work better with LLMEval.

(3) In general, LLM-based evaluation methods
have much higher system-level correlations than
summary-level correlations, which means these
methods are better at evaluating which system is
better on average, but struggle at ranking dif-
ferent summaries of individual data examples.
Notably, the strongest evaluation method we identi-
fied, i.e., pairwise comparison using gpt-4-0314,
can only achieve an agreement value of 0.277 with
human evaluation on the overall quality dimen-
sion in pairwise comparison, lower than the human
inter-annotator agreement (0.4428).

(4) The performance of the LLM-based evalua-
tion methods differs on different quality dimen-
sions. In particular, Irrelevant Information is a
more challenging dimension than Missing Informa-
tion, suggesting that these methods are better at
recall-based than precision-based evaluation.

Evaluation Consistency A reliable evaluator
must yield consistent results across different evalu-
ation protocols. To check this consistency require-

System System-Level Summary-Level

gpt-3.5-turbo-0301 0.600 0.149
gpt-3.5-turbo-0613 0.681 0.135
gpt-4-0314 0.966 0.227
gpt-4-1106-preview 0.800 0.262
text-davinci-002 0.418 0.049
text-davinci-003 0.485 0.089
gpt-3.5-turbo-instruct 0.461 0.114
Ilama-2-7b-chat 0.111 -0.006
llama-2-13b-chat 0.200 0.072
Ilama-2-70b-chat 0.442 0.021
mistral-instruct 0.416 0.051

Table 7: LLM evaluation consistency between the LLM-
Compare and LLMEval protocols. System-level and
summary-level Kendall rank correlations are reported.

Re-ranker (Evaluator)

System Generator

LLMCompare LLMEval
text-davinci-002 2.344 3.335 3.383
text-davinci-003 3.239 3.189 3.374
gpt-3.5-turbo-0301  2.897 3.357 3.504
gpt-4-0314 3.970 3.533 3.561

Table 8: Performance comparison of LLMs as the sum-
mary generator and the summary re-ranker with differ-
ent evaluation protocols. The human-annotated scores
on the overall quality dimension are reported. A random-
reranking oracle can achieve a score of 3.260.

ment, we examine the LLMs by calculating the
correlations of its evaluation results on the LLM-
Compare and LLMEval protocols over the three
quality dimensions, since these two protocols are
most reliable. Table 7 indicates low summary-level
consistency among all evaluated LLMs. However,
gpt-4-0314 demonstrates a high system-level con-
sistency, indicating it is the most reliable evaluator.

Generator-Evaluator Consistency Recent work
has found that the behavior and performance of
LLMs can differ when they are used as a generator
or an evaluator on the same task (Li et al., 2024b;
West et al., 2024). Thus, we analyze the perfor-
mance consistency of LLMs on ins-controllable
summary generation and evaluation. To this end,
we treat the LLM evaluator as a re-ranker to make
its performance more comparable to the LLM gen-
erator. In Table 8, we report the generation and
re-ranking performance of the 4 human-evaluated
LLMs in §2.2 on the overall quality dimension,
where the re-ranker can select its output from the
human-evaluated candidate summaries. We note:

(1) The generation performance does not always
align with the evaluation performance. For exam-
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gpt-4-0314 Loses Tie gpt-4-0314 Wins
Length Ratio

0.0% 41.3% 82.6% 123.9% 165.2% 206,6%

Length Ratio

96.3%
text-davinci-002

10.0% 12.0% 78.0%
102.7%
text-davinci-003:
27.0% 15.0% 58.0%
114.0%
gpt-3.5-turbo-instruct
28.0% 5.0% 67.0%
108.3%
gpt-3.5-turbo-0301
36.0% 8.0% 56.0%
126.2%
gpt-3.5-turbo-0613
43.0% 7.0% 50.0%
138.0%
mistral-instruct
28.0% 8.0% 64.0%
206.6%
llama-2-7b-chat
51.0% 7.0% 42.0%
154.1%
llama-2-13b-chat
51.0% 11.0% 38.0%
166.5%
llama-2-70b-chat
59.0% 9.0% 32.0%
166.2%
gpt-4-1106-preview
81.0% 10.0% 9.0%
0% 20% 40% 60% 80% 100%

Pairwise Comparison

Figure 3: Automatic benchmarking results using
gpt-4-0314 as the evaluator. LLM summaries are com-
pared against gpt-4-0314’s summaries. The model
evaluation result (bottom) is reported, as well as the
summary length ratios (top) relative to gpt-4-0314.

ple, text-davinci-003 has better generation per-
formance than gpt-3.5-turbo-0301, but worse
evaluation performance.

(2) gpt-4-0314 fails to outperform its generation
performance under the re-ranking task setting. It
suggests that despite its promising ability to gener-
ate acceptable summaries, GPT-4 might still lack a
more in-depth understanding of the task.

4 Can We Automate Ins-Controllable
Summarization Benchmarking?

After evaluating LLMs as summary evaluators,
we explore their potential for automating ins-
controllable summarization benchmarking.

4.1 Evaluation Settings

Since GPT-4 coupled with LLMCompare is the
best evaluation method we identified in §3.3, we
use it for the automatic benchmarking. To avoid the
prohibitive cost, we treat GPT-4 (gpt-4-0314) as
a baseline and evaluate the other systems by com-

Pair Overall Missing Irrelevant
Human v.s. Oracle 0.112 -0.268 0.302
GPT-4 v.s. Oracle 0.304 0.098 0.253
GPT-4 v.s. Human 0.277 0.147 0.376

Table 9: Agreements among human evaluation, LLM-
based evaluation (gpt-4-0314) and the length oracle.

paring them against GPT-4 only, following recent
practices in automatic LLM benchmarking (Dubois
et al., 2023; Zheng et al., 2023).'* We evaluated
11 LLMs over the 100 data examples we used in
human evaluation (§2.1). The same prompt tem-
plate for summary generation, as shown in Ap-
pendix A.1, is used for different LLMs.

4.2 Result Analysis

The evaluation results are in Figure 3. We found
that Llama-2 models show a strong performance
under GPT-4’s evaluation, even outperforming
gpt-4-0314 in the pairwise comparison setting.
However, since we did not observe Llama-2 mod-
els achieving performance as strong as GPT-4 in
evaluating the ins-controllable summaries (§3.3),
we suspect GPT-4 has overestimated Llama-2 mod-
els” performance in this summary generation task.
The reason is likely that the summaries gener-
ated by Llama-2 models are much longer than the
gpt-4-0314 summaries, which tend to be favored
by GPT-4 as shown below.

In Table 9, we compare the annotator agree-
ment in pairwise comparison among human eval-
uation, LLM-based evaluation using gpt-4-0314
and LLMCompare, and a length oracle that always
prefers longer summaries. The results indicate that
human evaluation has a positive correlation with
the length oracle in the irrelevant information di-
mension and a negative correlation in the irrelevant
information dimension. Conversely, gpt-4-0314
has a positive correlation with the length oracle
across all quality dimensions. These findings sug-
gest that LLM-based evaluation is more prone to
bias from summary length compared to human eval-
uation. Furthermore, our case study in Appendix G
shows that when the length difference is controlled,
none of the LLMs we evaluated have a clear advan-
tage over gpt-4-0314. Therefore, we find current
LLM-based evaluation methods unreliable for auto-
matic ins-controllable summarization benchmark-
ing, and we call for future work in this direction.

“We randomly shuffled the summary pairs and did not
observe a significant positional bias in the evaluation results.
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5 Related Work

Summarization Benchmarks Recent work in
summarization benchmarks has focused on aggre-
gating model outputs and annotating them accord-
ing to specific quality dimensions (Huang et al.,
2020; Bhandari et al., 2020; Stiennon et al., 2020;
Zhang and Bansal, 2021; Fabbri et al., 2022; Gao
and Wan, 2022). In the context of LLMs, La-
ban et al. (2023) incorporated LLMs into the
benchmark-construction process while Maynez
et al. (2023) benchmarked LLMs on conditional
text generation tasks including summarization. A
few recent studies (Goyal et al., 2022; Liu et al.,
2023b; Zhang et al., 2024; Pu et al., 2023) point to
the strength of LLMs with respect to human-written
(reference) summaries on generic news summariza-
tion. In this work, we present a benchmark task
that poses challenges for current LLMs and allows
for further development and model comparison.

Instruction-Following Evaluation Ouyang et al.
(2022) introduce InstructGPT, which learns to fol-
low instructions by aligning to human preference
feedback and builds on earlier alignment work in
summarization (Stiennon et al., 2020). Follow-
ing Ouyang et al. (2022), a line of work (Wang
et al., 2023d; Zhou et al., 2023; Zeng et al., 2024)
has investigated methods of improving and bench-
marking the instruction-following capabilities of
LLMs. Regarding text summarization, instruction-
following text summarization expands upon work
in query-focused summarization (Zhong et al.,
2021; Vig et al., 2022; Yang et al., 2023a; Pagnoni
et al., 2023), aspect-based summarization (Zhang
et al., 2024; Pu et al., 2023; Yang et al., 2023b),
and controllable summarization more broadly (Dou
et al., 2021; He et al., 2022; Zhang et al., 2023;
Bao et al., 2023; Ribeiro et al., 2023; Ravaut et al.,
2023; Adams et al., 2023b,a; Narayan et al., 2023;
Pagnoni et al., 2023; Pu and Demberg, 2023).
Closely related to work on query-focused summa-
rization is the task of long-form question answer-
ing (Fan et al., 2019), and recent work has bench-
marked current models and metrics with a focus
on completeness and factuality (Xu et al., 2023).
In this work, we explore controllability in the con-
text of instructions. Compared with query-focused
summarization, our task format allows for more
complex use cases where the information queries
can be combined with other user request categories
such as the output format. Wang et al. (2023a) ex-
tends query-focused summarization and curates an

instructive dialog summarization dataset. The most
relevant work to our study is Skopek et al. (2023),
which develops a dataset consisting of human an-
notations on instruction-summary pairs. However,
their evaluation focuses only on the instruction-
following capacities, while our human evaluation
is multi-dimensional and puts more focus on the
models’ text summarization capabilities.

LLM-based Automatic Evaluation and Its Meta-
Evaluation A series of recent work has inves-
tigated leveraging LLMs for automatic evalua-
tion (Fu et al., 2023; Chiang and Lee, 2023; Liu
et al., 2023a; Zheng et al., 2023; Wang et al., 2024;
Sun et al., 2023; Gao et al., 2023; Wang et al.,
2023b; Li et al., 2024a). While these studies have
demonstrated LLMs’ promising performance on
various evaluation tasks such as summarization
evaluation, other recent work has highlighted the
limitations of LLM-based automatic evaluation
methods. Specifically, LLMs can have various bi-
ases in their evaluation results (Koo et al., 2023;
Wang et al., 2023c), and they fail to align with hu-
man evaluation when evaluating close-performing
systems (Shen et al., 2023) or adversarial exam-
ples (Zeng et al., 2024). Our work provides a thor-
ough meta-evaluation of LLM-based methods, fo-
cusing on diverse protocols and backbone LLMs
for ins-controllable summarization evaluation.

6 Conclusions

In this work, we benchmarked large language mod-
els for instruction controllable summary genera-
tion and evaluation, and presented a new bench-
mark dataset, INSTRUSUM. We found that several
LLMs have already shown promising performance
in generating ins-controllable summaries. How-
ever, they lack robust holistic capabilities for this
task since they still make a considerable amount
of errors in their summaries and they can not re-
liability evaluate different candidate summaries.
Furthermore, we notice large gaps between the per-
formance of different generations of LLLMs on both
ins-controllable summary generation and evalua-
tion. As we believe our proposed ins-controllable
summarization setting is more realistic and can
provide better usability, we call for future work
along this direction to make the text summarization
systems more beneficial to the actual users.
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7 Limitations

Our analysis is limited to 100 examples for which
we collected human annotations of ins-controllable
summaries generated by different LLMs. While
more statistically significant conclusions could be
drawn from a larger evaluation set, as noted above
a much larger time and budget allocation would
be required, and we encourage the community to
apply our protocol to expand our evaluation set.
Due to sparsity and subtleties of factuality errors
generated by current LLMs on our benchmark, we
did not perform a meta-evaluation of LLMs as fac-
tuality evaluators, since it would require a larger
collection to observe significant error patterns. We
leave a larger evaluation of the factual consistency
of current models and error types for future work.
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A Prompt Templates

Here we provide the prompt templates we used
throughout this work.

A.1 Prompts in Human Annotation Collection

Prompt for Summary Requirement Recommen-
dation In §2.1, we used GPT-4 to generate can-
didate summary requirements to help the human
annotation. The prompt template is as follows:

Please generate a list of specific sum-
mary requirements for a given article.

Here are some requirement examples
based on different articles: 1. Summa-
rize the possible explanations for why
there hasn’t been any firm evidence of
aliens’ existence, under the assumption
that they do exist. 2. Summarize the
experience of Chum Mey in 1970s with
a timeline. 3. Summarize why Shang-
hai and Hong Kong seem to outperform
Beijing in education. 4. Summarize all
people and their identities in the article.
5. Summarize the negative outcomes of
the lockdown. 6. Summarize the conclu-
sion of the fraud case. 7. Summarize the
opinions of Ronan Barry in the article.
8. Summarize the events of Margaret’s
debit card fraud in a timeline. 9. Summa-
rize the aftermath of sexual harassment
on Meena in one sentence. 10. Summa-
rize the difficulties faced by Uber and
Lyft now.

Here’s an article: {{article}}
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Please generate a list of specific sum-
mary requirements for this article.

Prompt for Generating Requirement-Specific
Summaries We used the following template to
prompt the LLMs to generate the requirement-
specific summaries.

Summarize the following article based
on the specific requirement.

Article: {{article}}
Requirement: {{requirement} }

Summary:

A.2  Prompts for LLM-based Automatic
Evaluation

In §3, we analyze the performance of different
LLM-based automatic evaluation methods. We
designed prompt templates for each evaluation pro-
tocol and each evaluation dimension, and slightly
fine-tuned templates for several LLMs to ensure
that they are able to follow the instructions as much
as they can. To enhance the LLM evaluation per-
formance, for LLMCompare and LLMRank, we
design chain-of-thought (Wei et al., 2022) style
prompts — before the LLM gives the actual answer,
it is prompted to first generate an explanation of
the answer, mimicking the thinking process of hu-
man evaluators. We show the following prompt
templates for all the evaluation protocols on the
overall quality dimension, and all the templates
can be found in our code release.

(1) Prompt template for LLMRank.

In this task, you will be provided with a
news article, a specific summary require-
ment, and a list of summaries numbered
as follows: 1. Summary 1, 2. Summary
2, and so on.

The summaries are crafted to meet a spe-
cific summary requirement. Note that
there may be identical summaries within
the list.

Your task is to evaluate and rank the sum-
maries in ascending order of their over-
all quality concerning the summary re-
quirement. First, you will explain your
ranking, and then you will provide the
ranking of each summary. The ranking
should be a number between 1 and 5,
where 1 is the best and 5 is the worst.
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Note: In case of a tie, do not skip a rank.
For example, if Summary 1 has ranking 1
and Summary 2 and 3 both have ranking
2, then Summary 4 should be assigned a
ranking of 3, not 4.

Please refer to the example below for the
format of your response.

Example Response: Explanation: “Your
explanation of the ranking.” Ranking:
“The ranking, e.g., 1, 2, 2, 3, 4.

Here are the actual article, the summary
requirement, and the summaries:

Article:

{{Article}}
Summary Requirement:
{{Requirement}}

Summaries:

1. Summary 1:
{{Summary 13}}
2. Summary 2:
{{Summary 23}}
3. Summary 3:
{{Summary 3}}
4. Summary 4:
{{Summary 4}}
5. Summary 5:

{{Summary 53%}}

(2) Prompt template for LLMCompare.

In this task, you will be provided with a
news article, a specific summary require-
ment, and two summaries.

The summaries are crafted to meet a spe-
cific summary requirement. Note that
there may be identical summaries.

Your task is to compare the overall qual-
ity of these two summaries concerning



the summary requirement and pick the {{Article}}
one that is better (there can be a tie). First

you will give an explanation of your deci- Summary Requirement:
sion then you will provide your decision
in the format of 1 or 2 or tie. {{Requirement}}

Please refer to the example below for the
format of your response.

Example Response: {{SUMMARY}}
Explanation: “Your explanation here”.

Summary:

Evaluation Form (scores ONLY):
- Overall Quality (1-5):

Decision: 1 or 2 or tie.

Here are the actual article, the summary

requirement, and two summaries: (4) Prompt template for LLMScore.

Article:
Answer the question based on the follow-
{{Article}} ing article, a specific summary require-
ment, and a summary.
Summary Requirement: Question: Is the summary of good over-
_ all quality in relation to both the article
{{Requirement}} and the summary requirement? (a). Yes.
(b). No.
Summary 1: )
Article:
{{Summary 13}}
{{Article}}

Summary 2:
Summary Requirement:

{{Summary 23}}

{{Requirement}}
Please provide your response.
Summary:
(3) Prompt template for LLMEval.
{{SUMMARY}}

In this task, you will be provided with a
news article, a specific summary require-

Answer: Yes
ment, and a summary.

Your task is to rate the overall quality B Crowd-Annotation Details
of the summary with a score from 1 to
5 concerning the summary requirement,
where 1 is the lowest and 5 is the highest.

We provide screenshots of the human annotation
interface we used for crowd-sourced summary eval-
uation (§2.2) in Figure 4, 5, and 6. We recruit

Please make sure you read and under- MTurk annotators who are located in the US or the
stand these instructions carefully. Please UK. We set a competitive payment rate for better
keep this document open while review- annotator retention, and the average hourly salary
ing, and refer to it as needed. is around 20 US dollars.

Example Response:
Evaluation Form (scores ONLY):
- Overall Quality (1-5): 3

Here are the actual article, the summary
requirement, and the summary:

Article:
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Instructions

In this task, you will evaluate the guality of 5 summaries of a news article. To accurately complete this task, follow these sfeps:

1. Read the news article carefully.

2. Review the summaries.

3. For each summary, you will need to evaluate itz quality on 4 dimensions:

1. Factual Consistency: |z the Y i with the facts presented in the arficle, without contradicting or misrepresenting any
information?

2. Missing Information: Does the summary omit any crucial information from the article concemning the summary requirement?

3. Irrelevant Information: Does the summary include any information that is not relevant to the summary requirement?

4. Overall Quality: This rating assesses the overall quality of the summary in relation to the summary requirement.

4. For factual consistency, please select any span of text that contains an error or inc istency and right-click to add it to the error list
below the summary. You can select and add multiple errors in one summary. If needed, you can delete an item from the error list by clicking
the 'Delete’ button nextto it. If you find 2 summary to be factually consistent and without any errors, you do not need to add any items to the error
list for that summary.

5. For Factual Consi: v, Missing Infor ion, Irrele Infor ion, and Overall Quality, after evaluating the indivi ies, rank
them from 1 (best) to 5 (worst) based on their quality. Same rankings are allowed If you think two summaries are of the same guality. Please note
that there can be identical summaries.

After assigning the Overall Quality rankings, please provide a short explanation for your ranking.

Warning: Annotations will be checked for quality against confrol labels. Low-guality work will be rejected.

Factual Ermor Examples

Source text

U5 technology firm Apple has offered fo refund Australian customers who felt misled about the 4G capabilities of the new iPad. The country's
consumer watchdog has taken Apple to court for false advertising because the tablet computer does not work on Australia’s 4G network.
Apple’s lawyers said they were willing to publish a clarification. [...] At a preliminary hearing, Apple lawyer Paul Anastassiou said Apple had
never claimed the device would work fully on the current 4G network operated by Telstra. Apple says the new iPad works on what is globally
accepted to be a 4G network. The matter will go to a full trial on 2 May.

Summary 1: Apple lawyer never claimed that the device would work on the current 4G network operated by Telstra.
This summary contains a factual error: in the source text, it iz Apple not Apple lawyer that never made the claim.
Summary 2: Apple has been accused of misleading cust in/ over its new iPad 3.0 version.
This summary contains a factual error: the version of the new iPad is not mentioned in the source text.

Irrelevant Information Examples

Requirement 1: Summarize what Dr. Mazen Kewara has said.

Summary 1: Dr. Mazen Kewara, Turkey director of the Syrian American Medical Society (SAMS), said that "We cannot use the buildings
anymore. Maybe for hours. Maybe until tomorrow. | don't know.” He also reported that there were many collapsed buildings in Gaziantep, and
that SAMS had four of itz hospitals damaged severely by the quake. He added that they had already evacuated two of them. Kewara was
originally from Damascus, Syria.

Explanation: The last tence is irrel t becuase it does not provide information that is specifically about the requirement.

Requirement 2: Summarize the current drawbacks of COP24.

Summary 2: COP24 was a success in terms of implementing the 2015 Paris Climate Accord and ensuring that all countries face
similar regulations. However, many felt that acknowledging the science was only a token effort, and the agreement does not go far enough
to tackle climate change. Moreover, the int tional spirit of co-operation needed to tackle climate change is threatened by the rise of
nationalism in many countries and the election of Jair Bolsonaro as Brazils president.

Explanation: The first tence is ir becuase it is not specifically about the requirement.

Missing Information Examples

Requirement 1: Summarize the companies mentioned in this arficle.

Summary 1: The article mentions several companies involved in the development of artificial intelligence technology. These include C3.ai,
BigBear.ai and SoundHound Al all of which have seen their share prices surge this year. C3.ai is run by tech veteran Tom Siebel and
SoundHound Al is striving to make conversational Al better than h BigBear.ai provi Al zolutions to US inteligence agencies and
has seen its shares surge 700%. All three panies are unp and are not expected to make money this year or in 2024, while
BigBear.ai recently raised 325 million in a private placement of stock.

Explanation: The summary failed to mention Google, Microsoft, Baidu, etc.

Requirement 2: Summarize the information in the article in a timeline.

Summary 2: - Early Americans consumed an average of 5.8 gallons of pure alcohol a year in 1790.

-In 1830, alcohol consumption peaked at 7.1 gallons a year, and drinking became a moral issue.

-In 1862, the US Navy abolished the daily rum ration for sailors.

-0n January 16, 1919, the 18th Amendment, which set Prohibition info law, became part of the Constitution.
Explanation: One event is missed: "The first arrest for driving under the influence of alcohol was in 1897."

Figure 4: Annotation Interface Part 1: Instructions.
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Missing Information Examples

Requirement 1: Summarize the companies mentioned in this article.

Summary 1: The article mentions several companies involved in the development of artificial intelligence technology. These include C3.ai,
BigBear.ai and SoundHound Al, all of which have seen their share prices surge this year. C3.ai is run by tech veteran Tom Siebel and
SoundHound Al is striving to make conversational Al better than humans. BigBear.ai provides Al solutions to US intelligence agencies and has
seen its shares surge 700%. All three companies are unprofitable and are not expected to make money this year or in 2024, while BigBear.ai
recently raised $25 million in a private placement of stock.

Explanation: The summary failed to mention Google, Microsoft, Baidu, etc.

Requirement 2: Summarize the information in the article in a timeline.

Summary 2: - Early Americans consumed an average of 5.8 gallons of pure alcohol a year in 1790.

- In 1830, alcohol consumption peaked at 7.1 gallons a year, and drinking became a moral issue.

-In 1862, the US Navy abolished the daily rum ration for sailors.

- On January 16, 1919, the 18th Amendment, which set Prohibition into law, became part of the Constitution.
Explanation: One event is missed: "The first arrest for driving under the influence of alcohol was in 1897."

Hide/Show Instructions

Article Summaries Answers
${article} Summary A

${summ_1}

Summary B

${summ_2}

Summary C

${summ_3}
Summary D
${summ_4}

Summary Requirement
Summary E

${requirement} ${summ_5}

Figure 5: Annotation Interface Part 2: Data Input.
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Missing Information Examples

Requirement 1: Summarize the companies mentioned in this article.

Summary 1: The article mentions several companies involved in the development of artificial intelligence technology. These include C3.ai,
BigBear.ai and SoundHound Al, all of which have seen their share prices surge this year. C3.ai is run by tech veteran Tom Siebel and
SoundHound Al is striving to make conversational Al better than humans. BigBear.ai provides Al solutions to US intelligence agencies and has
seen its shares surge 700%. All three companies are unprofitable and are not expected to make money this year or in 2024, while BigBear.ai
recently raised $25 million in a private placement of stock.

Explanation: The summary failed to mention Google, Microsoft, Baidu, etc.

Requirement 2: Summarize the information in the article in a timeline.

Summary 2: - Early Americans consumed an average of 5.8 gallons of pure alcohol a year in 1790.

- In 1830, alcohol consumption peaked at 7.1 gallons a year, and drinking became a moral issue.

- In 1862, the US Navy abolished the daily rum ration for sailors.

- On January 16, 1919, the 18th Amendment, which set Prohibition into law, became part of the Constitution.
Explanation: One event is missed: "The first arrest for driving under the influence of alcohol was in 1897."

Hide/Show Instructions

Article Summaries  Answers
- Overall Quality

${article}
Rank the summaries regarding the overall quality (1 to 5, with
1 being the best and 5 being the least preferred; ties are
allowed):
Note: In case of a tie, the next rank will be skipped. For example, if Summary 1 has
ranking 1 and Summary 2 and 3 both have ranking 2, then Summary 4 should be
assigned a ranking of 3, not 4.
summry| [ 2] 3 [ ]
SummaryB[ 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 ]
Summaryc{ 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 ]
SummaryD{ 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 ]
SummaryE{ 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 ]
v
Summary Requirement Overall Quality Ranking Explanation

Enter your explanation for your overall quality ranking
here...

Figure 6: Annotation Interface Part 3: Result Collection.

${requirement}
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Overall Missing Irrelevant Factual
Tie 0.45 0.47 0.50 0.90
Initial 0.30 0.29 0.20 0.03
Hybrid 0.25 0.24 0.30 0.07

Table 10: Pairwise comparison between the initial LLM
summary and the hybrid summary. Winning rates of
both summaries are reported. 37% of summaries are
identical because no edits are made.

C OpenAI’s Model Index

Here we describe the training methods of OpenAl
models we benchmarked for ins-controllable sum-
marization using human evaluation (§2.2). The
following information was obtained from a blog
post on the OpenAI’s website, “Model index for
researchers.”!?

text-davinci-002: Supervised fine-tuning
(FeedME) on human-written demonstrations and
on model samples rated 7/7 by human labelers on
an overall quality score.

text-davinci-003: Reinforcement learning
(PPO) with reward models trained from compar-
isons by humans.

The information about newer models can be
found in https://platform.openai.com/docs/
models/.

D Fine-grained Analysis of Hybrid
LLM-Human Summaries

In §2.3, we found that the hybrid LLM-human sum-
maries can not outperform the GPT-4 summaries
on the overall quality and missing information di-
mensions. To better understand the performance
of the hybrid LLM-human summary, we use the
obtained human annotations to perform a pairwise
comparison between the initial LLM summary and
the hybrid summary. Results in Table 10 show that
the hybrid summaries are better at the irrelevant
information and factual consistency dimensions
while worse at the overall quality and missing in-
formation dimensions. We believe this is mainly
because there are more “delete” than “add” editing
operations in the hybrid summaries since we found
that the initial LLM summaries are more likely to
include irrelevant information than missing rele-
vant information. As a result, the reduced length of
hybrid summaries may make them less favorable

'5The original page is no longer accessible as of April 1st,
2024. An old snapshot of the page is available at https:
//archive.ph/n5xMq.

than the original summaries on the overall quality
and missing information dimensions.

E Factual Error Examples

We found that a considerable portion of the fac-
tual errors flagged by the crowd annotators is quite
nuanced (§2.2). Below we present a few examples.
Example 1

* Article (part): However, in 2007,
Australian-listed firm Scotgold Resources en-
tered the scene and revived the mine. It has
been a rollercoaster ride ever since. By 2013,
Scotgold had obtained planning permission
and put a funding plan in place, only for the
gold price to collapse, making the project less
palatable for potential investors ...

* Summary Error Span (with context): Plan-
ning permission was obtained in 2013.

Example 2

* Article (part): ... Their efforts to attract back-
ers were also undermined by the volatility of
the precious metals market, which often saw
gold prices slump. By 2006, the mine had
changed hands several times and was up for
sale once more. ...

* Summary Error Span (with context): 2006:
Mine changed hands several times and was up
for sale again.

Example 3

* Article (part): ... There was also a divide
when it came to trusting information on the
virus coming from the WHO. About one-
third of Republicans said they trusted WHO
information versus 80% of Democrats. ...

* Summary Error Span (with context): 80%
of Democrats trust information from the
WHO, while only 33% of Republicans do.

Example 4

* Article (part): ... Prof Suzuki says his team
will need to carry on their work for many more
years to be sure that the children of Fukushima
are in the clear. But he and other experts now
say they think there will be very few, or even
zero, extra childhood cancers because of
Fukushima. ...
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¢ Summary Error Span (with context): Pro-
fessor Suzuki believes that the cases of thy-
roid cancer in Fukushima are not related to
the nuclear disaster, and that the children of
Fukushima are not at risk of developing can-
cer from the exposure to radiation.

Example 5

* Article (part): ... Chum Mey says he was
tortured, as his interrogators tried to make
him confess to spying for the US and Rus-
sia. ... Eventually he said he confessed to
anything so that the torture would be over.
In his confession Chum Mey wrote that he
was working for the CIA and had recruited
dozens of agents in Cambodia. ...

e Summary Error Span (with context): Chum
Mey was tortured until he eventually con-
fessed to spying for the US and Russia.

F Detailed Evaluation Settings of
LLM-based Evaluation Methods

In §3, we benchmark different LLLM-based evalu-
ation methods. To this end, we use both system-
level and summary-level correlations to evaluate
the alignment between human evaluation and LLM-
based evaluation. Specifically, given a correlation
measurement function M, e.g., the Kendall rank
correlation coefficient (Kendall, 1938), and two
lists of average system scores S(/) and S(") as-
signed by two evaluation methods f and h, e.g.,
human evaluation and LLM evaluation, the system
level correlation Cgys between f and h is

Csys = M(S(f)a S’(h)) (3)

Similarly, the summary-level correlation Cqymm, 1S
an average of the correlation between two lists of
scores, SZ-(f ) and Si(h), assigned by the evaluation
methods f and h for the summaries generated by

different systems on each data example:

N-1 (f) oh)
MY, s
Csumm: § ( ZN )7 (4)
=0

where N is the size of the evaluation dataset.
Since we adopted a ranking-based evaluation
protocol for our human evaluation collection (§2.2),
we use the Kendall rank correlation coefficient as
the correlation measurement. Furthermore, apart
from LLMRank, which directly generates a similar

ranking, we convert the evaluation results of the
other protocols to a ranking of different systems.
For LLMScore and LLMEval that perform direct
scoring of summaries, we simply convert the scores
into a ranking (ties are allowed). For LLMCom-
pare, we use the following scoring mechanism: (1)
the winner system in a pairwise comparison re-
ceives 2 points, while the lost system receives 0
points; (2) if there is a tie between two systems,
each of them receives 1 point; (3) the points are
aggregated into a system ranking.

To remove the potential positional biases of
the LLM-based evaluation methods (Wang et al.,
2023c; Koo et al., 2023), we randomly shuffled the
summary order when LLMRank or LLMCompare
is used as the evaluation protocol.

G Length Bias in LLM-based Evaluation

As a further investigation of §3.3, we conducted
a case study by only comparing summary pairs
with similar lengths. Specifically, for each pair of
systems, we keep only those pairs of summaries
where the difference in lengths falls within the 20th
percentile. The results in Table 11 indicate that
when the length difference is controlled, none of
the LLMs we compared can outperform GPT-4 on
the overall quality dimension, and Llama-2 models
no longer have a clear advantage over GPT-4. We
note that since different examples are used for the
comparison of different system pairs, the results in
Table 11 are no longer directly comparable.

H Comparing Generic and
Requirement-Specific Summaries

As a case study, we use gpt-3.5-turbo-0301
and gpt-4-0314 to generate generic summaries
without specific requirements, and compare them
with the requirement-specific summaries using
gpt-4-0314 as the evaluator with the LLMCom-
pare protocol. The evaluation results show that
the requirement-specific summaries generated by
gpt-4-0314 have a winning rate of 97% over the
generic summaries on the overall quality dimen-
sion, while those with gpt-3.5-turbo-0301 have
a winning rate of 96%. We also evaluate the simi-
larity between the generic and requirement-specific
summaries in Table 12, as well as the summary
length. In addition, in Table 13, we report the
similarity between greedy-decoded and sampled
(with a temperate of 1.0) requirement-specific sum-
maries. Results in Table 12 and Table 13 sug-
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Overall Missing Irrelevant Length
Win Tie Loss Win Tie Loss Win Tie Loss System GPT4

gpt-3.5-turbo-0301 023 018 059 018 027 055 0.09 032 059 1180 1175
gpt-3.5-turbo-0613 0.15 010 0.75 0.00 045 055 0.00 0.60 040 110.7 111.8
gpt-3.5-turbo-instruct  0.10 005 085 0.05 040 055 0.10 055 0.35 109.4 110.2

text-davinci-002 0.14 0.14 071 0.14 029 057 0.05 029 0.67 87.8 92.1
text-davinci-003 029 029 043 014 076 010 0.00 076 0.24 99.4 98.2
Ilama-2-7b-chat 038 010 052 024 029 048 024 033 043 132.1 115.1
Ilama-2-13b-chat 029 019 052 014 052 033 010 048 043 113.6 110.2
Ilama-2-70b-chat 030 020 050 025 055 020 025 050 025 110.8 102.5
mistral-instruct 020 015 065 020 020 060 0.10 025 0.65 91.3 90.0

gpt-4-1106-preview 050 020 030 045 040 0.15 030 060 0.10 98.75 914

Table 11: Automatic benchmarking results on summary pairs with similar lengths. The summaries of different LLMs
are compared against summaries generated by GPT-4 (gpt-4-0314) using the LLMCompare protocol powered by
gpt-4-0314. The number of wins, ties, and losses is reported as well as the average summary length.

Model R1  R2 Specific Generic
gpt-3.5-turbo-0301 47.21 26.30  127.3 144.0
gpt-4-0314 43.00 1937 117.1 123.7

Table 12: The similarities between the generic
and requirement-specific summaries as measured in
ROUGE-1/2 (R1/R2). The average summary length
is also reported, denoted by Specific and Generic re-

spectively.

Model R1 R2 Greedy Sampled
gpt-3.5-turbo-0301 61.63 38.11 127.3 12548
gpt-4-0314 66.16 4320 117.1 117.7

Table 13: The similarities between the greedy-decoded
and sampled requirement-specific summaries as mea-
sured in ROUGE-1/2 (R1/R2). The average summary
length is denoted by Greedy and Sampled respectively.

gest that the similarity between the generic and
requirement-specific summaries is relatively low,
and the generic summaries are not preferred by
gpt-4-0314 despite its longer average length.
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