
Findings of the Association for Computational Linguistics: NAACL 2024, pages 3480–3499
June 16-21, 2024 ©2024 Association for Computational Linguistics

NLP for Counterspeech against Hate:
A Survey and How-To Guide

Helena Bonaldi1,2 Yi-Ling Chung3 Gavin Abercrombie4 Marco Guerini1

1Fondazione Bruno Kessler, Italy, 2 University of Trento, Italy,
3The Alan Turing Institute, 4The Interaction Lab, Heriot-Watt University

hbonaldi@fbk.eu, ychung@turing.ac.uk, g.abercrombie@hw.ac.uk, guerini@fbk.eu

Abstract

In recent years, counterspeech has emerged as
one of the most promising strategies to fight
online hate. These non-escalatory responses
tackle online abuse while preserving the free-
dom of speech of the users, and can have a tan-
gible impact in reducing online and offline vio-
lence. Recently, there has been growing interest
from the Natural Language Processing (NLP)
community in addressing the challenges of
analysing, collecting, classifying, and automat-
ically generating counterspeech, to reduce the
huge burden of manually producing it. In partic-
ular, researchers have taken different directions
in addressing these challenges, thus providing a
variety of related tasks and resources. In this pa-
per, we provide a guide for doing research on
counterspeech, by describing—with detailed
examples—the steps to undertake, and provid-
ing best practices that can be learnt from the
NLP studies on this topic. Finally, we discuss
open challenges and future directions of coun-
terspeech research in NLP.

Content warning: this paper contains unobfuscated
examples some readers may find offensive

1 Introduction

Online spaces provide fertile ground for the diffu-
sion of hateful content, which is often interlinked
with episodes of offline violence (Awan and Zempi,
2016). Both witnessing and receiving hateful con-
tent can be detrimental to the mental health of vic-
tims and create a sense of insecurity (Saha et al.,
2019; Siegel, 2020; Dreißigacker et al., 2024), de-
termining the need to mitigate hate. In this context,
counterspeech represents a promising strategy to
oppose online hate, since it can be more effective
than other moderation procedures (Benesch, 2014;
Schieb and Preuss, 2016), while also protecting
free speech (Kiritchenko et al., 2021). Because of
its potential effectiveness, counterspeech has been
investigated by non-governmental organisations

(NGOs) as a possible strategy to fight online hate.
An example of hate speech (HS) and counterspeech
(CS) from Fanton et al. (2021) is shown here:1

HS: Women are basically childlike, they remain this way
most of their lives. Soft and emotional. It has devastated
our once great patriarchal civilizations.

CS: Without softness and emotions there would be just
brutality and cruelty. Not all women are soft and emotional
and many men have these characteristics. To perpetuate
these socially constructed gender profiles maintains patri-
archal norms which oppress both men and women.

Given the amount of hateful content produced,
an increasing number of Natural Language Pro-
cessing (NLP) studies have begun to address the
task of automatic counterspeech classification and
generation. However, the settled definitions and
best practices required to unify these efforts are
still missing. While prior surveys largely focused
on the effectiveness of deploying counterspeech in
the real world (Chaudhary et al., 2021; Adak et al.,
2022; Alsagheer et al., 2022; Chung et al., 2023),
we offer a complete step-by-step guide on how to
conduct NLP research on counterspeech for both
newcomers and experts. In particular, we exten-
sively review existing NLP studies and resources
on counterspeech, propose common concepts and
best practices, and point out the limitations and
open challenges of what has been done so far. Af-
ter providing some background (§2), the guide is
articulated in three steps: task design, data selec-
tion and evaluation (§3, §4, §5, respectively).2 Fi-
nally, we discuss the open challenges in the field.
A complete description of the review methodology
we used is provided in Appendix A.1.

1Throughout the paper, examples are coded with the fol-
lowing colour boxes: red for hate speech, light blue for coun-
terspeech, and grey for everything else.

2These sections contain practical recommendations and
best practices, marked with the spanner symbol .
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2 Background

To better frame the concept of counterspeech we re-
view definitions that have been proposed for it, the
strategies that can be adopted, and several related
tasks.

2.1 Definitions

The most common definition of counterspeech is
that of Benesch (2014) and Schieb and Preuss
(2016), who identify it as non-aggressive textual
feedback that uses credible evidence, factual ar-
guments and alternative viewpoints. Other works
have focused on the relational nature of counter-
speech: it only exists in response to hate speech
(Mathew et al., 2019; Ashida and Komachi, 2022),
challenging, condemning it or providing an alter-
native viewpoint (Vidgen et al., 2021; Hangartner
et al., 2021). Also, it should explicitly condemn
hate or support an abused entity (He et al., 2021;
Vidgen et al., 2020). Finally, it is consequences-
oriented: it should discourage hate speech (Rieger
et al., 2018) and aim to change what people
think (Qian et al., 2019).

Although the terms counterspeech and counter
narrative both rely on the idea that “the strategic
response to hate speech is more speech” (Bielefeldt
et al., 2011), in the social sciences counter narra-
tives are representations that challenge dominant
views in the areas of education, propaganda and
public information (Benesch et al., 2016b).3

Nevertheless, in the NLP studies included in this
survey, these terms have been used interchangeably.
Accordingly, we analyse works focusing on both
“counter narratives” and “counterspeech”, but use
the latter term, which we consider to be more
appropriate.

2.2 Strategy taxonomies

Counterspeech can be distinguished by the strat-
egy (or strategies) it employs. The most com-
mon taxonomy is that proposed by Benesch et al.
(2016b), who distinguish seven types of counter-
speech: Presenting facts to correct misstatements
or misperceptions, Pointing out hypocrisy or con-
tradictions, Warning of consequences, affiliation,
Denouncing hateful speech, Humor and sarcasm
and Tone. Mathew et al. (2019) split the latter cate-
gory into Positive and Hostile language, and Chung
et al. (2019) add Counter-questions on top of these.

3We refer to Chung et al. (2023) for a more detailed analy-
sis of this distinction.

Other taxonomies have been proposed by Qian et al.
(2019) and Vidgen et al. (2020): see Appendix A.2
for more details. However, not all strategies are
equally effective: using Hostile tone can backfire,
or discourage other counterspeakers from joining a
conversation (Benesch et al., 2016a). Mathew et al.
(2019) show how this type of counterspeech is not
well-accepted even by the communities in whose
favour it is produced, and provide this example:

CS: This is ridiculous!!!!!! I hate racist people!!!! Those
police are a**holes!!!

Similarly, Benesch et al. (2016a) advise that Warn-
ing of consequences should never turn into threats,
as they show in this positive example:

CS: Current and future employers will be able to see your
tweets, using the hashtag created to attack the chancellor
of your university, with misogynist and racist content.

An empathetic, polite and constructive tone is also
encouraged in guidelines written by counterspeech
movements such as Get the Trolls out.4

In subsection 3.1, we discuss the task of automated
identification of the strategies discussed here.

2.3 Related tasks

To better define counterspeech we describe its simi-
larities and differences to several related tasks.5

The first of these is hope speech, which indi-
cates comments with a constructive view of the
future and a peace-seeking intent (Palakodety et al.,
2019; Chakravarthi, 2020; Kumaresan et al., 2023;
García-Baena et al., 2023; Jiménez-Zafra et al.,
2023). However, as opposed to counterspeech,
hope speech does not necessarily reply to hate
speech or challenge a message with an opposing
stance:

Context: Video about COVID-19.

Reply: We will survive these things.

An overlapping phenomenon with hate speech
is online trolling: an aggressive online behaviour
seeking strong reactions for the sake of amusement
(Lee et al., 2022a). Various counter-trolling strate-
gies have been proposed. However, one of these
consists in reciprocating, while counterspeech writ-
ing guidelines discourage direct attacks on the in-
terlocutor:

4“Stopping hate: how to counter hate speech on Twitter”.
5A non-exhaustive list of available datasets for these tasks

can be found in Appendix A.3.
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Context: You gotta be a fucking idiot to be a sports fan
lmao

Reply: Aren’t u that guy who has to give ur neighbors the
biannual update that ur a sex offender

Fraser et al. (2021) instead, address stereotypes
by generating anti-stereotype words rather than
true counterspeech while Allaway et al. (2022) pro-
vide counterstatements to essentialist beliefs (i.e.
generalizations about a group):

Context: I speak English, I don’t speak libt*rd

Reply: Conservatives can also be stupid.

Even if counterspeech can contain anti-
stereotyping messages, not all counterspeech
strategies, such as asking clarifying questions (e.g.
What do you mean by “libt*rd”?), address the
essentialist belief implicit in a text.

Other existing work has focused on making mod-
els better while handling dangerous or unsafe sit-
uations. Kim et al. (2022a) present a dataset of
prosocial dialogues, i.e. conversations in which
the speaker responds to potentially unsafe situa-
tions by promoting respect for social norms. As
opposed to counterspeech, these responses are di-
rected to unsafe rather than hateful texts, as in this
example:

Context: I saw someone overdose and didn’t tell anyone.

Reply: First of all, that must have been a terrifying situa-
tion. It was your responsibility to help the person in need
though. If people find out that you saw the person overdose
and didn’t help, they will certainly not think highly of your
behaviour either.

Alternatively, detoxification (Laugier et al.,
2021; Logacheva et al., 2022) consists in rephras-
ing toxic comments with civil wording: however,
this does not address any possible underlying hate-
ful content, as shown by the following example.

Context: you now have to defend this clown along with his
jewish corruption.

Detoxified: you now have to defend this guy from his
jewish ties.

Ung et al. (2022) make models open in receiv-
ing feedback from users about safety failures of
their generated content. Although this feedback
resembles denouncing counterspeech, they tackle
model-generated rather than user-generated hate
speech:

Context: I am getting a kick out of watching you try to
think you have value in the family.

Reply: no need to attack someone because you think dif-
ferently.

Another related task is counter-argumentation
generation (Hua and Wang, 2018, 2019; Hua et al.,
2019; Alshomary et al., 2021; Alshomary and
Wachsmuth, 2023). Still, a logically valid counter-
argument is not necessarily a good counterspeech,
as shown in this example from Fanton et al. (2021):

Context: We should kill all the jews.

Reply: There are many alternatives to removing jews, such
as converting them to another religion (e.g. Buddhism).

Finally, misinformation countering consists of
justifying the veracity of a statement (Stammbach
and Ash, 2020; Kotonya and Toni, 2020; Jolly et al.,
2022; Ma et al., 2023; He et al., 2023a; Russo et al.,
2023a,b).6 These justifications can have some char-
acteristics in common with counterspeech, e.g. be-
ing polite, fluent and relevant (He et al., 2023a;
Russo et al., 2023a). However, counterspeech does
not always contain evidence, and a factually inac-
curate claim is not necessarily hateful, as shown in
this example from Russo et al. (2023a):

Context: 11,000 of 13,000 knife attacks in London were
carried out by Muslim migrants.

Reply: This claim is baseless as information on offend-
ers’ religion and nationality is not held by the authorities.
Regardless, the claim is implausible.

3 Step 1: Design your task

The first step is to select which counterspeech
task(s) to tackle. We discuss studies covering clas-
sification, selection and generation, and derive pos-
sible best practices from them.

3.1 Classifying counterspeech
Classification can help to understand counterspeech
dynamics and to collect counterspeech data. We
consider three sub-tasks.

CS detection. Several works focus on detecting
counterspeech as opposed to: non-counterspeech
(Mathew et al., 2019; Goffredo et al., 2022; Al-
banyan et al., 2023a), hate speech (Garland et al.,
2020), hate speech and neutral instances (Möhle

6We refer readers to He et al. (2023b)’s survey, which
analyses approaches to crowd-based and effective counter-
misinformation.
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et al., 2023; Yu et al., 2022; Shah et al., 2022; He
et al., 2021; Vidgen et al., 2021), and among Hos-
tility, Criticism and Non-related instances (Vidgen
et al., 2020). Finally, Goffredo et al. (2022) also
identified messages supporting counterspeech.

User classification. Only Mathew et al. (2020)
worked on classifying Twitter users into hateful
or counterspeakers: this task can be useful for a
platform to intervene early and demote hateful ac-
counts, while promoting counterspeech.

Strategy classification. Detecting the coun-
terspeech strategies7 used (Mathew et al., 2019;
Chung et al., 2021a) can help to analyse their
effectiveness and develop more fine-grained
responses. Similarly, Albanyan and Blanco (2022)
identify counterspeech, determining whether it
provided a justification, attacks the author of the
hate speech, or includes additional hate.

While some of these classification studies employ
only traditional classifiers (Mathew et al., 2020;
Shah et al., 2022), others compare them with neu-
ral models, showing that the latter perform better or
comparably well than the first (Mathew et al., 2019;
He et al., 2021; Vidgen et al., 2021). Most studies
employ only neural models and experiment with
different types of input, showing how including the
context (e.g. the hate speech) helps to reduce false
negatives (Vidgen et al., 2021; Yu et al., 2022; Al-
banyan and Blanco, 2022). In fact, hate speech and
counterspeech can share similar textual features to
some extent, making it difficult to automatically
distinguish them without further context (Möhle
et al., 2023). Better counterspeech detection per-
formance is obtained by pretraining the models on
similar tasks, such as stance (Yu et al., 2022) or
emotion detection (Albanyan and Blanco, 2022).

The most common errors in counterspeech classi-
fication arise when the text is complex and contains
irony or sarcasm (Goffredo et al., 2022; Albanyan
and Blanco, 2022), negation (Yu et al., 2022), or
when more context is needed to disentagle counter-
speech from other categories (Vidgen et al., 2021).
Another problem, common to hate speech detection,
is lexical overfitting to specific terms or swearwords
(Vidgen et al., 2020; Yu et al., 2022). In other cases,
errors might arise from the annotation itself (Vidgen
et al., 2020). Using a large enough dataset with high-
quality annotation can help to reduce such errors.

7See subsection 2.2 for an overview of counterspeech strat-
egy taxonomies.

3.2 Selecting counterspeech responses

One way to produce counterspeech consists of se-
lecting from a pool of possible responses that can
be obtained via over-generation (Zhu and Bhat,
2021). Alternatively, the candidates can be re-
trieved from a counterspeech dataset: Chung et al.
(2021c) rely on a tf-idf information retrieval model,
while Akazawa et al. (2023) employ the implicit
stereotype of the hate speech to make a selection
via cosine similarity. It is also possible to select
counterspeech among non-counterspeech content
available online, e.g. from Twitter (Möhle et al.,
2023) or online articles (Albanyan et al., 2023a).

Filtering a social media dataset containing both
counterspeech and non-counterspeech instances does
not produce a larger amount of counterspeech than a
random sample (Möhle et al., 2023). Thus, selection
seems particularly useful to obtain the most appropri-
ate response to a specific hate speech when a pool of
gold (Akazawa et al., 2023; Chung et al., 2021c) or
silver (Zhu and Bhat, 2021) counterspeech is already
available, rather than filtering out non-counterspeech
instances.

3.3 Generating counterspeech

Suitable counterspeech can take many forms: we
outline non-exhaustive desirable aspects of counter-
speech (knowledge, personality, style), and report
relevant techniques for generation (fine-tuning and
prompting, translation).

Knowledge guided generation. Both Chung
et al. (2021b) and Jiang et al. (2023) structure this
task in two phases: first the extraction of relevant
knowledge from an external source, and secondly
the generation of knowledge-augmented counter-
speech. For the first phase, Chung et al. (2021b)
used extracted keyphrases to select sentences from
Wikipedia articles and news datasets, while Jiang
et al. (2023) rely on stance consistency, semantic
overlap rate, and fitness for hate speech to construct
a knowledge repository from the ChangeMyView
subreddit.

Personality guided generation. Examples of
this approach are de los Riscos and D’Haro (2021),
who employed the PersonaChat dataset to fine-tune
a model provided with a dynamic persona profile
or dialogue history as input during generation, and
Doğanç and Markov (2023), who experimented
with both fine-tuning and few-shot prompting to
incorporate the profiling information and obtain
personalized counterspeech.
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Style guided generation. Here, we include all
other stylistic features addressed during generation.
To enhance specificity, Bonaldi et al. (2023) em-
ploy two attention-based regularization techniques
to include a broader context during training and
generation, while Furman et al. (2023a) focus on
the argumentative information present in the hate
speech to guide the generation towards particular
response strategies. Other works target multiple as-
pects at the same time: Saha et al. (2022) simultane-
ously control for the politeness, detoxification and
emotion in the generated counterspeech. Finally,
Gupta et al. (2023) propose a two stage-framework
for generating counterspeech conditioned on five
different strategies (i.e. informative, denouncing,
question, positive, and humour).

Despite the importance of knowledge-driven gen-
eration, correcting misinformation alone is not suffi-
cient and can lead to higher levels of violence (Carthy
and Sarma, 2023). For this reason, taking into con-
sideration other aspects is fundamental: for exam-
ple, Hangartner et al. (2021) showed how empathy-
based counterspeech can have an impact, however
small, in reducing hate speech. Moreover, generating
counterspeech with specific strategies according to
the targeted community can be particularly effective,
and in general, maintaining a polite tone is recom-
mended (Mathew et al., 2019).

Fine-tuning and prompting. The most com-
monly employed approach for counterspeech gen-
eration is fine-tuning a language model on a coun-
terspeech dataset (e.g. Qian et al., 2019; Tekiroglu
et al., 2022; Halim et al., 2023). However, recent
advances have allowed generation of counterspeech
via few-shot (Ashida and Komachi, 2022; Furman
et al., 2023a; Vallecillo-Rodríguez et al., 2023;
Doğanç and Markov, 2023), one- and zero-shot
prompting (Mun et al., 2023; Zheng et al., 2023).

Translation and low-resourced languages.
Chung et al. (2020) generate Italian counterspeech
by fine-tuning a model on a combination of gold
and silver Italian data obtained via translation.
Also Vallecillo-Rodríguez et al. (2023) rely on
translated examples from Chung et al. (2021b) to
create a Spanish corpus via few-shot prompting.
Finally, Furman et al. (2023a) include Spanish
examples in their generation task.

Prompting allows generation of counterspeech in
a low computationally intensive way: however, given
the specificity of the task, few-shot prompting is pre-
ferred over one- and zero-shot prompting. Moreover,
clear and specific instructions should be given to the
model to obtain more fine-grained replies. In par-
ticular, both Hassan and Alikhani (2023) and Mun
et al. (2023) show how LLMs tend to use general
strategies such as denouncing, comment or correc-
tion when generating counterspeech without specific
indications. Another viable strategy to obtain data in
low-resourced scenarios is translation, as shown by
Chung et al. (2020) and Vallecillo-Rodríguez et al.
(2023), who respectively use silver translated data
alone or together with gold data in the language of
interest to generate responses in Spanish and Italian.

4 Step 2: Select the data

After task design, the next choice is whether to col-
lect a new dataset or to use an already existing one.
We will discuss the use-cases of the main counter-
speech collection procedures, and then detail the
characteristics of available counterspeech datasets.

4.1 Collecting your own data

Collecting data entails specific consequences ac-
cording to the chosen strategy (Tekiroğlu et al.,
2020): we summarise them below and in Table 1.

Coll. Data type Quant. Conf. Div. Non-eph.

Crawl. Real ✓ - ✓ -
Crowd. Simulated ✓ ✓ - ✓
Niche. Simulated - ✓ ✓ ✓
Hybr. Synthetic ✓ ✓ ✓ ✓
Auto. Synthetic ✓ ✓ - ✓

Table 1: Data type, quantity, conformity to coun-
terspeech writing guidelines, diversity and non-
ephemerality of counterspeech collected with different
procedures.

Crawling. This consists of scraping real coun-
terspeech from sources such as Youtube (Mathew
et al., 2019), Twitter (e.g. Mathew et al., 2020;
Vidgen et al., 2020; Goffredo et al., 2022) , Red-
dit (Yu et al., 2022; Vidgen et al., 2021; Hassan
and Alikhani, 2023), and online articles (Albanyan
et al., 2023a). Crawling can guarantee high quan-
tity and diversity of data. However, responses in the
wild do not always conform to counterspeech guide-
lines, as shown in this example from Albanyan and
Blanco (2022):

HS: on my way to f**k your b**ch.

CS: But my b**ch is your mamma
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To tackle such problems, Hassan and Alikhani
(2023) manually remove offensiveness and first-
person references from their crawled data. Further-
more, relying on lists of keywords or users may not
capture the entirety of available counterspeech. Fi-
nally, crawled data might be ephemeral, hindering
reproducibility8 (Klubicka and Fernández, 2018).

Crowdsourcing. Qian et al. (2019) and Furman
et al. (2022, 2023a) rely on non-expert annotators
to manually produce counterspeech. With crowd-
sourcing (Crowd.) it is possible to obtain a high
quantity of data, although these often contain sim-
ple and poorly varied arguments. For example,
a large amount of human-written counterspeech
can consist in denouncing the hate speech: even if
this is an acceptable strategy, it represents a simple
form of reply, as shown in this example from Qian
et al. (2019):

HS: Like... I literally addressed this point and you com-
pletely ignore it, like a stupid retard nigger.

CS: Stop using racist and medical conditions as an insult.

Nichesourcing. This relies on experts to produce
counterspeech (Chung et al., 2019, 2021b). Nich-
esourcing (Niche.) can guarantee the highest qual-
ity data in terms of syntactic variety and semantic
complexity. However, it is also the most expen-
sive strategy, making it difficult to obtain a large
quantity of data.

Hybrid and fully automated collection. Hybrid
approaches (Hybr.) exploit a combination of au-
tomatic and manual intervention to collect data.
Tekiroğlu et al. (2020) propose an author-reviewer
architecture where a generation model (author) pro-
duces hate speech and counterspeech data, and hu-
man reviewers filter and post-edit the generated
data. This strategy is then employed by both Fan-
ton et al. (2021) and Bonaldi et al. (2022a). Below,
an example of counterspeech post-editing from Fan-
ton et al. (2021) is shown:

HS: Transgenders want to rape our children.

CS: This is not true. Maybe they are worried because of
the rise in hate crimes, incidents of which are down to 28
percent, since 2014.

CSpe: This is not true. Maybe you should be worried about
the rise in hate crimes against queers, incidents of which
are almost doubled since 2014.

8Albanyan and Blanco (2022) and Albanyan et al. (2023b)
include only the Tweets IDs and not the full texts.

Ashida and Komachi (2022) and Vallecillo-
Rodríguez et al. (2023) fully rely on generative
models to produce counterspeech (Auto.): human
annotators do not intervene.

Crawling is the most common data collection
procedure used in the wild to gather counterspeech.
However, nichesourcing can generate the highest-
quality responses, since it benefits form expert knowl-
edge. If expertise is limited, partially automatising
data collection via a combination of a fine-tuned
model and human post-editing can be a good solution.
If expertise is extremely limited, non-expert annota-
tors or a classifier (Hassan and Alikhani, 2023) can
prefilter the data prior to expert validation (Tekiroğlu
et al., 2020). Alternatively, non-expert annotators
can be trained, following the procedure described
in Appendix A.4. However, we discourage relying
solely on automatic counterspeech collection without
human intervention, given the sensitivity of this task.

4.2 Choosing from existing datasets

An efficient alternative to data collection is select-
ing among available counterspeech datasets. We de-
scribe them along several dimensions, summarised
in Table 2, to facilitate the choice of most suitable
dataset for specific research needs.

Shape of the interactions. Available datasets can
be divided into four main groups according to the
type of interaction they contain. Single comments
(Single c.) are individually labeled as hate speech,
counterspeech, or other classes, without further
conversational context, and often come from social
media platforms such as Twitter or Reddit (Vid-
gen et al., 2020, 2021; He et al., 2021). Pairs of
hate speech and their related counterspeech are
the most widely diffused type of interaction en-
coded in available datasets (e.g. Chung et al., 2019;
Goffredo et al., 2022; Vallecillo-Rodríguez et al.,
2023). Alternatively, pairs with context (Pairs+c.)
include a longer conversational context, such as
previous or subsequent comments (Mathew et al.,
2019; Qian et al., 2019; Albanyan et al., 2023b).
Finally, Bonaldi et al. (2022a) present hate speech
and counterspeech dialogues (Dialog.) including
multiple counterspeech turns.

Targets of hate. Most studies include multiple
targeted minorities: the most represented are Jews,
Blacks, and LGBT (Mathew et al., 2019). Addition-
ally, Chung et al. (2021b), Bonaldi et al. (2022a)
and Vallecillo-Rodríguez et al. (2023) consider Mi-
grants, Muslims, and Women, Hassan and Alikhani
(2023) cover Disabled people, and Fanton et al.
(2021) include Overweight and Romani people on
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Dataset Size # CS Interact. Coll. Source Lang. Tar. Add.

Mathew et al. (2019) 13,924 6,898 Pairs + c. Crawl. YouTube EN ✓ ✓
Chung et al. (2019) 14,988 14,988 Pairs Nich. NGOs op. EN/FR/IT ✓ ✓
Qian et al. (2019) 16,845 29,388 Pairs + c. Crowd. Reddit, Gab EN - -
Mathew et al. (2020) 1,290 1,290 Pairs Crawl. Twitter EN - ✓
Vidgen et al. (2020) 20,000 116 Single c. Crawl. Twitter EN ✓ -
He et al. (2021) 2,290 517 Single c. Crawl. Twitter EN ✓ ✓
Vidgen et al. (2021) 27,494 220 Single c. Crawl. Reddit EN - -
Chung et al. (2021b) 195 195 Pairs Niches. NGO op. EN ✓ ✓
Fanton et al. (2021) 5,003 5,003 Pairs Hybr. NGOs op. EN ✓ -
Yu et al. (2022) 6,846 1,622 Pairs Crawl. Reddit EN - ✓
Albanyan and Blanco (2022) 5,652 1,149 Pairs Crawl. Twitter EN - ✓
Bonaldi et al. (2022a) 3,059 8,311 Dialog. Hybr. NGOs op. EN ✓ -
Ashida and Komachi (2022) 348 306 Pairs Autom. Autom. EN - ✓
Goffredo et al. (2022) 624 81 Pairs Crawl. Twitter IT ✓ ✓
Furman et al. (2022) 2,055 2,055 Pairs Crowd. Basile et al.

(2019)
ES - ✓

Furman et al. (2023a) 2,077 2,077 Pairs Crowd. Furman et al.
(2023b)

EN/ES - -

Vallecillo-Rodríguez et al. (2023) 238 238 Pairs Autom. Chung et al.
(2021b)

ES ✓ ✓

Hassan and Alikhani (2023) 3,900 250 Pairs Crawl. Reddit EN ✓ ✓
Albanyan et al. (2023b) 2,621 1,685 Pairs + c. Crawl. Twitter EN - ✓
Albanyan et al. (2023a) 54,816 2,365 Pairs Crawl. Web articles EN ✓ -

Table 2: Available datasets, according to their size, nr. of counterspeech interaction type, data collection procedure,
source, language, target, and additional information. The data size and the number of counterspeech refer to the
interactions shape (e.g. 5,003 pairs), except for Qian et al. (2019) and Bonaldi et al. (2022b) where the number of
effective counterspeech turns is shown.

top of these. Other studies focus on a single target:
in particular, Chung et al. (2019) on Islamophobia,
whereas He et al. (2021) and Vidgen et al. (2020)
on COVID-19 related Asian hate. Only Fanton et al.
(2021) include, in a few examples, intersectional
hate, i.e. hate directed towards people belonging to
multiple minorities, such as black women. Finally,
Albanyan et al. (2023a) is the only research to ad-
dress hate towards individuals, rather than groups.

Types of hate addressed. Chung et al. (2019)
identify hate speech according to the sub-topic it
covers: culture, economics, crimes, rapism, women
oppression, history and other/generic. Vidgen et al.
(2020) make different levels of distinctions accord-
ing to the offensiveness intensity (Hostility and
Criticism) and category (Interpersonal abuse, Use
of threatening language or Dehumanization). Fi-
nally, Vidgen et al. (2021) distinguish hate accord-
ing to the addressed entity (an identity, an affiliation
or an identifiable person) and category (derogation,
animosity, threatening, dehumanization or glorifi-
cation of hateful entities).

Languages. Most existing datasets are in English,
with only a few covering French (Chung et al.,
2019), Italian (Chung et al., 2019; Goffredo et al.,
2022), and Spanish (Furman et al., 2022, 2023a;

Vallecillo-Rodríguez et al., 2023).

Additional information. Other information
present in these datasets include the counterspeech
strategy (Mathew et al., 2019; Chung et al., 2019;
Mathew et al., 2020; Goffredo et al., 2022, see Sec-
tion 2.2). Similarly, Albanyan and Blanco (2022)
specify whether the counterspeech contains a jus-
tification or attacks the author, and if it is not a
counterspeech whether it agrees with the hater or
adds additional hate. Albanyan et al. (2023b) do the
same but for replies to counterspeech. Others have
considered the discourse9 (Hassan and Alikhani,
2023) and the argumentative strategy countering
the hate speech (Furman et al., 2022, 2023a).

Then, there can be contextual information on
social media platforms data, such as the title of the
discussion (Yu et al., 2022), the list of replies and
the timestamp (Mathew et al., 2019), the number
of likes and replies (Mathew et al., 2019), or the
ego network of the users (He et al., 2021).

Other aspects are the annotator demograph-
ics, (Chung et al., 2019), or the human annota-
tions: Ashida and Komachi (2022) and Vallecillo-
Rodríguez et al. (2023) include the counterspeech
offensiveness, stance and informativeness. Further

9From the Segmented Discourse Representation Theory
(Asher and Lascarides, 2003)
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fine-grained information include knowledge sen-
tences (Chung et al., 2021b) and paraphrases of
crawled counterspeech via the removal of offen-
siveness and first-person references (Hassan and
Alikhani, 2023).

The choice of the dataset should be driven by task
design. It is important to consider the dataset size
and the actual number of counterspeech instances: a
few examples can be enough for few-shot prompting,
while larger datasets are beneficial for fine-tuning or
selection tasks. Additionally, the source and proce-
dure of data collection can affect the structure, style,
and strategies of the included counterspeech (e.g.
Tweets are shorter, crowdsourced data often contain
denouncing counterspeech). Finally, any additional
information can be decisive according to the specific
goal of the study, e.g. the knowledge sentences in the
dataset by Chung et al. (2019) for knowledge-driven
generation.

5 Step 3: Evaluate

Next, we look at the literature on evaluating coun-
terspeech based on the tasks discussed in §3.10

5.1 Evaluating classification

When gold test data is available, performance can
be assessed via F1, precision, recall, accuracy, and
confusion matrices. Moreover, in multi-label sce-
narios (e.g. counterspeech employing multiple
strategies), hamming loss is recommended as it can
better capture model performance by considering
the ratio of true classes in a prediction rather than a
hard right prediction (Mathew et al., 2019). Finally,
human judgement can be compared to classifiers to
verify their performance (Garland et al., 2020), and
qualitative error analysis can help to better under-
stand the specific flaws of a model (Vidgen et al.,
2020, 2021; Goffredo et al., 2022; Yu et al., 2022).

5.2 Evaluating generation

Standard evaluation metrics can be grouped into
extrinsic (measuring the potential impact of a sys-
tem on its related tasks or on achieving its overall
goals) and intrinsic measures (assessing the system
output in isolation, Walter, 1998).

Extrinsic evaluation. So far, only Chung et al.
(2021c) have focused on this kind of evaluation.
To assess how effective their counterspeech sugges-
tion tool was in empowering NGO operators during
hate countering, the operators were asked to eval-
uate their user experience through a questionnaire

10The metrics described in §5.2 are meant for evaluating
generation tasks, but they can be used for selection too.

(Laugwitz et al., 2008) and open-ended qualitative
questions.11

Intrinsic automatic metrics. Some of these met-
rics centre on the comparison between generation
and references using criteria such as linguistic sur-
face (Papineni et al., 2002; Lin, 2004), novelty
(Wang and Wan, 2018), and semantic similarity
(Zhang et al., 2019). Furthermore, some work
measures the quality of counterspeech generation
based on fine-grained characteristics, such as tox-
icity (Google Jigsaw, 2022), informativeness (Fu
et al., 2023), factuality (Fu et al., 2023), repetitive-
ness (Bertoldi et al., 2013; Cettolo et al., 2014),
linguistic acceptability, politeness, emotion (Saha
et al., 2022), stance and relevance to the input (i.e.
the hate speech, Schütze, 2008; Halim et al., 2023).

Human evaluation. Several factors should be
considered, such as evaluation criteria, scale (e.g.
ranking vs. Likert or sliding scale), and annotators
(e.g. experts vs. crowd). The common approach
is to ask annotators to judge responses on a scale
(e.g. of 1 to 5) based on aspects including suitable-
ness and specificity (Chung et al., 2021b; Tekiroğlu
et al., 2022; Bonaldi et al., 2023), grammaticality
(Chung et al., 2020; Zhu and Bhat, 2021), coher-
ence and informativeness (Chung et al., 2021b).

While intrinsic automatic metrics can capture
the overall performance of generation systems at
scale, some of these lack interpretability and correla-
tion with human evaluation (Belz and Reiter, 2006;
Novikova et al., 2017). Considering the complexity
of hate mitigation, human evaluation is a more re-
liable approach. Most previous work uses experts
or trained annotators for manual evaluation. Since
the choice of the best response is subjective, it is
desirable to enlist diverse annotators (e.g. in regard
to gender and educational level, Waseem et al., 2017;
Sap et al., 2019; Abercrombie et al., 2023) or users
identifying with the potential recipients of counter-
speech such as perpetrators and bystanders.

6 Open challenges

Drawing from the surveyed literature, we highlight
key open challenges in counterspeech research.

Language and culture. Hate speech is not only
linguistically, but also culturally specific. There-
fore, it requires culturally specific responses. For
example, in Spanish, the same words can convey
discriminatory connotations depending on the coun-
try in which they are used (Castillo-López et al.,

11For a detailed discussion on evaluating the impact of
counterspeech in real-life scenarios, see Chung et al. (2023).
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2023). Moreover, the same groups can be subject to
different stereotypes associated with the historical
events of their location (Laurent, 2020).

Sources of hate. A level of granularity not yet
considered for counterspeech design is the identity
of the hate speech perpetrator. This, in turn, can
be considered together with cultural and geograph-
ical factors, to produce counterspeech tailored to
specific targets (e.g. Italian neonazis).

Types of hate. Studies on counterspeech are
mostly centred on explicit hate with only a few
addressing stereotypes, prejudice or biases (Mun
et al., 2023). Such implicit hate often contains
complex linguistic forms with indirect sarcasm or
humour (Waseem and Hovy, 2016; Fortuna and
Nunes, 2018), and can be generic (“boys play with
trucks”, Rhodes et al., 2012; Leslie, 2014), posing
challenges in how to mitigate it (Buerger, 2022).

Hallucinations. Even if counterspeech does not
necessarily need to contain factual evidence (§2.3),
it can be effective in highlighting the absurdity
of hate speech. However, a challenge in open-
ended generation is hallucinations.12 One way
to address this is to rely on external knowledge
sources (Chung et al., 2021b; Jiang et al., 2023):
here, RAG systems (Lewis et al., 2020; Ram et al.,
2023) are a promising research direction. Alterna-
tively, inaccurate text can be detected in the genera-
tion (Manakul et al., 2023). Finally, counterspeech
should be placed in the right temporal context to
be more effective: knowledge-grounded generation
can help to produce more time-relevant responses.

Evaluation. As discussed in Section 5, existing
evaluation metrics are limited. It would be desir-
able to create test suites analysing different func-
tionalities of counterspeech generation models; e.g.
testing models’ capacity to generate counterspeech
directed at specific types of hate with certain strate-
gies (similar to the HateCheck initiative, Röttger
et al., 2021). Additionally, the definition of good
counterspeech is subjective and should be user-
oriented (e.g. assessed by the target audience).
Hence, an ideal evaluation could involve gathering
multiple perspectives on suitable counterspeech.

Biases in data collection. Possible biases can
emerge from various choices taken during data col-
lection. Firstly, the data source can strongly affect

12I.e, text nonsensical or unfaithful to the provided source
input (Ji et al., 2023), often with factually incorrect content.

content and style. With crawling, collecting texts
from a specific platform will determine its length,
style and topics, mainly representing the users of
that platform and thus not being highly generalis-
able. With crowdsourcing and nichesourcing, it
should be considered that annotators have differ-
ent sensitivity to hate, according to their country
of origin (Lee et al., 2023), their belonging to a
targeted minority, and their personal experiences.
This can have a considerable impact on the con-
tent of the counterspeech they write too. Moreover,
non-experts recur more often to simpler counter-
speech strategies such as denouncing than experts
(Tekiroğlu et al., 2020). Choice of annotators also
creates similar possible biases to human evalua-
tion, as discussed above and in section 5.2: for all
these reasons, it is better to recruit a diverse set
of annotators, if possible. Finally, bias can also
originate from the other factors already discussed,
i.e. the considered targets of hate, language and
geographical/temporal context of the collected data.
In general, it is always preferable to provide newly
introduced datasets with a dataset card13 to inform
users on how to responsibly employ the data, limit-
ing the emergence of possible harms.

7 Conclusion

We presented a thorough review of 43 NLP studies
on counterspeech. This is organised as a step-by-
step guide, intended for those approaching counter-
speech from an NLP perspective. First, we framed
counterspeech and its strategies, distinguishing it
from other similar tasks. Then, we structured the
subsequent sections as progressive steps to under-
take when approaching counterspeech research in
NLP: in these sections, we relied on the literature to
provide insights into the consequences each choice
might imply. Finally, we point out open challenges
in the field. Counterspeech represents a promising
approach to tackling online hate, and NLP can po-
tentially provide the tools to make it scalable. How-
ever, an efficient system is not necessarily a good
system: researchers operating in this area must be
aware of the consequences entailed by each of their
choices, to avoid spreading further harm.

13https://huggingface.co/docs/hub/
datasets-cards
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Limitations

To an external reader, the number of papers in-
cluded in this study might seem small: this is both
because relatively little attention has still been de-
voted to this topic, and because we made the spe-
cific choice of focusing only on NLP papers propos-
ing one or more of the following contributions:
a dataset, a classification, selection or generation
task. In this survey, we included studies from Sco-
pus, arXiv and the ACL Anthology, following the
methodology of previous abusive language surveys
in the NLP domain (Chung et al., 2023; Vidgen and
Derczynski, 2020). Our search was conducted us-
ing keywords, which might not be comprehensive
of all the available studies on counterspeech but
represents a reasonable compromise for searching
in such huge databases. Moreover, all the authors
already had research experience in counterspeech
and thus had a personal list of counterspeech stud-
ies collected over the years—all of which were
retrieved with the automated search process.

Ethical considerations

In addition to potential legal issues (see Chung
et al., 2023, for a discussion of this), engag-
ing in counterspeech has important social conse-
quences: for this reason, many precautions should
be adopted when dealing with it, similarly to other
abusive language related domains. First of all, re-
searchers and potential annotators involved in any
counterspeech task should prioritise their mental
well-being: prolonged exposure to abusive con-
tent can have negative effects, that can be avoided
by following the mitigation measures described by
Vidgen et al. (2019a) and Kirk et al. (2022) (see Ap-
pendix A.4 for more details). For what regards data
collection and distribution, synthetic data represent
a viable option to preserve users privacy. Moreover,
using simulated hate speech that are simple and
stereotyped can avoid possible negative outcomes
such as training a language model on hate speech
generation. However, if the collected data are real,
it is important to ensure that this does not interfere
with the online activities of counterspeakers. For
example, if the counterspeech included in a dataset
are obtained by scraping from a list of activists’ ac-
counts, malicious users might reverse-search these
texts, and identify the operators’ accounts, thus ex-
posing them to possible attacks. Finally, regarding
the deployment of generation systems in real-life
scenarios, human supervision is still necessary: the

risks of hallucinations and abusive generation are
still too high to fully automate the task of counter-
speech production in the wild.

Acknowledgements

Gavin Abercrombie was supported by the EPSRC
project ‘Equally Safe Online’ (EP/W025493/1).
Yi-Ling Chung was supported by the Ecosys-
tem Leadership Award under the EPSRC Grant
EPX03870X1 & The Alan Turing Institute.

3489



References
Gavin Abercrombie, Aiqi Jiang, Poppy Gerrard-abbott,

Ioannis Konstas, and Verena Rieser. 2023. Resources
for automated identification of online gender-based
violence: A systematic review. In The 7th Workshop
on Online Abuse and Harms (WOAH), pages 170–
186, Toronto, Canada. Association for Computational
Linguistics.

Sayantan Adak, Souvic Chakraborty, Paramita Das,
Mithun Das, Abhisek Dash, Rima Hazra, Binny
Mathew, Punyajoy Saha, Soumya Sarkar, and Ani-
mesh Mukherjee. 2022. Mining the online in-
fosphere: A survey. Wiley Interdisciplinary Re-
views: Data Mining and Knowledge Discovery,
12(5):e1453.

Nami Akazawa, Serra Sinem Tekiroğlu, and Marco
Guerini. 2023. Distilling implied bias from hate
speech for counter narrative selection. In Proceed-
ings of the 1st Workshop on CounterSpeech for On-
line Abuse (CS4OA), pages 29–43, Prague, Czechia.
Association for Computational Linguistics.

Abdullah Albanyan and Eduardo Blanco. 2022. Pin-
pointing fine-grained relationships between hateful
tweets and replies. In Proceedings of the AAAI Con-
ference on Artificial Intelligence, volume 36, pages
10418–10426.

Abdullah Albanyan, Ahmed Hassan, and Eduardo
Blanco. 2023a. Finding authentic counterhate argu-
ments: A case study with public figures. In Proceed-
ings of the 2023 Conference on Empirical Methods in
Natural Language Processing, pages 13862–13876,
Singapore. Association for Computational Linguis-
tics.

Abdullah Albanyan, Ahmed Hassan, and Eduardo
Blanco. 2023b. Not all counterhate tweets elicit the
same replies: A fine-grained analysis. In Proceed-
ings of the 12th Joint Conference on Lexical and
Computational Semantics (*SEM 2023), pages 71–
88, Toronto, Canada. Association for Computational
Linguistics.

Tariq Alhindi, Savvas Petridis, and Smaranda Mure-
san. 2018. Where is your evidence: Improving fact-
checking by justification modeling. In Proceedings
of the first workshop on fact extraction and verifica-
tion (FEVER), pages 85–90.

Emily Allaway, Nina Taneja, Sarah-Jane Leslie, and
Maarten Sap. 2022. Towards countering essential-
ism through social bias reasoning. In Proceedings
of the Second Workshop on NLP for Positive Impact
(NLP4PI), Abu Dhabi, United Arab Emirates (Hy-
brid). Association for Computational Linguistics.

Dana Alsagheer, Hadi Mansourifar, and Weidong Shi.
2022. Counter hate speech in social media: A survey.

Milad Alshomary, Shahbaz Syed, Arkajit Dhar, Martin
Potthast, and Henning Wachsmuth. 2021. Counter-
argument generation by attacking weak premises. In

Findings of the Association for Computational Lin-
guistics: ACL-IJCNLP 2021, pages 1816–1827.

Milad Alshomary and Henning Wachsmuth. 2023.
Conclusion-based counter-argument generation. In
Proceedings of the 17th Conference of the European
Chapter of the Association for Computational Lin-
guistics, pages 957–967.

N. Asher and A. Lascarides. 2003. Logics of Conversa-
tion. Studies in Natural Language Processing. Cam-
bridge University Press.

Mana Ashida and Mamoru Komachi. 2022. Towards
automatic generation of messages countering online
hate speech and microaggressions. WOAH 2022,
page 11.

Imran Awan and Irene Zempi. 2016. The affinity be-
tween online and offline anti-muslim hate crime: Dy-
namics and impacts. Aggression and violent behav-
ior, 27:1–8.

Valerio Basile, Cristina Bosco, Elisabetta Fersini, Deb-
ora Nozza, Viviana Patti, Francisco Manuel Rangel
Pardo, Paolo Rosso, and Manuela Sanguinetti. 2019.
Semeval-2019 task 5: Multilingual detection of hate
speech against immigrants and women in twitter. In
Proceedings of the 13th international workshop on
semantic evaluation, pages 54–63.

Anja Belz and Ehud Reiter. 2006. Comparing automatic
and human evaluation of NLG systems. In 11th con-
ference of the european chapter of the association for
computational linguistics, pages 313–320.

Susan Benesch. 2014. Countering dangerous speech:
New ideas for genocide prevention. Washington, DC:
United States Holocaust Memorial Museum.

Susan Benesch, Derek Ruths, Kelly P Dillon, Haji Mo-
hammad Saleem, and Lucas Wright. 2016a. Consid-
erations for successful counterspeech. Dangerous
speech project.

Susan Benesch, Derek Ruths, Kelly P Dillon,
Haji Mohammad Saleem, and Lucas Wright.
2016b. Counterspeech on twitter: A field
study. Dangerous Speech Project. Available
at: https://dangerousspeech.org/counterspeech-on-
twitter-a-field- study/.

Nicola Bertoldi, Mauro Cettolo, and Marcello Federico.
2013. Cache-based online adaptation for machine
translation enhanced computer assisted translation.
In MT-Summit, pages 35–42.

Heiner Bielefeldt, Frank La Rue, and Githu Muigai.
2011. Ohchr expert workshops on the prohibition of
incitement to national, racial or religious hatred. In
Expert workshop on the Americas.

Helena Bonaldi, Giuseppe Attanasio, Debora Nozza,
and Marco Guerini. 2023. Weigh your own words:
Improving hate speech counter narrative generation
via attention regularization. In Proceedings of the

3490

https://doi.org/10.18653/v1/2023.woah-1.17
https://doi.org/10.18653/v1/2023.woah-1.17
https://doi.org/10.18653/v1/2023.woah-1.17
https://aclanthology.org/2023.cs4oa-1.3
https://aclanthology.org/2023.cs4oa-1.3
https://aclanthology.org/2023.emnlp-main.855
https://aclanthology.org/2023.emnlp-main.855
https://doi.org/10.18653/v1/2023.starsem-1.8
https://doi.org/10.18653/v1/2023.starsem-1.8
http://arxiv.org/abs/2203.03584
https://books.google.fr/books?id=VD-8yisFhBwC
https://books.google.fr/books?id=VD-8yisFhBwC
https://aclanthology.org/2023.cs4oa-1.2
https://aclanthology.org/2023.cs4oa-1.2
https://aclanthology.org/2023.cs4oa-1.2


1st Workshop on CounterSpeech for Online Abuse
(CS4OA), pages 13–28, Prague, Czechia. Association
for Computational Linguistics.

Helena Bonaldi, Sara Dellantonio, Serra Sinem
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A Appendix

A.1 Methodology of the review
Figure 1 shows how the number of published coun-
terspeech papers is subject to a steady growth. To
select the studies reviewed in this survey, we fol-
low the PRISMA framework (Moher et al., 2010).
The main aim of this review is to provide a guide
for tackling counterspeech tasks in the NLP area.
Therefore, as inclusion criteria, we only include
publicly available papers presenting (i) a compu-
tational approach to (ii) text-based tasks that are
(iii) related to online counterspeech. In particular,
all the included papers either present a data collec-
tion, or concern classification, generation or selec-
tion tasks. Following previous reviews on counter-
speech and abusive language (Vidgen and Derczyn-
ski, 2020; Chung et al., 2023), we used three differ-
ent sources to select the publications of our interest:
the ACL Antology, Scopus and arXiv. First, we
searched in these databases for all the publications
including at least one of the following keywords:
counterspeech, counter-speech, counter speech,
counter narratives, counter-narratives, counter
hate, counter-hate, counterhate, hate countering,
countering online hate speech. Similarly to Vidgen
and Derczynski (2020), since Scopus includes a
much broader content, we limited the subject area
to Computer Science. The automatic selection re-
sulted in 156 papers from Scopus, 31 from arXiv
and 20 from the ACL anthology14. 23 duplicates
were removed. Then, two of the authors manu-
ally revised the automatically filtered publications:
first they considered only those which were NLP-
related (shown as NLP & CS in Figure 1). Then,
from this subset, they kept only the publications
that either presented a data collection, generation,
classification or selection task. They also removed
too short (e.g. 2 pages initial studies) or not pub-
licly available papers. The disagreements between
the authors (regarding 3 papers) were solved by
discussion. After this filtering, a total of 43 papers
were included in this survey.

A.2 Examples of counterspeech taxonomies
As mentioned in Section 2.2, the most widely em-
ployed counterspeech taxonomy is the one pro-
posed by Benesch et al. (2016b). However, Qian
et al. (2019) make a different distinction, based
on the observed strategies adopted by the crowd-
workers in their study. These consist of Identifying

14The search was last implemented on 14 December 2023.

Figure 1: Number of published papers about hate speech
detection, counterspeech in general and in the field of
NLP. Data for hate speech detection cover only the 2013-
2020 time span (Jahan and Oussalah, 2023).

Hate Keywords, Categorize Hate Speech, Positive
Tone Followed by Transitions, and Suggest Proper
Actions. In particular, the strategy of Identifying
Hate Keywords is based on exhorting users to stop
using inappropriate terms. Categorize Hate Speech
involves the classification of the hate speech into a
specific category. Positive Tone Followed by Tran-
sitions relies on showing empathy first and then
proceeding to condemn the hateful text. Finally,
with Suggest Proper Actions a proactive suggestion
is made to the user.

Alternatively, Vidgen et al. (2020) propose a tax-
onomy where counterspeech are distinguished ac-
cording to whether it Rejects the premise of abuse,
Describes content as hateful or prejudicial, or
Expresses solidarity with target entities. Examples
of all the identified strategies are shown in Table 3.

A.3 Datasets for counterspeech-related tasks

In Table 4, we make a non-exhaustive list of avail-
able datasets for the tasks described in Section 2.3.

A.4 Annotators training procedure

Recognizing, post-editing and writing counter-
speech requires expertise and practice. When anno-
tators do not have any previous experience incoun-
terspeech they can be trained to acquire proficiency
in the task of interest (Chung et al., 2020; Vidgen
et al., 2020, 2021; Fanton et al., 2021; He et al.,
2021; Furman et al., 2022; Bonaldi et al., 2022b;
Gupta et al., 2023; Bonaldi et al., 2023). The most
employed procedure for annotators’ training in-
cludes the following steps:

a) reading and discussing NGO guidelines and
public documentation describing the activity
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Strategy Example

Benesch
et al.
(2016b)

Presenting facts Actually homosexuality is natural. Nearly all known species of animal have
their gay communities. Whether it be a lion or a whale, they have or had (if they
are endangered) a gay community.

Pointing out hypocrisy The ‘US Pastor’ can’t accept gays because the Bible says not to be gay. But...he
ignores: The thing about eating shrimp or pork, [...] The thing about working
on the Holy Day (Saturday or Sunday depending)...for any and all of those sins
one should burn for an eternity, yet is ignored.

Warning of conse-
quences

I’m not gay but nevertheless, whether You are beating up someone gay or
straight, it is still an assault and by all means, this preacher should be arrested
for sexual harassment and instigating!!!

Affiliation Hey I’m Christian and I’m gay and this guy is so wrong. Stop the justification
and start the accepting. I know who my heart and soul belong to and that’s with
God: creator of heaven and earth. We all live in his plane of consciousness so
it’s time we started accepting one another. That’s all.

Denouncing hateful
speech

please take this down YouTube. this is hate speech.

Humor and sarcasm Of course Jews are focused on ’world domination’, even "galaxy domination".
But so are Sith Order, Sauron etc.

Mathew
et al. (2019)

Positive tone I am a Christian, and I believe we’re to love everyone!! No matter age, race,
religion, sex, size, disorder...whatever!! I LOVE PEOPLE!! We are not going
to go anywhere as a country if we don’t put God first in our lives, and treat
EVERYONE with respect.

Hostile language This is ridiculous!!!!!! I hate racist people!!!! Those police are a**holes!!!

Chung et al.
(2019)

Counter-questions Is this true? Where is your source?

Qian et al.
(2019)

Identify Hate Keywords The C word and language attacking gender is unacceptable. Please refrain from
future use.

Categorize Hate Speech The term fa**ot comprises homophobic hate, and as such is not permitted here.

Positive Tone Followed
by Transitions

I understand your frustration, but the term you have used is offensive towards
the disabled community. Please be more aware of your words.

Suggest Proper Actions I think that you should do more research on how resources are allocated in this
country.

Vidgen et al.
(2020)

Reject the premise of
abuse

it isn’t right to blame China!

Describe content as
hateful or prejudicial

you shouldn’t say that, it’s derogatory

Express solidarity with
target entities

Stand with Chinatown against racists.

Table 3: Taxonomies of counterspeech proposed by various authors. Both Mathew et al. (2019) and Chung et al.
(2019) add new categories to the classes proposed by Benesch et al. (2016b). All the reported examples come from
the relative papers, except for the Humor and sarcasm example, which is taken from Fanton et al. (2021) dataset.
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Dataset Task Size Interact. Coll. Source

Lee et al. (2022b) Counter-trolling 6,686 Pairs Crawl. and
Crowd.

Reddit

Chakravarthi (2020) Hope speech 59,354 Single c. Crawl. YouTube
García-Baena et al. (2023) Hope speech 1,650 Single c. Crawl. Twitter
Palakodety et al. (2019) Hope speech 921,235 Single c. Crawl. YouTube
Kim et al. (2022b) Prosocial dia-

logue
58,137 Dialog. Hybr. Morality-related

data
Logacheva et al. (2022) Detoxification 12,000 Pairs Crowd. Toxic sentences

data
Ung et al. (2022) Feedback on

safety failures
7,881 Dialog. Hybr. Xu et al. (2021)

Stammbach and Ash (2020) Misinformation
countering

67,687 Triplets Hybr. Thorne et al.
(2018)

Kotonya and Toni (2020) Misinformation
countering

11,832 Pairs Crawl. Fact-checking
websites

Ma et al. (2023) Misinformation
countering

690,047 Pairs Crawl. Twitter

Alhindi et al. (2018) Misinformation
countering

12,836 Triplets Crawl. PolitiFact

Russo et al. (2023b) Misinformation
countering

8,289 Triplets Crawl. Fact-checking
websites

Russo et al. (2023a) Misinformation
countering

11,990 Triplets Hybr. Full Fact

Table 4: Available datasets on tasks related to counterspeech. The data collected by Russo et al. (2023b) are not
distributed, but they share the code to replicate the data collection.

of counterspeech writing;

b) reading both examples of counterspeech writ-
ing and of the specific task of interest (e.g.
post-editing) performed by experts;

c) practice the task on a subsample of examples;

d) discuss disagreements with an expert.

This procedure can last from two to four weeks.
Table 5 summarises the steps undertaken by the
studies explicitly describing how they trained the
annotators. Furthermore, it is important to preserve
the well-being of the annotators, given the risks
involved in working with hateful content. In partic-
ular, taking simple precautions like those suggested
by Vidgen et al. (2019b) is enough to safeguard
the annotators’ mental health. These precautions
include explaining the prosocial purpose of the re-
search, limiting the annotation time to no more than
three hours per day, taking regular breaks, and hav-
ing several meetings to allow for possible problems
or distress to emerge.

Study a b c d

Chung et al. (2020) ✓ ✓ - -
He et al. (2021) - - ✓ ✓
Vidgen et al. (2021) - - - ✓
Fanton et al. (2021) ✓ ✓ ✓ ✓
Bonaldi et al. (2022b) ✓ ✓ ✓ ✓
Gupta et al. (2023) ✓ - - -
Bonaldi et al. (2023) - ✓ - ✓

Table 5: The steps for annotators’ training in the studies
that explicitly mention them, as described in §A.4.
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