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Abstract
Open-source pre-trained Large Language Mod-
els (LLMs) exhibit strong language understand-
ing and generation capabilities, making them
highly successful in a variety of tasks. How-
ever, when used as agents for dealing with com-
plex problems in the real world, their perfor-
mance is far inferior to large commercial mod-
els such as ChatGPT and GPT-4. As intelligent
agents, LLMs need to have the capabilities of
task planning, long-term memory, and the abil-
ity to leverage external tools to achieve satis-
factory performance. Various methods have
been proposed to enhance the agent capabil-
ities of LLMs. On the one hand, methods
involve constructing agent-specific data and
fine-tuning the models. On the other hand,
some methods focus on designing prompts that
effectively activate the reasoning abilities of
the LLMs. We explore both strategies on the
7B and 13B models. We propose a compre-
hensive method for constructing agent-specific
data using GPT-4. Through supervised fine-
tuning with constructed data, we find that for
these models with a relatively small number of
parameters, supervised fine-tuning can signifi-
cantly reduce hallucination outputs and format-
ting errors in agent tasks. Furthermore, tech-
niques such as multi-path reasoning and task
decomposition can effectively decrease prob-
lem complexity and enhance the performance
of LLMs as agents. We evaluate our method
on five agent tasks of AgentBench and achieve
satisfactory results.

1 Introduction

Large Language Models (LLMs) have been exten-
sively employed in a wide range of natural lan-
guage processing tasks, yielding groundbreaking
achievements. Furthermore, LLMs have demon-
strated their capability to undertake more challeng-
ing tasks, such as functioning as AI agents. Un-
like conventional reasoning tasks, an AI agent is
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Figure 1: The agent performance of open-source LLMs
and commercial LLMs. Agent Overall Score is the
average accuracy of several agent tasks.

an entity that needs to interact with the human or
external environment, draw inferences, and judge
subsequent actions based on feedback. Each single
task typically involves multiple rounds of dialogue
to accomplish. For instance, in a home environ-
ment, an agent may be tasked with various house-
hold tasks that require continuous interaction with
the environment. The agent needs to evaluate its
actions based on the feedback from the environ-
ment and make timely adjustments to its strategies.
Traditional AI agents are usually effective in spe-
cific domains or environments, but their general-
ization and adaptability are obviously insufficient
(Liu et al., 2023).

In recent years, an increasing number of work
(Brown et al., 2020; OpenAI, 2023; Qin et al.,
2023; Shinn et al., 2023; Zhu et al., 2023) have
demonstrated that LLMs possess strong capabili-
ties in reasoning, planning, memory, and utilizing
external tools. This has propelled LLMs towards
becoming more generalized and adaptive agents.
Recently, AgentBench (Liu et al., 2023) conducts
extensive evaluations of both commercial and open-
source LLMs on eight different agent tasks. The
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results reveal that commercial API models show
superior agent capabilities. In addition, work such
as AutoGPT (Gravitas, 2023) and GPT-Engineer
(Osika et al., 2023) also use LLMs as agents to
build a complete framework for solving complex
real-world problems. However, open-source mod-
els, especially those with smaller parameter sizes,
still have substantial potential for enhancement. As
shown in Fig. 1, the average performance of 7B
and 13B LLMs on each agent task is significantly
lower than the commercial models.

Unlike commercial LLMs, small-scale open-
source LLMs are relatively inefficient in general
knowledge (Peters et al., 2019). Besides, lower pa-
rameter sizes limit reasoning and memory capacity,
often leading to hallucinations in the agent dialogue
process (Zhang et al., 2023b). However, in practi-
cal applications, LLMs with 7B and 13B parame-
ters are the most widely used due to their relative
ease of deployment and fine-tuning. Therefore, en-
hancing the capabilities of such LLMs is of great
practical significance. Currently, studies on LLMs
agents or enhancing model reasoning capabilities
(Xi et al., 2023a; Wang et al., 2023) primarily focus
on large-scale models. The investigation of agent
capabilities on 7B and 13B LLMs is still in its early
stages of exploration. As explained, a proficient
agent requires task-planning abilities, proficiency
in utilizing external tools, and long-term memory
capabilities. Task planning refers to the ability of
the model to decompose large-scale tasks into man-
ageable sub-goals, facilitating efficient handling
of complex tasks. Long-term memory capabili-
ties reflect the ability of the LLMs to retain and
recall historical information during their interac-
tive processes with the environment. Considering
these abilities, we propose a method to enhance the
performance of 7B and 13B LLMs on agent tasks.

In our proposed approach, We focus on enhanc-
ing the agent capabilities of LLMs from two key
aspects. First, improving the agent capabilities
through Supervised Fine-Tuning (SFT). This ap-
proach fundamentally enhances the LLMs them-
selves. Unlike general reasoning tasks, an agent’s
role goes beyond planning and reasoning. It also
involves continuous interaction with the environ-
ment or humans to execute subsequent actions un-
til a desired outcome is achieved. To improve the
agent abilities of LLMs, it is essential to train them
on diverse datasets that reflect the full range of
interactive behaviors between the agent and the

environment. This involves constructing data that
not only records the actions taken by the agent but
also captures the internal thought processes and
decision-making. Additionally, the environment
should provide meaningful feedback to guide the
learning of the agent. We propose to use GPT-4
(OpenAI, 2023) to construct data. By designing a
framework that involves GPT-4 engaging the multi-
turn dialogues, we can generate conversational data
that captures the interaction between different roles.
During these conversations, GPT-4 can take on dif-
ferent roles, such as playing the part of an agent, a
user, or the environment, and actively participate
in dynamic exchanges. In addition, we incorporate
a significant amount of general instruction tuning
data into the constructed dataset to preserve the
general capabilities of the LLMs.

Besides, we optimize the reasoning path through
task decomposition and backtracking. Inspired by
Chain of Thought (Wei et al., 2022), significant
efforts have been dedicated to activating the reason-
ing ability of the LLMs. For instance, ReAct (Yao
et al., 2022b) integrates the thinking process into
the task of multi-step reasoning. ToT (Yao et al.,
2023) uses depth-first and breadth-first traversal
of reasoning nodes, which is more conducive to
finding the optimal solution. We migrate the idea
of ToT to the agent tasks and combine it with task
decomposition and backtracking. Task decompo-
sition leverages the task planning capability of the
LLMs to decompose complex and lengthy tasks
into several smaller subtasks. Considering that it
is difficult for LLMs to find optimal answers or
complete tasks through a single reasoning path, we
introduce a judgment process where the reason-
ing process goes back to the starting point, termed
backtracking. Through the integration of task de-
composition and backtracking, we aim to enhance
LLMs’ ability to handle complex tasks effectively.

The main contributions of this paper are: 1) We
explore the capabilities of 7B and 13B open-source
LLMs as agents, exploring their potential in per-
forming agent tasks. 2) We propose supervised
fine-tuning with specific agent data as a fundamen-
tal approach to improving the capability of open-
source LLMs as agents. To achieve this, we de-
velop a method for constructing agent data. 3) We
find that task decomposition and backtracking are
effective approaches for addressing complex agent
tasks. We conduct experiments on AgentBench and
achieve promising results.
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2 Related Works

Planning and Reasoning. Planning and reasoning
are crucial capacities for agents to solve complex
tasks. Through the in-context of the thinking chain,
Chain-of-Thought (Wei et al., 2022) activates the
reasoning capabilities of LLMs and enables the
generation of intermediate thought processes be-
fore producing answers. Some other strategies have
also been proposed to further enhance the thinking
process of models. For example, SC (Wang et al.,
2022) leverages the self-consistency of LLMs by
generating multiple thinking chains and determin-
ing the final answer through voting. Reconcile
(Chen et al., 2023) enhances the reasoning capabil-
ities of LLMs through multiple rounds of discus-
sions and using confidence-weighted voting. Be-
sides, self-polish (Xi et al., 2023b), and self-refine
(Madaan et al., 2023) augment the thinking process
of LLMs from other perspectives. Furthermore,
ToT (Yao et al., 2023) explores the abstracting rea-
soning process into deep tree search. In addition,
there are some works (Zhang et al., 2023c) that
apply the idea of chain thinking to multi-modal
tasks.

Large Language Model as Agent. With the
rapid advancement of LLMs, extensive research
has been conducted to explore their powerful capa-
bilities in planning and reasoning (Xi et al., 2023a;
Wang et al., 2023). This has opened up the possibil-
ity of employing LLMs as agents. On the one hand,
there have been several efforts to apply LLMs to
various agent tasks and construct agent simulation
frameworks. On the other hand, several works (Xu
et al., 2023; Kim et al., 2023), such as ReAct (Yao
et al., 2022b), have focused on incorporating rea-
soning and deliberation into the agent process for
LLMs. In addition, some works apply the reason-
ing methods to the agent interaction process. PET
(Wu et al., 2023) applies task decomposition to the
household agent environment, which is helpful for
LLMs to complete complex tasks. LATS (Zhou
et al., 2023) and RAP (Hao et al., 2023) apply
Monte Carlo tree search to the agent reasoning pro-
cess. It is advantageous to find better answers com-
pared with ToT. In addition, research works such
as AutoGPT (Gravitas, 2023) and GPT-Engineer
(Osika et al., 2023) utilize commercial LLMs as
agent core of their frameworks, enabling the de-
velopment of comprehensive agent architectures to
tackle complex real-world problems.

Instruction Tuning for Language Model. In-

struction tuning plays a crucial role in training
LLMs. After pre-training with massive unsuper-
vised data, LLMs acquire a substantial amount of
knowledge and process language understanding
and generation capabilities. Further supervised in-
struction fine-tuning (Zhang et al., 2023a; Dong
et al., 2022) is conducted to align the model with
human instructions and generate outputs that better
align with human preferences. Instruction tuning
mainly focuses on constructing complex and di-
verse general-purpose tasks to train LLMs to an-
swer questions in a human manner. For example,
FLAN (Wei et al., 2021) and T0 (Sanh et al., 2021)
construct a multi-task instruction tuning dataset
using massive publicly available datasets. The
fine-tuned model shows strong zero-shot general-
izability. In addition to utilizing existing datasets,
another common approach is to generate data us-
ing commercial LLMs. Self-Instruct (Wang et al.,
2022; Peng et al., 2023) leverages GPT-4 to gen-
erate a large amount of diverse data, given a few
seed tasks. These data are used for fine-tuning
open-source LLMs and get significant improve-
ments in various tasks. To enhance the agent capa-
bility of LLMs, AgentTuning (Zeng et al., 2023)
utilizes commercial LLMs to construct data in spe-
cific agent environments containing multi-turn dia-
logues.

3 Methodology

In this section, we first give a formal definition
of LLMs as agents. Then, we introduce the two
components of our approach. In the first part, we
construct agent-tuning data to fine-tune LLMs with
parameter-efficient tuning methods. This is a way
to fundamentally improve the capabilities of LLMs.
In the second part, we propose enhancing the rea-
soning capabilities of LLMs through task decom-
position and backtracking.

3.1 Problem Formulation

For a given agent task, the interaction trajectory
of LLMs as agents can be represented as a dia-
logue history (e1, a1, ..., en, an). During this pro-
cess, there are typically two roles involved: en-
vironment and agent. ei represents the hints and
feedback from the environment and the agent en-
gages in thinking and actions represented as ai.
Each dialogue track corresponds to a final reward
r ∈ [0, 1], which reflects the completion of the
task.
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Figure 2: The process of constructing agent data. For
task planning and external tool usage capabilities, we
use two strategies, respectively.

3.2 Supervised Tuning with General and
Constructed Agent Data

We observe a significant disparity in the agent ca-
pabilities between the open-source 7B and 13B
LLMs and the commercial models. In the dialogue
process, open-source models often exhibit issues
such as formatting errors, getting stuck in infinite
loops, and generating hallucinatory outputs. To
reduce the occurrence of the above issues, a fun-
damental approach is to fine-tune the LLMs with
appropriate data. However, the agent is engaged
in multi-turn dialogues and interacts with specific
environments, which is different from currently
available open-source general-purpose instruction
data. To solve this challenge, we leverage commer-
cial models API to construct agent-specific data
and merge them with general instruction datasets
to fine-tune the low-parameter LLMs.

As agents, LLMs need to possess three funda-
mental capabilities: task planning, long-term mem-
ory, and tool usage. To enhance the task planning
capabilities of LLMs, we take ALFworld (Shrid-
har et al., 2020) as an example to construct data
with interactive trajectories. Unlike current meth-
ods of constructing data using models like GPT-3.5
(OpenAI, 2022), data for agents should not only
involve multi-turn dialogues but also need to re-
flect task planning and trajectory. Therefore, we
meticulously design the construction process of
the dataset, dividing the process of each piece of
data into three steps. It includes task construction,
trajectory interaction, and manual filtering. This ap-
proach ensures that each piece of data captures the
necessary elements for training agents effectively.
We utilize GPT-3.5 or GPT-4 to generate questions
and interaction trajectories and this process can be

easily extended to other agent tasks. As illustrated
in Fig. 2 right, to generate a complete interaction
trajectory, we simulate GPT playing three distinct
roles in a household environment. These roles are
named as question generator, action maker, and
environmental agent.

First, we randomly initialize a specific room
environment, determining the number and place-
ment of household items. The question generator
role is then responsible for generating intelligent
household-related questions based on the provided
environment. Subsequently, the action maker role
continuously offers its thoughts and actions based
on the environment feedback, simultaneously, the
environment agent role provides reasonable feed-
back and cues corresponding to the actions taken
in each step. These two roles continue to interact
until the problem is completed or the maximum
number of interactions is reached, thus generat-
ing a complete trajectory. However, as there is no
assurance of the logical consistency of the envi-
ronment agent’s feedback and the action maker’s
actions, manual screening is required after the data
is generated.

In addition to agent tasks that focus on task plan-
ning, there are also agent tasks such as Operating
System, and WebShop (Yao et al., 2022a) that have
fewer dialogue rounds and prioritize the use of ex-
ternal tools. For this type of task, we draw on the
idea of in-context learning. Specifically, as shown
in Fig. 2 left, we provide GPT with examples with
complete reasoning trajectories to enable it to im-
itate. Subsequently, we manually filter and select
logically consistent data from generated outputs.
We expect to use this type of data to improve the
retrieval capabilities and tool usage capabilities of
LLMs.

Existing work on agent fine-tuning (Zeng et al.,
2023) shows that using only agent data to fine-tune
LLMs compromises their generalizability. There-
fore, we mix some general instruction tunning
data into our agent data when fine-tuning LLMs.
Suppose Mθ represents pre-trained LLMs and the
Mθ(y|x) represents the probability distribution of
output y when given history x. We consider two
datasets: the agent data Dagent and the general in-
struction tuning data Dgeneral. We optimize the
loss function as follows:
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L(θ) = λ ·E(x,y) Dagent
[logMθ(y|x)]

+ (1− λ) ·E(x,y) Dgeneral
[logMθ(y|x)].

(1)

Where λ ∈ [0, 1] denotes the mix ratio of the
two datasets. A larger λ means that the LLMs
are inclined to specific agent capabilities, whereas
a small λ makes LLMs more inclined to general
capabilities. We observe that deterioration of the
general ability of LLMs will also decrease the agent
ability, so we set a small value for λ. This is iden-
tical to AgentTuning (Zeng et al., 2023). In the
experimental section, we analyze different values
of λ.

In the context of fine-tuning strategiy, we adopt
Low-Rank Adaptation (LORA) (Hu et al., 2021)
fine-tuning which is based on making low-rank
modifications to the weight matrices in LLMs. For
each linear layer in the model, the original weight
matrix W is adjusted to W +∆W , where ∆W is
generated through the product of low-rank matrices
as ∆W = A × B, where A and B are low-rank
matrices, with ranks significantly smaller than the
rank of the original weight matrix W .

3.3 Multi-Path Reasoning under Task
Decomposition

Recently, because it is difficult for a single agent to
complete complex multi-step tasks, more and more
work tends to involve multi-agent collaboration,
allowing models to play different roles to jointly
advance tasks (Qiao et al., 2024). We take a similar
approach. On the one hand, we we instruct LLMs
to generate multiple available actions in each rea-
soning step. On the other hand, we employ a judge
model to select one action from the provided set
and continue the reasoning process until a final
output is obtained.

For LLMs with small parameter sizes, due to
their limited long-term memory capacity, it is chal-
lenging for them to handle complex long dialogue
tasks. To address this issue, we employ a task
decomposition strategy, where complex tasks that
require multiple steps are broken down into sim-
pler subtasks. We use another LLM with the same
number of parameters as our planning module and
we name it as Mp. For a given task T , we compose
query prompt Psub as "break down the task T into
subtasks in the following format...". The Mp will
generate a sub-task list ST = {s1, ..., sk}. k is

Figure 3: The process of task decomposition. The plan-
ning model breaks the entire task into several small
subtasks.

the number of sub-tasks and to avoid an excessive
number of subtasks, we typically set k to 3. For
example, for task T ="put a soap bottle in the toi-
let", the LLMs can describe three steps as s1 =
"look around and find a soap bottle", s2 = "take
up the soap bottle and go to the toilet", s3 = "put
the soap bottle in the toilet". Then, the agent will
complete it one by one according to the subtask list
ST . We introduce another LLM as judgment mod-
ule Mjdg to judge the completion of each subtask.
For subtask st, we compose the judge prompt Pjdg

as "Judge whether the subtask is completed, output
Yes or No", each time the agent executes a step, we
feed Pjdg to a LLM and get the output of "Yes" or
"No" until the subtask is completed.

Agent tasks in the real world are often complex
and one single reasoning path may not yield the
optimal answer. Inspired by the reflective abil-
ity in human thinking processes, we propose to
take multi-path reasoning with LLMs. We call this
method backtracking. When a particular reason-
ing path yields a suboptimal output, we compose
a backtracking prompt as "it was observed that the
answer was not the optimal choice for task T ...".
We also prompt the LLMs to eschew reasoning
paths that have been previously deduced. To this
end, we compose the prompt as "it is important to
note that actions should be adjusted appropriately
based on the historical information" and we splice
this prompt behind the backtracking prompt. Fur-
thermore, backtracking and task decomposition are
not mutually exclusive and can be applied together
in the reasoning process of LLMs. We find that task
decomposition is more effective for agent tasks that
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Figure 4: The comparison of different reasoning meth-
ods. From the left to right are Input Output (IO), ToT
and our method.

emphasize planning abilities, while backtracking is
more effective for agent tasks that emphasize API
invocation capabilities.

Overall, our method is divided into two parts.
The first part uses commercial LLMs to construct
agent data and employs SFT to fundamentally
enhance the agent capabilities of low-parameter
LLMs. In the second part, while keeping the LLMs
unchanged, it maximizes the activation of the agent
capabilities by incorporating multi-path reasoning
and task decomposition. For 7B and 13B LLMs,
common issues such as hallucinatory outputs and
forgetting errors often occur. By fine-tuning the
LLMs on domain-specific data that adheres to the
desired format, these issues can be significantly
mitigated. For reasoning problems with vast search
spaces, finding the optimal solution through a sin-
gle inference path is challenging. This issue cannot
be effectively addressed through supervised fine-
tuning alone. However, by introducing techniques
such as multi-path reasoning and task decomposi-
tion, the complexity of the problem can be reduced,
facilitating the identification of the optimal solu-
tion.

4 Experiments

Agent Datasets: We select five tasks from Agent-
Bench benchmark (Liu et al., 2023): ALFWorld,
WebShop, Mind2Web, Operating System, and
Database. Next, we will introduce each agent task
one by one in detail.

ALFWorld is designed to evaluate the planning
ability of LLMs in a simulated home environment.
The model needs to make decisions and execute
actions through a text interface based on the en-
vironment description and target instructions, and
dynamically adjust the plan to complete the task.

WebShop aims to evaluate the performance of
LLMs in a simulated online shopping environment

that mimics a real e-commerce website.The goal
of the evaluation is to require LLMs to shop in
a virtual shopping environment according to in-
structions and select products that meet desired
attributes.

Mind2Web is a general web agent evaluation
benchmark designed to evaluate the ability of
LLMs to perform complex tasks on websites in dif-
ferent domains. The dataset covers a cross-domain
test set across multiple websites. Each task in-
cludes a task description, a reference action se-
quence, and web page information and is designed
to test the performance of LLMs in web browsing
and interactive environments.

Operating System is designed to evaluate the
ability of LLMs to perform tasks in the Bash envi-
ronment of a real operating system. Tasks includes
question answering and action, where the model
needs to generate commands to solve a problem or
perform an action.

DataBase is designed to evaluate the ability of
LLMs to operate via SQL on real databases. The
dataset contains a diverse set of instructions and
databases, created by combining multiple existing
datasets and performing data augmentation.

Implementation details: We use AgentBench
as our benchmark and conduct experiments based
on it. For 13B models, we choose OpenChat. Open-
Chat is a series of open-source LLMs fine-tuned
on diverse and high-quality datasets of multi-round
conversations. We select two models, openchat-
v3.2 and openchat-v3.2-super for experiments. For
the 7B models, we select llama2 and agentlm (Zeng
et al., 2023) for experiments. We use the fastchat
framework to deploy LLMs and we use four RTX
4090 NVIDIA GPUs. See also the project page1.

4.1 Experimental Results

Supervised fine-tuning with constructed dataset.
The experiments of supervised fine-tuning are
shown in Tab. 1. We fine-tune the 7B model on
various instruction-tuning datasets and test it on
five agent tasks. It can be seen that fine-tuning on
various instruction datasets has a positive effect on
improving the capabilities of agents. Among them,
we find that fine-tuning the LLMs using code-type
instructions has shown relatively limited effective-
ness in improving agent capabilities. For example,
after fine-tuning on alpaca-code dataset, the perfor-
mance of llama2 on operating system task does not

1https://github.com/HAIV-Lab/LLM-TMBR
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Data type Operating System DataBase Webshop ALFWorld Mind2web Avg. ↑
GPT-4 42.4 32 61.1 78 29 48.50

GPT-3.5-turbo 32.6 36.7 64.1 16 20 33.88
claude 9.7 22 55.7 58 25 34.08

llama2-chat w/o sft 3.8 2.66 0 0 5.68 2.43
codegen-struct

code
3.8 1.3 0 0 0 1.27

alpaca-code 3.8 1.3 4.20 0 5.68 2.99
open-assistant dialog 0 2.67 2.70 0 3.41 1.76

alpaca
instro+agent

15.38 3.33 31.10 0 8.52 11.67
agenttuning 15.38 38.30 32.60 10 7.38 20.73

ours 11.54 27.0 34.53 10 9.66 18.33

Table 1: The experimental results of fine-tuning LLMs with different instruction tuning datasets on AgentBench
tasks. We use llama2-7b-chat as the base model.

improve, and its performance on database tasks ac-
tually declined by 1.33%. We analyze that although
code-type data can enhance the understanding of
the code of LLMs, it lacks dialogue processes and
the decomposition of complex problems. Similar
to code-type data, fine-tuning LLMs on regular di-
alog data alone is not an appropriate choice for
enhancing its agent capabilities. For instance, after
fine-tuning on Open-Assistant, llama2 exhibited a
decrease in performance on operating system task
and a lower improvement on the webshop task com-
pared to other datasets.

Besides, we find that fine-tuning LLMs on high-
quality general instruction tuning datasets can sig-
nificantly improve its agent capabilities. For exam-
ple, after fine-tuning with alpaca instruction tun-
ing data, llama2 exhibit significant improvements
across multiple agent tasks. In the operating system
tasks and webshop tasks, llama2 tuning with alpaca
data achieves nearly comparable results to those
obtained through agenttuning. Agenttuning is the
most effective tuning dataset. It combines GPT-4
assisted trajectory-labeled agent data with general
instruction tuning data, resulting in significant im-
provements for llama2 across different agent tasks.
Its performance in the database even exceeds that
of the commercial model. Fine-tuning the model
using our constructed data can also improve the
performance of LLMs on agent tasks. Although
we construct limited and easy-to-collect data, the
performance of LLMs fine-tuned with our data ex-
ceeds other datasets on some agent tasks. For ex-
ample, on operating system tasks, our results are
7.74% higher than code-type datasets and 11.54%
higher than dialog-type datasets. Compared with
agenttuning, our results are still far behind, which
can be attributed to the limited amount of data. In

addition, there are fewer complex tasks involving
long conversations in our data, which is also one of
the reasons.

Reasoning with task decomposition and back-
tracking. We compare different reasoning methods
on 7B and 13B LLMs, and the results are shown in
Tab. 2. The 7B LLMs we evaluated are fine-tuned
with agent data. AgentLM is fine-tuned with agent-
tuning data, and llama2 is fine-tuned with the data
we constructed. We mainly conduct evaluations on
webshop, household and operating system tasks. It
can be seen that applying ReAct to various tasks
is usually better than direct input and output (IO).
For example, on the openchat-v3.2 model, ReAct
is 18% higher than IO on webshop. Besides, our
method can further achieve small improvements
based on ReAct. On the webshop task, our results
are on average about 1% higher than the second-
best result. And on the household task, our method
achieve improvements of 5% and 6%, respectively,
on the 13B LLMs.

To delve into the impact of different reasoning
methods on the results, we compare ReAct and
our reasoning process as shown in Fig. 5. It can
be seen that ReAct can prompt LLMs to think in
each reasoning step, the models can still experience
issues such as getting stuck in infinite loops and
suffering from memory confusion. In contrast, on
household tasks, since we break down complex
tasks into several smaller tasks, model thinking is
less error-prone than ReAct.

4.2 Ablation Study

The experiments of num path and branch. "num
path" refers to the number of backtracking itera-
tions conducted, with a higher value indicating an
increase in the number of reasoning paths explored.
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Size LLMs Methods Webshop ALFWorld Operate System Avg. ↑

13B

openchat_v3.2

IO 1 0 0 0.33
CoT 19 0 0 6.33

ReAct 26 5 7.6 12.86
Ours 27 10 7.6 14.86

openchat_v3.2_super

IO 5 0 0 1.66
CoT 23 0 0 7.66

ReAct 30 5 3.8 12.93
Ours 31 11 3.8 15.26

7B

AgentLM-7B

IO 50 5 3.8 20.86
CoT 34 5 7.6 19.50

ReAct 33 0 7.6 13.53
Ours 51 0 7.6 19.53

llama2-7B

IO 0 0 0 0
CoT 4 0 0 1.33

ReAct 13.35 0 7.6 6.98
Ours 13.40 0 7.6 7.00

Table 2: Experimental results of different reasoning methods on three agent benchmarks.

Figure 5: Comparison of ReAct and our method in agent
task reasoning. We show the action and observation in
webshop and household tasks.

We conduct experiments of "num path" shown in
Tab. 3 left. It can be seen that appropriately in-
creasing "num path" can improve performance, but
when "num path" is greater than 2, performance de-
creases. We also conduct the experiments of "num
branch" shown in Tab. 3 right. "num branch" is the
number of nodes expanded at each reasoning step.
It is shown that properly increasing "num branch"
can also improve performance: when "num branch"
is greater than 2, performance decreases.

We conduct experiments on the mixing ratio of
different general data and agent data as shown

num path Webshop num branch Webshop
1 20.29 1 26.00
2 27.00 2 27.00
3 17.84 3 6.80
4 16.67 4 15.80

Table 3: The experimental results of the effect of num
path and num branch in our reasoning method.

λ Alfworld Webshop Mind2web OS
0.1 0.0 38.13 6.81 0
0.3 0.0 30.06 7.95 0
0.5 0.0 36.42 7.95 3.8
0.8 5 23.35 3.97 0

Table 4: Experimental results after mixing different
general data and agent data.

in Fig.4. We find that too much agent data will
not bring huge improvements, and general data is
equally important.

5 Conclusion

LLMs as intelligent agents have demonstrated pow-
erful agent capabilities. In this work, we explore
the 7B and 13B LLMs as agents, and propose to en-
hance the agent performance of these open-source
models by supervised fine-tuning through agent
data as well as multi-branch reasoning. SFT can
effectively reduce format errors and hallucination
output of the LLMs, which not only improves the
agent performance but also facilitates the applica-
tion of various reasoning methods to agent tasks.
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6 Limitations

This study presents several limitations. First, our
experiments are limited to 7B and 13B LLMs, and
thus, the applicability of our findings to models
of different sizes is not verified. The methods we
propose may also not be feasible for all researchers
due to the computational demands of fine-tuning
larger models. Additionally, measuring reductions
in hallucinations and formatting errors is inherently
subjective, and the performance metrics used may
not fully capture the agent capabilities in complex
real-world tasks.

The constructed data for SFT could introduce
biases and the potential for model overfitting, lim-
iting the performance of LLMs on unencountered
tasks. Moreover, while we implement multi-path
reasoning and task decomposition, the strategies for
optimizing these techniques are not definitive. Our
evaluation on a limited set of tasks does not account
for the full range of an agent capabilities, necessi-
tating broader evaluations in future research.
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