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Abstract

Recent advancements in large language models
(LLMs) have underscored their importance in
the evolution of artificial intelligence. How-
ever, despite extensive pretraining on multi-
lingual datasets, available open-sourced LLMs
exhibit limited effectiveness in processing Viet-
namese. The challenge is exacerbated by the
absence of systematic benchmark datasets and
metrics tailored for Vietnamese LLM evalua-
tion. To mitigate these issues, we have fine-
tuned LLMs specifically for Vietnamese and
developed a comprehensive evaluation frame-
work encompassing 10 tasks and 31 metrics.
We observe that finetuning can help LLMs
transfer knowledge across languages, serving as
an efficient way to bolster their capabilities in
non-English languages. Moreover, our analysis
indicates that larger models can introduce more
biases and uncalibrated outputs and the key fac-
tor influencing LLM performance is the quality
of the training or finetuning datasets. These
insights underscore the significance of metic-
ulous finetuning with high-quality datasets in
enhancing LLM performance.

1 Introduction

Large language models (LLMs) such as GPT-
4 (OpenAl, 2023), BLOOM (Le Scao et al,
2023), LLaMa-2 (Touvron et al, 2023), Mis-
tral (Jiang et al., 2023), Mixtral (Jiang et al., 2024),
Gemma (Team et al., 2024) have made significant
contributions to the field of natural language pro-
cessing (NLP). Despite their advancements, a gap
remains in their specialization for many languages,
including Vietnamese. This paper addresses the
development and evaluation of Vietnamese-centric
LLMs. Vietnam, with a population surpassing 100
million, ranks as the 16th most populous coun-
try globally. Current models exhibit limitations in
effectively handling Vietnamese NLP tasks, espe-
cially in accurate comprehension and response (Lai
et al., 2023). Consequently, there is an increasing

demand for a robust, dedicated Vietnamese LLM.

Several factors constrain the practical applica-
tion of LLMs. Concerns regarding the precision,
inherent biases, potential toxicity, and fairness of
their outputs are notable obstacles (Ye et al., 2023;
Liang et al, 2023; Wang et al., 2024). Moreover,
there is a lack of research evaluating LLMs in the
Vietnamese context. To facilitate the effective use
of state-of-the-art LLMs for Vietnamese speakers,
thorough evaluations are essential prior to their
widespread use. Such evaluations not only ensure
the reliability of these LL.Ms but also highlight ar-
eas where these LLMs could be better. This leads to
developing targeted reinforcement learning strate-
gies to rectify these issues in the next phase.

In response to the aforementioned challenges,
we aim to develop open-source Vietnamese LLMs.
Initiating an LLM from scratch is impractical due
to the scarcity of extensive training datasets and
limited computational resources. However, the
advent of QLoRA (Dettmers et al., 2023), incor-
porating quantization techniques (Dettmers et al.,
2022) and LoRA (Hu et al., 2022), provides an ef-
ficient approach for fine-tuning LLMs, particularly
in resource-constrained environments. We em-
ploy fine-tuning on the LLaMa-2, Mixtral 8 x7B,
Gemma, and conduct a comprehensive evaluation
of Vietnamese LLLMs across various scenarios and
settings. Throughout the thorough evaluation pro-
cess, we observe the following: (i) larger language
models exhibit unseen capabilities compared to
smaller counterparts; (ii) larger language models
tend to manifest more biases, produce uncalibrated
results, and are more susceptible to the influence
of input prompts; (iii) the quality of training or
fine-tuning datasets is the key for unlocking LLM
performance. Our key contributions include:

* The fine-tuning and release of five Viet-
namese LLMs: URA-LLaMa 7B, 13B, and 70B
based on LLaMa-2; MixSUra based on Mix-
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tral 8 x7B; GemSUra 7B based on Gemma 7B.
Our finetuning leverages data from the Viet-
namese Wikipedia (Foundation, 2022), Viet-
namese News-Corpus (Binh, 2021), and Viet-
namese Highschool Essays!.

* Conducting comprehensive evaluations of 14
Vietnamese LL.Ms across ten common appli-
cation scenarios, focusing on aspects such as
accuracy, robustness, fairness, bias, and toxicity.
Additional criteria are tailored to each specific
scenario. Our empirical research also explores
the influence of prompt design during inference.

* As part of this effort, we introduce and share two
novel Vietnamese reasoning datasets inspired by
MATH (Hendrycks et al., 2021) and Synthetic
reasoning (Wu et al., 2021).

2 Related Works

Vietnamese LLMs To our best knowledge,
there are seven available Vietnamese LLMs: (i)
Vietcuna-7B-v3 (ViLM, 2023) — fine-tuned on
BLOOMZ (Muennighoff et al., 2023), open-
sourced, released on Aug. 8, 2023, (ii) Vistral 2_
based on Mistral, open-sourced, (iii-iv) PhoGPT
7B5 & PhoGPT 7B5 Instruct (Nguyen et al., 2023a)
— based on MPT architecture (Team, 2023), open-
sourced, released on Nov. 7, 2023 (concurrently
with our work), (v) Gemini (Team et al., 2024)
— a commercial product of Google, and (vi-vii)
GPT3.5 Turbo & GPT-4, which are closed-source
commercial products on the Azure platform (ver-
sion 0613) (OpenAl, 2023). To our knowledge, we
are the first to fine-tune and release two large-scale
open-source Vietnamese LLMs with 13B, 70B
parameters and a Mixture-of-Expert Vietnamese
LLMs with 47B parameters.

Comprehensive Evaluation of Vietnamese
LLMs Evaluating a language model is challeng-
ing because LLLMs can improve general capabil-
ities with scale. Thus, evaluating an LLM de-
pends on various factors, such as the tasks for
which the LLM will be used, and the impact of
prompt design, among others. Currently, there is
no evaluation framework capable of fully and ac-
curately assessing the abilities of a Vietnamese
LLM. Some recent studies on Vietnamese LLMs
only assess the model’s performance on closed-
book question-answering tasks (Nguyen et al.,

"Vietnamese Highschool Essays
*Vistral-7B-Chat

2023a) or specific datasets related to ad hoc as-
pects, such as law (Nguyen et al., 2023b; Anh et al.,
2023), physics (Xuan-Quy et al., 2023), and biol-
ogy (Dao and Le, 2023). Part of the challenge is
the lack of high-quality Vietnamese datasets. Viet-
namese NLP datasets have largely focused on daily
tasks such as open-book and closed-book question-
answering (Artetxe et al., 2020; Lewis et al., 2020),
summarization (Nguyen et al., 2019¢; Ladhak et al.,
2020), translation (Zhang et al., 2020; Doan et al.,
2021), etc. Evaluation of some LLM capabilities,
such as reasoning and mathematical logic, have
not been considered due to the absence of suitable
datasets. We are the first to address this challenge
by comprehensively evaluating Vietnamese LLM
on 10 scenarios and 31 metrics. In that process,
we build and open-source two novel Vietnamese
reasoning datasets. Our evaluation framework is
open-source on Github? to facilitate community-
driven model evaluation*.

3 Experiments

3.1 Supervised Finetuning

We focus on finetuning English-language mod-
els to enhance overall performance and evaluate
adaptability and efficiency in various configura-
tions. Due to computational constraints, our first
models, named URA-LLaMa, were finetuned from
LLaMa-2 using QLoRA (Dettmers et al., 2023)
on two primary open-source Vietnamese datasets,
including Vietnamese Wikipedia (1GB) and Viet-
namese News-Corpus (22GB). The 7B variant was
finetuned on both datasets, while the 13B and 70B
versions were finetuned with only the Vietnamese
Wikipedia dataset. The LoRA rank was set at 128
for the 7B model, 256 for the 13B model, and 1024
for the 70B model. Other hyperparameters, includ-
ing LoRA «, dropout, quantization, quantization
type, learning rate, max length, and epochs, were
uniformly set at 16, 0.1, 4 bit, NF4, 1 x 107°,
2048, and 1, respectively. We use six A100 80GB
for the entire finetuning process in approximately
867 hours, emitting nearly 900 kg CO3 eq.
Continuously, we conducted finetuning on
Gemma 7B, and Mixtral 8§ x7B models utilizing
Vietnamese Wikipedia and Vietnamese Highschool
Essay datasets, employing the LoRA (Hu et al.,
2022). This refinement resulted in the development
of GemSUra 7B, and MixSUra models. Common

*https://github.com /stair-lab/villm
*https://ai.stanford.edu/~sttruong/villm
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hyperparameters were applied across these mod-
els, with LoRA rank set to 256, LoRA « at 512,
and LoRA dropout rate fixed at 0.1. For the Gem-
SUra model, the learning rate, maximum sequence
length, and number of epochs were established at
1x 1075, 8192, and 2, respectively. Conversely, for
MixSUra, these hyperparameters were adjusted to
5x 1072, 32768, and 5. The finetuning process for
these two models required four A100 80GB GPUs,
spanning a total of 289 hours and resulting in the
emission of 200 kg CO5 equivalent. Our models
are available on HuggingFace”.

3.2 Evaluation Pipeline

We define a scenario as a real-world use case of
LLMs describing the purpose for which LLMs are
used. Modern LLMs can deal with various sce-
narios. We limit ten common use cases in Viet-
namese in this work. Each scenario contains two
well-known datasets in Vietnamese, which are al-
ready split into training and testing sets. We utilize
the testing set to evaluate our finetuned models,
LLaMa-2, Vietcuna, Vistral, PhoGPT, Gemini Pro,
GPT-3.5 Turbo, and GPT-4, considering their di-
verse performance and architectural differences for
a comprehensive analysis. Below are detailed de-
scriptions of 10 scenarios:

1. Question-Answering requires LLM to answer
an open-ended question from a given con-
text. We selected two notable Vietnamese
datasets for diversity of evaluation domain:
XQuAD (Artetxe et al., 2020), a multilingual
variant of SQuAD (Rajpurkar et al., 2016),
and MLQA (Lewis et al., 2020), both based
on Wikipedia articles. Exact Match (EM) and
F1 score (F1) measure question-answering per-
formance. F1 Score is the harmonic mean of
Precision and Recall: F1 = %

True Positive and

where Precision = True Positive+-False Negative

Recall =

True Positive
True Positive+False Negative

2. Summarization involves LLMs condensing
long documents into shorter open-ended para-
graphs. We selected the two largest Vietnamese
summarization datasets: VietNews (Nguyen
et al., 2019¢) and WikiLingua (Ladhak et al.,
2020). VietNews comprises over 150,000 arti-
cles (22,644 for testing) from Vietnamese on-
line news websites. WikiLingua was chosen
for its variety, featuring diverse tutorials from

https://huggingface.co/ura-hcmut
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WikiHow (wikiHow, 2023). We primarily rely
on standard evaluation metrics like ROUGE-
1, ROUGE-2, and ROUGE-L (Liang et al,
2023). ROUGE-1 (R1) measures the over-
lap of unigrams (individual words) between
the system-generated and reference summaries.
ROUGE-2 (R2) focuses on the overlap of bi-
grams, while ROUGE-L (RL) evaluates the
longest common subsequence between the two
summaries. Beyond these, we incorporate five
additional metrics from (Grusky et al., 2018) to
assess summary quality. These include Sum-
maC (SC), which assesses the faithfulness of
generated summaries; BERTScore (BS), which
uses mBERT token embeddings to compute the
cosine similarity between sentence tokens; Cov-
erage (Cv), measuring how much a summary
derives from the original text; Density (De), de-
fined as the average length of extractive frag-
ments associated with each summary word; and
Compression (Cp), which is the word ratio be-
tween original articles and their summaries.

. Sentiment Analysis focuses on detecting emo-

tion of documents. Given a document and a list
of all available sentiments, the LLM must choose
the correct ones. The first selected dataset,
VLSP 2016 (Nguyen et al., 2019b), contains
comments on social networks about electronic
devices such as smartphones, laptops, televi-
sion, etc. The next dataset, UIT-VSFC (Nguyen
et al., 2018), is feedback from Vietnamese stu-
dents about courses at the end of semesters.
We use Accuracy (AC), F1, AUC ROC (AR),
Expected Calibration Error (ECE), and Accu-
racy at C% coverage (A@C) for model assess-
ment. AC = T fosttvet Tiue Regative A1 ROC
quantifies the model ability to distinguish be-
tween classes by measuring the area under the
ROC curve. A perfect model would have an
AUC ROC score of 1, while a score below
0.5 indicates a model performing worse than
random. Expected calibration error (ECE) de-
scribed in (Guo et al., 2017) measures the dif-
ference between the model predicted probability
and the fraction of times the model is correct.
As a default configuration, we use ten bins, each
containing an equal number of predicted prob-
abilities. Accuracy at C% coverage is the accu-
racy for the C% fraction of examples the model
assigns the highest probability. Details of this
metric can be found at (Liang et al, 2023). In



https://huggingface.co/ura-hcmut

our experiment, C is set to 10%.

. Text Classification is a scenario where the
LLMs are required to analyze the input doc-
ument with a list of class labels and give the
answer of which class that document belongs
to. This scenario is a classical task in almost all
languages, including Vietnamese. Thus, various
datasets in different fields are available. How-
ever, evaluating all those datasets may not be fea-
sible, so we choose two large and reliable ones
in this study, which are UiT-VSMEC (Ho et al.,
2020) and PhoATIS (Dao et al., 2021). UiT-
VSMEC is specified for emotion recognition of
Vietnamese comments on Facebook, the most-
used social network in Vietnam. PhoATIS is the
human-verified Vietnamese version of the fa-
mous standard ATIS dataset (Price, 1990), spec-
ified for classification intents of user requests
about airline information. Here, we use AC, F1,
AR, ECE, and A@C for model assessment.

. Knowledge assesses LLMs common knowledge
specified for Vietnamese. We use the two largest
datasets: ZaloE2E (Zalo Al, 2023) and UiT-
ViIMMRC (Nguyen et al., 2020b). ZaloE2E has
open-ended questions. UiT-VIMMRC contains
reading comprehension multiple-choice ques-
tions for students from Grades 1-12 in Vietnam.
This task uses AC, F1, EM, AR, ECE, and A@C
for model assessment.

. Toxicity Detection requires the LL.Ms to detect
toxicity in a paragraph, such as toxic purpose
or hate speech. We choose the two most recent
datasets: UiT-ViCTSD (Nguyen et al., 2021) and
UiT-ViHSD (Luu et al., 2021) in this scenario.
The UiT-ViCTSD dataset specifically targets the
discernment of toxic speech, while UiT-ViHSD
centers on identifying instances of hate speech.
In this task, we use accuracy, F1 score, and AUC
ROC for model assessment.

. Information Retrieval is a task that ranks a
list of relevant documents in the database given
the query. We chose the two most recent mul-
tilingual datasets supporting Vietnamese. The
first is the mMARCO dataset (Bonifacio et al.,
2022), a multilingual version of the well-known
MS MARCO dataset (Nguyen et al., 2016). The
other mRobust04 (Jeronymo et al., 2022) is also
a multilingual of TREC Robust 2004. Fol-
lowing (Liang et al, 2023), we have two set-
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tings: normal and boosted. In the normal set-
ting, we employ the top 30 documents retrieved
by BM25 (Amati, 2009). Conversely, in the
boosted setting, we include relevant documents
beyond the top 30 retrieved by BM25. Our in-
quiry tasks an LLM to determine the relevance
of each document. Subsequently, we reorga-
nize the documents based on their relevance
probabilities, ranking them from the highest
probability of relevance to the highest proba-
bility of non-relevance. Several metrics are em-
ployed to assess model performance. We use
a more stringent variant of Mean Reciprocal
Rank (MRR), Mean Reciprocal Rank in top-K
(M@K), which disregards samples ranked lower
than a predetermined threshold (K, set to 10 in
our experiments). M@K = 1/rank if rank < K
and M@K = 0 otherwise. Additionally, we
consider the Normalized Discounted Cumula-
tive Gain in top-K (N@K), a metric focusing
on relevance beyond binary assessments. Cu-
mulative Gain in top-K (CG@K) measures the
total relevance value within the top K docu-
ments. In contrast, Discounted Cumulative Gain
(DCG@K) adds positional weight to the rele-
vance scores, prioritizing documents that ap-
pear higher in the ranking. DCG@K is com-
puted as DCG@K = Yo, emdedlouncc(ds)
Finally, N@K normalizes DCG@K against the
Ideal Discounted Cumulative Gain (IDCG@K),
representing the maximum achievable DCG@K
score with ideally ordered documents. GPT fam-
ily and Gemini are not evaluated in this scenario
because OpenAl and Google hav disabled proba-
bilities in their response (Azure announcement).

. Language Modeling assesses LLMs’ under-

standing and fluency in a specific language
through tasks, notably filling in the blanks
and spelling correction. For masked language
modeling, we utilized the formal-styled MLQA
dataset, masking 10% of words in each doc-
ument for LLLMs to predict. We selected the
VSEC dataset (Do et al., 2021) to evaluate
spelling correction constructed from news
articles with more modification operators than
previous datasets. Various metrics are employed
for evaluation. Exact Match (EM) assesses
the precise word-level match rather than the
entire sentence. Character Error Rate (CER)
and Word Error Rate (WER) represent the
proportion of inaccurately predicted characters


https://learn.microsoft.com/en-us/azure/ai-services/openai/how-to/chatgpt?pivots=programming-language-chat-completions&tabs=python#output

10.

and words compared to references, respectively.
The Character Edit Distance (CED), also known
as the Levenshtein distance, measures the
minimum operations (insertions, deletions, or
substitutions) needed to transform one character
string into another. The Word Edit Distance
(WED) is similar to CER but operates at
the word level. Finally, Perplexity (PLX) is
defined as the exponentiated average negative
log-likelihood of a sequence of 7T'-token:

PLX = exp (—% ZiT:o logpg(xi\x@)),
where py(z;|x<;) is the probability of the i*"
token conditioned on preceding ones.

. Reasoning involves evaluating LLMs’ logical

and mathematical capabilities. Because Viet-
namese lacks datasets for reasoning, we adapted
two well-known datasets—Synthetic reason-
ing (Wu et al., 2021) and MATH (Hendrycks
et al., 2021)—for this purpose. We created Viet-
namese versions of these datasets by translating
their English versions using Google Paid API
and Azure Translation, focusing on natural lan-
guage reasoning, abstract symbol reasoning, and
mathematical ability. These datasets are com-
patible with the original license and are open-
sourced on HuggingFace®. We use EM and F1 to
measure the reasoning performance. Equivalent
is used as a metric to assess whether the results
given by LLM are equivalent to the reference.
The evaluation results of this scenario are re-
ported as the average of two translated versions.

Translation involves translating documents
from Vietnamese to English and the reverse
while preserving the original meaning. We se-
lected the two most extensive and high-quality
datasets: OPUS100 (Zhang et al., 2020) and
PhoMT (Doan et al., 2021). Two key metrics
are employed to ensure translation accuracy.
The Bilingual Evaluation Understudy (BLEU)
score (Papineni et al., 2002) measures the sim-
ilarity of a translation to reference translations,
with values closer to 1 indicating higher simi-
larity. On the other hand, the Harmonic mean
of Enhanced Length Penalty, Precision, n-gram
Position-difference Penalty, and Recall (hLE-
POR) (Han et al., 2013) assesses the similarity
of n-grams between the translation and refer-
ences. The hLEPOR score also ranges from 0O to

®Synthetic reasoning natural; Synthetic reasoning; MATH
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1, where a higher score signifies a more closely
aligned translation with the references.

We design a base prompt for each scenario that
asks the LLMs to perform the desired task with-
out any examples or constraints. Recent stud-
ies (Zhao et al., 2021; Wei et al., 2022) have
demonstrated that LLMs perform better if care-
fully prompted. Therefore, we design additional
prompts for some specific scenarios to test whether
the LLMs perform better with provided exam-
ples (few-shot learning or in-context learning),
whether LLMs perform worse with weak prompts,
or whether the LLMs outputs are polite and less
biased with constraints input. Details of prompts
for each scenario are provided in Appendix G.

4 Results and Discussion

We present the overall capacities of evaluated
LLMs in Figure 1, separating commercial and
open-sourced models across six aspects, includ-
ing general performance, robustness under weaker
prompts, performance with Chain-of-Thought
(COT), ability to deal with unfair input (fairness)
and toxicity, bias in generated outputs. Each as-
pect is quantified by the average score of the model
across all evaluated scenarios within that aspect.
For each scenario, we present the standard devia-
tion for each metric by using bootstrapping (Efron
and Tibshirani, 1993), wherein the process involves
(1) drawing random samples with replacement from
the original dataset, (ii) computing the metric for
each sampled subset and (iii) iteratively repeating
steps (i) and (ii) for a total of 1000 iterations to
ascertain the standard deviation across these repe-
titions.

Overall, GPT-4 demonstrates the highest perfor-
mance across all tasks. However, the GPT family
exhibits more biases than the others. Our finetuned
models outperform their base model, LLaMa-2.
This is expected as they are finetuned explicitly
on Vietnamese datasets, enhancing their ability to
understand the language. Additionally, we have ob-
served that the abilities of LLMs do not solely de-
pend on model parameters but also on their training
or finetuning datasets. For example, in Figure 2, in
the summarization scenario, URA-LLaMa 7B and
70B have almost the same performance. A similar
phenomenon also occurs in the language modeling
scenario, where URA-LLaMa 13B has a lower er-
ror rate than the 70B version. Larger models do not
always guarantee better performance and might per-


https://huggingface.co/datasets/ura-hcmut/synthetic_reasoning_natural
https://huggingface.co/datasets/ura-hcmut/synthetic_reasoning
https://huggingface.co/datasets/ura-hcmut/MATH_Level_1

form worse than smaller ones if not trained on these
specific data types. Indeed, employing a larger lan-
guage model does not inherently ensure heightened
performance. The crux for a good LLM lies in the
discerning selection of the number of parameters
and training or finetuning datasets.

— URALLaMa 708

Robustness

Figure 1: Overall capacities of LLMs

4.1 Inside of finetuning process

Our research indicates that establishing a founda-
tional Large Language Model may not necessitate
a vast amount of data, provided appropriate fine-
tuning techniques are employed. Empirical evi-
dence (Figure 2, 3, and 6) suggests that utilizing
solely the Vietnamese Wikipedia dataset yields sig-
nificant performance for our URA-LLaMa 70B
and MixSUra models. Given that Vietnamese is
categorized as a low-resource language, amassing
an extensive dataset for constructing highly robust
LLMs is impractical. This phenomenon can be at-
tributed to the model’s capacity to transfer knowl-
edge across languages, capitalizing on pre-existing
linguistic patterns and structures acquired from
other languages. However, among all the models
we evaluated, PhoGPT (building vocabulary and
being trained from scratch) and Vistral (expanding
vocabulary and continuously finetuning) excel in
question-answering and summarization but strug-
gle in other tasks and/or severe scenarios involving
fairness, robustness, and toxicity concerns. This is
because building tokenizers from scratch or adding
language-specific tokens limits knowledge trans-
fer from English, and these models might not be
trained in these scenarios. Thus, continuous fine-
tuning from a good pretrained model is the best
choice for low-resource languages.

4.2 General Performance

Under Zero-shot Prompt: According to Fig-
ure 2, GPT-4 achieves the best overall perfor-

mance among all models across all scenarios, while
URA-LLaMa 70B version achieves the best results
among open-sourced models. The results also in-
dicate that larger models achieve better-calibrated
results with the zero-shot prompt. However, GPT
models tend to have higher calibration errors than
the rest, which makes their responses less reliable.

Text Classification
F1

Sentiment Analysis
1

F1
50 o

000 025 o0 75 000 025 050 075

URA-LLaMa 708
URALLaMa 138
URA-LLaMa 78

LLaMa-2 708
LLaMa2 138

Language Modeling Reasoni in
R 1

WE]
000 025 050 075 000 025 050 075 0 1 2

Figure 2: Performance on zero-shot prompt

Under Few-shot Prompt: We introduce few-shot
examples into the input prompt to guide the models.
As detailed in Figure 3, GPT-4 exhibits superior
overall performance, followed closely by GPT-3.5.
Notably, GPT-3.5 demonstrates performance nearly
equivalent to GPT-4 when using few-shot prompt-
ing. Furthermore, our observations suggest that
larger models may be susceptible to the influence
of few-shot examples, resulting in increased cali-
bration errors. This further indicates that the indis-
criminate use of few-shot prompting does not uni-
versally guarantee enhanced performance or more
dependable results.

Sentiment Analysis
F11

Text Classification Knowledge
F11

Toxic Detection
F1 1 F11

75 000 025 050 075

Translation
BLEU 1

17 om

000 008 016 024 000 o0

Information Retrieval
N@10 1

0 2 i 000 017 o

Figure 3: Performance with few-shot prompt
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Under Chain-of-Thought Prompt: This setting
is employed only for the MATH dataset. Figure 4
reveals the huge-improved performance of LLM
when being guided step-by-step.

MATH with COT
Equivalent 1

URA-LLaMa 70B
URA-LLaMa 13B &=

LLaMa-2 7B &
Vietcuna 7B
Vistral 7B Chat &
MixSUra
GemSUra
Gemini Pro
GPT-3.5
GPT-4

0.0 0.5 1.0

Figure 4: Performance with Chain-of-Thought prompt

4.3 Performance under Stress

Under Weaker Prompts: In real-life scenarios,
users may not always provide clear instructions. To
investigate model capacities in handling such situ-
ations, we introduce two additional prompt styles:
medium prompt and weak prompt. Medium prompt
exclusively includes instructions for the target sce-
nario without specifying any requirements con-
cerning social aspects. Weak prompt lacks explicit
instructions but includes a phrase indicating the
purpose of the target generation.

We conduct testing under two scenarios:
question-answering and summarization. The re-
sults (Figure 5) unveil an intriguing observation:
weaker prompts may yield superior evaluation met-
rics. This phenomenon can be attributed to weaker
prompts exclusively providing instructions with-
out additional constraints, compelling the LLMs
to focus solely on the target tasks. Conversely,
in the case of strong prompts, which encompass
safety, bias considerations, and other constraints,
the LLMs modify their responses to adhere to
these stipulations, resulting in diminished evalua-
tion metrics.

Question- ing ization Questi ing S ization
Weak Prompting ~ Weak Prompting Medium Prompting Medium Prompting
F11 R1 1 F11 R1 1

URA-LLaMa 70B 4§
URA-LLaMa 1
URA-LLaMa 7B 4§
LLaMa-2 70B
LLaMa-2 13B
LLaMa-2 7B
Vistral 7B Chat
M
GemSU»

0.00 017 034

Figure 5: Performance under weaker prompt

0.00 017 034 0.00 017 034 0.00 017 034

Under Typographical Error: We made four
types of modifications to the input prompts to as-
sess the resilience of LL.Ms against varied inputs.

First, we added typos in 10% of the words uni-
formly across the document. These typos encom-
pass five categories: common Vietnamese typos as
identified in the Viwiki-Spelling (Tran et al., 2021)
and VSEC (Do et al., 2021) datasets, character
duplication, random character deletion, swapping
of two consecutive characters, and Vietnamese-
diacritic removal. These variations are designed
to replicate frequent typing errors. Secondly, the
spacing was altered by randomly replacing each
space in the text with 1-3 spaces. Thirdly, we con-
verted the entire text to lowercase. Lastly, we trans-
formed all numerical digits in the datasets into their
corresponding textual representations.

In this setting, we conduct tests across seven
scenarios, excluding Language Modeling, Informa-
tion Retrieval, and Reasoning, as these necessitate
unmodified input to assess model performance in
those scenarios accurately. Figure 6 delineates the
results for this setting. Notably, typographical er-
rors affect all models except for the GPT family.
This observation suggests that the GPT family may
have been trained on data augmented with typo-
graphical errors, enhancing its capacity to handle
such instances. Furthermore, our analysis reveals
that larger models exhibit a marginal increase in
susceptibility to typographical errors compared to
their smaller counterparts.

ri Sentiment Analysis Text Classification
F11 F11

URALLaMa 708
URALLaMa 138
URALLaMa 78
LLaMa2 708
LLaMa2 138

5 000 025 050 075

5 000 025 050 075 0.00 008 016 024

Figure 6: Performance under typographical errors

Under Order Randomization: To assess the in-
fluence of answer order variation on model per-
formance in multiple-choice questions, we employ
a random rearrangement of the order of all input
multiple-choice answers. This experimental inves-
tigation is executed within the Knowledge scenario,
utilizing the UiT-VIMMRC dataset and incorpo-
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rating few-shot prompting. The test is iteratively
performed three times, each with distinct seeds.
Figure 7 presents the aggregated outcomes
across the trials. Examination of this table reveals
that, except for Vietcuna, all models can accommo-
date variations in answer order, yielding consistent
performance across different run times.

VIMMRC
F11

URA-LLaMa 70B s
URA-LLaMa 13B
URA-LLaMa 7B
LLaMa-2 70B
LLaMa-2 13B
LLaMa-2 7B
Vietcuna 7B

Vistral 7B Chat
MixSUra -

GemSUra
Gemini Pro
GPT-3.5
GPT-4

0.0 0.5 1.0

Figure 7: Performance under randomized orders

4.4 Beyond Performance: Fairness, Bias, and
Toxicity

Fairness: To examine the fairness of LLM,
we implemented two modifications to the input
prompts related to race and gender while maintain-
ing the original system instruction and in-context
examples. Additionally, we adjusted the answer la-
bels to correspond with the revised input prompts.

The race effect is investigated by converting
Western names to Vietnamese ones in two steps.
Initially, a pre-trained Named Entity Recognition
model is used to detect all person names, and then
Western names are identified by the absence of
Vietnamese diacritics. Subsequently, a dictionary
is constructed to convert these Western names to
Vietnamese equivalents (Long, 2023).

The gender effect is studied by replacing the
most frequently used terms and pronouns with fe-
male equivalents. The most frequently used terms
and pronouns are inherited from (Liang et al, 2023)
and translated into Vietnamese:

* General: con cdi, tré em, dda tré, anh chi em,
hoang dé, vua, ngudi phuc vu, cha me, ba me,
phu huynh, b6 me ké, ba me ké, cha me ké,
chau, ho, ngudi ta, con ngudi, con nudi, gido
vién, gidng vién

* Male: con trai, cau bé, anh trai, nam hoang
dé, nam phuc vu, cha, ba, bb, cha duong, ba
duong, bb dudng, chau trai, anh, hén, ong,
chd, dan 6ng, nam, con trai nuoi, thﬁy

* Female: con gai, c0 gai, chi gai, nit hoang, nit
phuc vu ban, me, me ké, chdu gai, ba, co, mu,

nang, chi, phu n@t, nit, con gai nudi, cd gido

In our experiment (Figure 8), we examine five
scenarios, omitting Reasoning, Summarization,
Knowledge, Information Retrieval, and Translation
due to possible semantic alterations that could af-
fect the accuracy. The findings indicate that LLMs
proficiency extends to handling context changes,
suggesting its adaptability for diverse contexts tai-
lored to distinct target purposes or individuals.

Question-Answering ~ Sentiment Analysis  Text Classification Toxic Detection  Language Modeling
F11 F11 F11 WER |

URALLaMa 708
URALLaMa 138

000 017 os4 000 025 050 075 000 025 050 075 000 025 050 075 000 133 266 399

Figure 8: Performance in fairness aspect

Bias: We examine bias from two distinct angles:
demographic representation and stereotypical as-
sociations. Demographic representation refers to
disparities in the frequency with which various de-
mographic groups (gender and race) are mentioned.
Stereotypical associations are a modification of de-
mographic representation. It measures biases that
are linked to a particular concept. Our experiment
measures the bias in the occupation for each demo-
graphic group. More details of the metric can be
found at (Liang et al, 2023).

This setting involves three tasks where the re-
sponses generated by LLMs with few-shot prompt-
ing are open-ended. The outcomes presented in
Figure 9 suggest that larger models can sometimes
exhibit more bias compared to their smaller coun-
terparts. Further analysis, in conjunction with in-
sights from Figure 3, suggests that achieving im-
proved performance necessitates model adherence
to certain anchor words, particularly those related
to gender and race. It becomes evident that the
presence of these anchor words significantly influ-
ences the output response, and this effect amplifies
with an increase in model parameters.

Question-Answering Summarization Translation
DRG | DRG | DRG |

URA-LLaMa 70B

em!
Gemini Pro
GPT-3.5
GPT-4

0.0000 0.1667 0.3333 0.5000 0.0000 0.1667 0.3333 0.5000 0.0000 0.0833 0.1667 0.2500

Figure 9: Demographic Representation on Gender
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Toxicity: We trained a toxicity detection model
to predict the likelihood of toxicity in the LLM
outputs in the task of Question-Answering, Sum-
marization, and Translation. Our model utilizes
the ViT5-base (Phan et al., 2022) architecture on
UiT-ViCTSD (Luu et al., 2021) training set. We
evaluate our toxicity detection model with other
well-known ones on the UiT-ViCTSD testing set
(Table 3). We use average predicted toxic prob-
ability to measure the toxicity of the generative
samples from the LLM.

This setting is also implemented across three
scenarios involving open-ended responses. The
findings (Figure 10) indicate that larger models are
challenging to control regarding toxicity in their
generated responses. Additionally, our observa-
tions highlight the role of training or finetuning
datasets as a causative factor in inducing toxicity.
Consequently, efforts to mitigate toxicity can be
initiated by implementing measures to control the
composition of those datasets.

Question-Answering
Toxicity |

Translation
Toxicity |

Summarization
Toxicity |

0.0000 0.0167 0.0333 0.0500 0.0000 0.0167 0.0333 0.0500 0.0000 0.0333 0.0667 0.1000

Figure 10: Toxicity on generation taks

5 Limitations, Risks and Future
Directions

While pioneering in finetuning open-sourced Viet-
namese LLMs, our study encounters several limita-
tions. Firstly, our evaluation, especially for closed-
source models like GPT4 and open-sourced models
but unpublished data like Vistral, might be biased
due to the potential contamination of datasets used
for training and evaluation. Dataset contamination,
where training data inadvertently includes informa-
tion from test sets or biased samples, can lead to
overestimated performance and models that do not
generalize well to real-world scenarios. Secondly,
the scope of finetuning is restricted to the Viet-
namese language, which might not generalize to
other low-resource languages. Thirdly, the evalua-
tion, though comprehensive, is limited by the qual-
ity and diversity of available Vietnamese datasets.
The current datasets may not capture the complete
spectrum of linguistic nuances and cultural con-
texts inherent in the Vietnamese language. Finally,

our study’s reproducibility and scalability might
be constrained by the computational resources re-
quired for training and finetuning such large-scale
models.

While our finetuned LLM demonstrates profi-
ciency across diverse scenarios in toxicity and bias
testing, its application in real-world scenarios does
not guarantee the absence of bias or toxicity. Ad-
ditionally, the model’s knowledge is confined to
datasets comprising news and Wikipedia articles
collected before 2022, potentially leading to re-
sponse inaccuracies. Therefore, prudent handling
of toxicity, bias, and verification of answers is ad-
vised when utilizing our LLM in real applications.

Future research should aim to extend the fine-
tuning process to other low-resource languages,
thereby enhancing the multilingual capabilities
of LLMs. Efforts should also be made to de-
velop more comprehensive and culturally rich Viet-
namese datasets, covering a broader range of lin-
guistic scenarios and domains. Additionally, inves-
tigating the model’s limitations in understanding
cultural nuances and idiomatic expressions could
lead to more refined and context-aware language
models. Finally, there is a need for more efficient
training and finetuning methodologies that reduce
computational costs while maintaining or improv-
ing model performance. This would make large-
scale LLMs more accessible to a broader research
community and facilitate diverse and innovative
applications in natural language processing.
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A Dataset Statistics

In this section, we present a detailed account of
the dataset statistics utilized in the fine-tuning pro-
cess, as delineated in Table 1, and evaluations, as
tabulated in Table 2. The quantification of token
counts is conducted using the LLaMa-2 tokenizer
for consistency.

Table 1: Statistics of fine-tuning datasets. NoS: Number
of samples; TK: Total tokens; ATpS: Average tokens
per sample.

Dataset NoS TK ATpS

1284930 560497590 436
19365593 4073308063 210
28242 80753993 2859

Vietnamese Wikipedia
Vietnamese New Coprus
Vietnamese Highschool Essay

Table 2: Statistics of evaluation datasets. NoIrS: Num-
ber of training samples; NoTeS: Number of testing sam-
ples; ATpS: Average tokens per sample.

Dataset NoIrS NoTeS ATpS
VietNews 99134 22498 1479
WikiLingua 95517 27489 519
XQuAD 0 1190 530
MLQA 0 5495 616
UiT-VSFC 11426 3166 37
VLSP 2016 5100 1050 74
PhoATIS 4478 893 45
UiT-VSMEC 5548 693 38
ZaloE2E 0 600 33
UiT-VIMMRC 1975 514 756
UiT-ViCTSD 7000 1000 84
UiT-ViHSD 24048 6680 31
MLQA-MLM 0 5495 647
VSEC 0 9341 89
PhoMT 2977999 19151 20
OPUS100 1000000 2000 11
mMarco 1000 6980 233
mRobust04 0 250 7880
SR - Natural 1000 5000 220
SR - Abstract Symbol 3000 15000 53
MATH 7500 5000 125

B Computing Probability-related Metrics

In classification tasks, determining the Area Under
the Receiver Operating Characteristic (AUC ROC)
involves the computation of probabilities associated
with each option given a prompt and a correspond-
ing list of potential labels. The probability for each
option is derived by assessing the log-probability
assigned to that particular option. To compute the
log-probability for each option, an input sequence
is constructed by concatenating the prompt with an
individual option, and subsequently encoding this
composite input using a tokenizer. To ensure the
comprehensive evaluation of the log-probability for
the option, an "end of sentence" token (<eo0s>) is

appended to the end of the sequence. Subsequently,
the encoded input undergoes processing through
the model, generating probabilities for each token.
Only the log-probabilities associated with tokens
within the encoded input pertaining to the option
are extracted, incorporating the <eos> token. The
log-probabilities for a given option are then calcu-
lated as the sum of the extracted log-probabilities.
In the scenario of having n options, the probability
assigned to each option is determined through the
softmax function applied to the log-probabilities of
the n options. Following the acquisition of prob-
abilities for each option, standard procedures for
calculating AUC ROC are carried out. For exam-
ple, with below context prompt:

Passage: {passage}

Query: {query}

Can the passage answer the query?
Answer :

Assuming that the label set is S = {“Yes”, “No”}
and tokenizer is at character level. Firstly, we
calculate the log probability of each option in the
label set. Based on the explanation above, it can be
calculated by applying log operation to below equa-
tions, where c is the context: p(Yes<eos>|c) =
p(Y|e)p(ele, Y)p(s|c, Ye)p(<eos>|c, Yes),
p(No<eos>|c) = p(N|c)p(o|e, N)p(<eos>|c, No).
Then, we can get the probability of each option by
normalization using softmax.

exp(p(Yes<eos>|c))

> ocs exp(p(o, <eos>[c)
exp(p(No<eos>|c))

Zoes exp(p(o, <eos>|c))

p(Yes) =

p(No) =

C Toxicity Prediction Model

For assessing the toxicity in LLM generation, we
constructed a toxicity prediction model utilizing
the UiT-ViCTSD dataset (Luu et al., 2021). Var-
ious machine learning and deep learning mod-
els were employed for this purpose, including
Logistic Regression (Cox, 1958), Random For-
est(Liaw and Wiener, 2002), Support Vector Ma-
chine (SVM) (Cortes and Vapnik, 1995), Long
Short-Term Memory (LSTM) (Hochreiter and
Schmidhuber, 1997) with fastText embedding (Bo-
janowski et al., 2017), LSTM with PhoW2V em-
bedding (Nguyen et al., 2020a), Bi-GRU-LSTM-
CNN (Nguyen et al., 2019a) with fastText embed-
ding, Bi-GRU-LSTM-CNN with PhoW2V embed-
ding, and ViT5 (Phan et al., 2022). The compar-
ative results are presented in Table 3. The model
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demonstrating the highest accuracy in toxicity pre-
diction (ViT5) was selected for further analysis.

Table 3: Performance of toxicity detection on UiT-
ViCTSD testing set

Models AC? F11

Logistic Regression 90.27  55.35
Random Forest 90.03  55.30
SVM 90.17 59.06
LSTM + fastText 88.90 49.63
LSTM + PhoW2V 89.00 49.70
Bi-GRU-LSTM-CNN + fastText 89.10  48.88
Bi-GRU-LSTM-CNN + PhoW2V  88.90 49.62
ViT5 (Our chosen model) 91.10 55.72

D Evaluation Framework

Our developed evaluation framework is based on
Python 3, utilizing various libraries from Hugging-
Face, including transformers, accelerate, datasets,
evaluate, etc. Our framework is available at
GitHub. We acknowledge Thu Nguyen for help-
ing us document and refactor our code. To deploy
LLMs for inference, we use Text Generation Infer-
ence (TGI) toolkit, which combines multiple accel-
erate tools with helping to optimize the inference
procedure. The hyperparameter configurations for
text generation are as follows.

¢ Quantization: 4-bit with NF4
* Temperature: 1.0

* Top-K: 1

* Repetition penalty: 1.1

e Max new tokens:

— Question-answering: 100

— Summarization: 300

— Sentiment analysis: 50

— Text classification: 50

— Knowledge: ZaloE2E - 100; UiT-
ViIMMRC - 50

— Toxicity detection: 50

— Information retrieval: 50

— Language modelling: 500

— Reasoning: Synthetic resoning - 100;
MATH - 1000

— Translation: 500

E Additional Results

This section presents the evaluation results of our
finetuned models, LLaMa-2, Vietcuna 7B, Vis-
tral, PhoGPT 7B, Gemini Pro, GPT-3.5 Turbo, and
GPT-4, across ten tasks. The performances of the
best open-sourced and best models are highlighted
in blue and gray, respectively.

F Effect of generation hyperparameters

With the generation configuration presented in Ap-
pendix D, we can consider our tests to be difficult
tests which require the LLM to generate the most
appropriate tokens with the highest probability at
each step. However, for multilingual LLMs with
large vocabulary sizes such as GemSUra, the signal
for the most appropriate tokens is sometimes not at
the top probability. Thus, we modify the generation
hyperparameters as below and perform testing on
URA-LLaMa 7B, GemSUra 7B and Vistral.

e Temperature: 0.1
* Top-K: 50
* Repetition penalty: 1.0

According to Table 12, we observe that all three
models achieve better performance compared to
previous results in Table 4. While URA-LLaMA
has slight improvements, GemSUra and Vistral per-
formance increase significantly. This phenomenon
can be explained by the fact that the signal of Viet-
namese tokens in these models is not as strong as
the others due to the larger vocabulary size. This
observation suggests that large vocabulary multi-
lingual LLMs produce weaker signals for a specific
language, so we need to set a larger Top-K hyper-
parameter for better performance while trading off
efficiency.

G Prompts

All the prompts we used in our experiments are in Vietnamese.
We present details of these prompts and their meanings in
English (translated by Google Translate) in below section with
LLaMa-2 template. The template need to be adjusted for other
models.

G.1 Question-Answering

Weak prompt:

[INST] Ngit canh: {context}
Cau héi:
Tra 101i:

{question}
[/INST]

=
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Table 4: Performance under zero-shot prompting
(a) Question-answering

XQuAD MLQA
Models EM{ F11 EM{ F11
URA-LLaMa 70B 0.06 £ 0.00 0.30 £0.00 | 0.04£0.00 0.28 + 0.00
URA-LLaMa 13B 0.00 +0.00 0.1440.00 | 0.00+0.00 0.15 %+ 0.00
URA-LLaMa 7B 0.00 +0.00 0.14+0.00 | 0.00+0.00 0.16 + 0.00
LLaMa-2 70B 0.00+0.00 0.1140.00 | 0.00+0.00 0.12 % 0.00
LLaMa-2 13B 0.00 +0.00  0.04+0.00 | 0.00+0.02 0.05+ 0.00
LLaMa-2 7B 0.00 +0.00 0.05+0.00 | 0.00+0.00 0.06 + 0.00
Vietcuna 7B 0.00 +0.00 0.00+0.00 | 0.00=+0.00 0.00 % 0.00
Vistral 7B Chat 0.01 +0.00 0.03+0.00 | 0.01+0.00 0.03 % 0.00
PhoGPT 7B5 Instruct | 0.00 £ 0.00  0.06 +0.00 | 0.00 +0.00  0.06 =+ 0.00
MixSUra 0.00 +0.00 0.17+0.00 | 0.00+0.00 0.18 + 0.00
GemSUra 0.00 +0.00  0.00£0.00 | 0.00=+0.00 0.00 % 0.00

" GeminiPro ~ ~ [ 0.17£0.01 ~0.3940.01 | 0.13+0.00 0.34 £0.01
GPT-3.5 0.00 +0.00 0.24+0.00 | 0.00+0.00 0.25 %+ 0.00
GPT-4 0.00 +0.00 0.27+0.00 | 0.00+0.00 0.27 + 0.00

(b) Summarization

VietNews
BS

WikiLingua
BS

Vistral 7B Chat
PhoGPT 785 Instruct

000 03 024 o 5 oo 52
0.41 £+ 0.00 0.21 £ 0.00 0.26 + 0.00 0.40 + 0.00 —0.04 £ 0.11 0.84 £ 0.00 3.45 £ 0.00 15.43 + 0.49 0.44 £ 0.00 0.21 + 0.00 0.32 + 0.00 0.82 £ 0.00 2.37 £0.01 6.61 4 0.16
(c) Sentiment analysis
VLSP 2016 UiT-VSFC
Models ACT F11 ART ECE| A@101 ACT F11 ART ECE| A@101
URA-LLaMa 70B 0.63 + 0.02 0.63 + 0.02 0.74 + 0.01 0.15 + 0.01 0.87 + 0.03 0.64 + 0.01 0.54 + 0.01 0.85 + 0.01 0.14 + 0.00 0.98 + 0.01
URA-LLaMa 13B 0.52 £ 0.02 0.35 + 0.01 0.60 + 0.01 0.10 &+ 0.01 0.64 + 0.05 0.70 £ 0.01 0.40 £ 0.01 0.72 + 0.01 0.23 + 0.01 0.95 + 0.01
URA-LLaMa 7B 0.35 4+ 0.02 0.24 + 0.01 0.54 + 0.01 0.24 + 0.01 0.31 +0.05 0.27 4+ 0.01 0.18 £ 0.00 0.52 + 0.01 0.37 + 0.01 0.03 + 0.01
LLaMa-2 70B 0.51 £+ 0.02 0.37 + 0.01 0.54 + 0.01 0.29 + 0.01 0.57 + 0.06 0.44 £+ 0.01 0.28 £+ 0.00 0.69 + 0.01 0.35 + 0.01 0.60 + 0.03
LLaMa-2 13B 0.25 4 0.01 0.25 + 0.01 0.49 + 0.01 0.39 + 0.01 0.29 + 0.05 0.29 £ 0.01 0.24 £ 0.01 0.52 + 0.01 0.42 + 0.01 0.30 &+ 0.03
LLaMa-2 7B 0.15 4+ 0.01 0.15 + 0.01 0.58 + 0.01 0.73 +0.01 0.12 +0.03 0.04 £+ 0.00 0.06 4 0.01 0.49 + 0.01 0.79 + 0.00 0.01 +0.01
Vietcuna 7B 0.11 £+ 0.01 0.12 + 0.01 0.49 + 0.01 0.68 + 0.01 0.11 + 0.03 0.05 £+ 0.00 0.06 £+ 0.00 0.56 + 0.01 0.73 + 0.00 0.05 + 0.01
Vistral 7B Chat 0.28 £ 0.00 0.16 &+ 0.00 0.86 + 0.01 0.36 + 0.01 0.15 &+ 0.00 0.02 £ 0.00 0.07 & 0.00 0.90 + 0.01 0.78 &+ 0.00 0.00 % 0.00
PhoGPT 7BS5 Instruct 0.02 £+ 0.00 0.03 + 0.01 0.62 + 0.01 0.98 + 0.00 0.02 + 0.01 0.01 £+ 0.00 0.01 £+ 0.00 0.60 + 0.01 0.99 + 0.00 0.00 #+ 0.00
MixSUra 0.45 4+ 0.01 0.30 + 0.05 0.62 + 0.01 0.50 + 0.01 0.49 + 0.05 0.55 + 0.01 0.40 £+ 0.01 0.66 + 0.01 0.41 + 0.01 0.60 + 0.03
_GemSUra_ _ _ _ | 0.00£0.00 _0.00£0.00 _0.76£0.01 _0.79£0.00 _0.00£0.00_| 0.00%0.00_ 0.00£000 08 %0.01  0.84£000  0.00%0.00 _
Gemini Pro 0.64 £+ 0.01 0.47 £ 0.01 - 0.31 + 0.01 0.53 + 0.04 0.76 + 0.01 0.49 £+ 0.01 — 0.43 + 0.01 0.77 £ 0.03
GPT-3.5 0.62 £ 0.02 0.56 + 0.01 - 0.29 + 0.02 0.62 & 0.05 0.81 £ 0.00 0.68 &+ 0.00 — 0.48 + 0.01 0.83 + 0.02
GPT-4 0.71 + 0.01 0.68 + 0.01 - 0.37 + 0.01 0.70 + 0.04 0.80 4 0.01 0.67 4 0.01 - 0.47 +0.01 0.85 + 0.02
(d) Text classification
UiT-VSMEC PhoATIS
Models ACT F11 AR?T ECE] A@107 ACT Fit ART ECE] A@101
URA-LLaMa 70B 0.40 £+ 0.02 0.32 + 0.02 0.68 + 0.01 0.14 + 0.02 0.60 + 0.06 0.56 + 0.02 0.48 + 0.03 0.85 + 0.00 0.25 + 0.02 0.56 £+ 0.06
URA-LLaMa 13B 0.27 +0.02 0.24 £+ 0.02 0.52 4+ 0.01 0.07 + 0.01 0.23 + 0.05 0.10 £ 0.01 0.10 + 0.01 0.72 £ 0.00 0.52 + 0.01 0.14 £+ 0.04
URA-LLaMa 7B 0.13 £ 0.01 0.11 £+ 0.01 0.50 £ 0.01 0.15 + 0.01 0.21 £ 0.05 0.04 £+ 0.01 0.04 + 0.02 0.77 £ 0.00 0.30 = 0.01 0.04 £+ 0.02
LLaMa-2 70B 0.33 £ 0.01 0.28 £+ 0.01 0.56 + 0.01 0.30 + 0.01 0.47 £ 0.05 0.10 £+ 0.01 0.09 + 0.01 0.72 4+ 0.01 0.26 + 0.01 0.13 £+ 0.04
LLaMa-2 13B 0.11 + 0.01 0.10 £+ 0.01 0.49 £+ 0.01 0.31 + 0.01 0.09 £+ 0.04 0.03 + 0.01 0.02 + 0.00 0.45 + 0.01 0.28 + 0.01 0.03 £+ 0.02
LLaMa-2 7B 0.07 £ 0.01 0.08 £ 0.01 0.52 4 0.01 0.35 + 0.01 0.07 £ 0.03 0.00 £ 0.06 0.00 &+ 0.06 0.61 £ 0.01 0.32 +£0.00 0.00 £ 0.00
Vietcuna 7B 0.05 + 0.01 0.02 £+ 0.01 0.52 + 0.01 0.95 + 0.01 0.03 £ 0.02 0.05 4+ 0.01 0.01 + 0.00 0.66 £ 0.00 0.20 + 0.01 0.01 £ 0.21
Vistral 7B Chat 0.00 £+ 0.00 0.00 £ 0.00 0.56 + 0.02 0.35 + 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.00 &+ 0.00 0.89 £+ 0.01 0.47 + 0.01 0.00 £ 0.00
PhoGPT 7BS5 Instruct 0.01 £+ 0.00 0.01 £+ 0.00 0.52 + 0.02 0.99 + 0.00 0.00 £+ 0.01 0.02 £+ 0.00 0.01 + 0.00 0.54 + 0.02 0.98 + 0.00 0.00 £+ 0.01
MixSUra 0.34 £ 0.02 0.26 £ 0.02 0.63 + 0.01 0.64 + 0.02 0.57 + 0.05 0.23 £+ 0.01 0.33 £ 0.03 0.90 £ 0.01 0.74 = 0.01 0.48 £+ 0.05
GemStra_ ___ | 0.00 £0.00 _0.00=£0.00 _0.61£0.02 _0.58£0.01 _0.00=0.00_| 0.00£0.00_ 0.00%0.00  0.73:+001 _ 0.65=0.01 _ 0.00%0.00 _
Gemini Pro 0.50 &+ 0.02 0.38 £ 0.02 — 0.36 &+ 0.02 0.44 £ 0.06 0.89 £ 0.01 0.66 = 0.03 — 0.83 £ 0.01 0.74 £ 0.03
GPT-3.5 0.43 £ 0.02 0.37 £ 0.02 - 0.29 + 0.02 0.43 £+ 0.06 0.44 £+ 0.02 0.38 +0.03 - 0.38 + 0.02 0.44 £+ 0.05
GPT-4 0.49 £+ 0.02 0.46 + 0.02 - 0.35 + 0.02 0.50 & 0.06 0.89 4 0.01 0.69 &+ 0.02 0.83 + 0.01 0.89 £ 0.03
(e) Knowledge
ZaloE2E ViMMRC
Models EM1 F11 ACT F11 ART ECE| A@101
URA-LLaMa 70B | 0.28 £ 0.02  0.44 £ 0.02 | 0.80 £0.02  0.80 £ 0.02  0.85 £0.01 _ 0.10 £ 0.02 _ 0.96 & 0.03
URA-LLaMa 13B | 0.12+0.01  0.22+0.01 | 0.404+0.02 0.314+0.02 0.574+0.02 0.48 £0.02  0.42 4 0.08
URA-LLaMa 7B 0.09+0.01 0.2040.02 | 0.3040.02 0.10£0.01 0.56+0.02 0.27+0.02  0.56 £ 0.07
LLaMa-2 70B 0.11+0.01  0.2640.01 | 0.694+0.02 0.55+0.02 0.40+0.01 0.214+0.02 0.75+ 0.07
LLaMa-2 13B 0.06 £0.01  0.1040.01 | 0.5240.02 0.41£0.02 0.64+0.02 0.33+0.02 0.73 £ 0.07
LLaMa-2 7B 0.03+0.01  0.0740.01 | 0.374+0.02 0.25+£0.02 0.51+0.02 0.3540.02 0.29 + 0.06
Vietcuna 7B 0.03+0.01  0.0640.01 | 0.3240.02 0.22+£0.02 0.50+0.00 0.0740.02  0.33 £ 0.07
Vistral 7B Chat 0.00+0.00 0.0140.00 | 0.014+0.00 0.01£0.00 0.95+0.01 0.76+0.01  0.00 «+ 0.00
MixSUra 0.04+0.01 0.1740.01 | 0.654+0.02 0.52+0.03 0.52+0.02 0.314+0.02 0.31 +0.07
_ GemSUra_ | 0.00£0.00 _0.00%+0.00 | 0.51£0.02 0.45+0.02 0.62+0.02  0.17+0.02  0.58 +0.07 _
Gemini Pro 0.25 £0.02 ~ 0.39£0.02 [ 0844002 ~0.68+0.01 - 0.59+0.02 ~ 0.79 £ 0.05
GPT:3.5 0.37+0.02  0.564+0.02 | 0.9040.01  0.72+0.01 - 0.65+0.01  0.90 & 0.04
GPT-4 0.38+0.02 0.5540.02 | 0.9240.01 0.73 £ 0.06 - 0.67 +£0.01  0.90 & 0.04
(f) Toxicity detection
UiT-ViCTSD UiT-ViHSD
Models ACT F11 ART ECE| A@107 ACT F11 ART ECE| A@107
URA-LLaMa 70B 0.61 + 0.01 0.52 £ 0.01 0.77 £ 0.01 0.17 £ 0.01 0.97 £ 0.01 0.38 £ 0.01 0.34 £ 0.01 0.74 £ 0.01 0.25 £ 0.01 0.91 £ 0.01
URA-LLaMa 13B 0.46 + 0.01 0.28 4+ 0.03 0.53 + 0.02 0.22 + 0.01 0.48 £ 0.03 0.33 + 0.01 0.18 4 0.00 0.60 &+ 0.01 0.35 + 0.01 0.54 + 0.02
URA-LLaMa 7B 0.25 + 0.01 0.19 + 0.01 0.53 + 0.01 0.38 £ 0.01 0.13 £+ 0.02 0.19 + 0.00 0.13 + 0.00 0.55 + 0.01 0.46 + 0.01 0.13 £ 0.01
LLaMa-2 70B 0.39 + 0.01 0.25 + 0.01 0.50 + 0.01 0.59 £ 0.01 0.42 £ 0.05 0.16 &+ 0.00 0.11 4 0.00 0.54 + 0.01 0.52 & 0.00 0.15 + 0.01
LLaMa-2 13B 0.16 + 0.01 0.14 4+ 0.00 0.40 + 0.01 0.50 £ 0.01 0.24 + 0.02 0.09 &+ 0.00 0.13 4+ 0.00 0.38 + 0.01 0.63 + 0.00 0.10 + 0.01
LLaMa-2 7B 0.13 + 0.01 0.14 + 0.01 0.45 4+ 0.02 0.69 £+ 0.01 0.09 £+ 0.01 0.03 4+ 0.00 0.05 + 0.01 0.56 + 0.01 0.75 4+ 0.00 0.00 % 0.00
Vietcuna 7B 0.09 & 0.00 0.07 & 0.00 0.50 & 0.00 0.41 £ 0.00 0.10 £ 0.03 0.07 &+ 0.00 0.04 & 0.00 0.50 & 0.00 0.26 & 0.00 0.07 &£ 0.01
Vistral 7B Chat 0.00 %+ 0.00 0.00 £+ 0.00 0.82 £ 0.02 0.76 £ 0.00 0.00 £ 0.00 0.00 £+ 0.00 0.00 %+ 0.00 0.82 + 0.01 0.66 + 0.00 0.00 £ 0.00
MixSUra 0.73 + 0.01 0.38 + 0.01 0.74 + 0.02 0.27 £ 0.01 0.60 £ 0.05 0.64 + 0.01 0.30 + 0.01 0.65 + 0.01 0.93 £ 0.01
_GemSUra_ __ | 0.00£0.00 000000 072002 0823000 000000 | 0.00:+000_ 0.00+000_  0.74+001 _ 0.72:+0.00 _ 0.00:+0.00 _
Gemini Pro 0.79 + 0.01 0.41 + 0.01 — 0.29 + 0.01 0.78 £ 0.03 0.68 + 0.01 0.36 + 0.01 — 0.35 + 0.01 0.68 + 0.02
GPT-3.5 0.75 + 0.01 0.61 + 0.02 - 0.25 + 0.01 0.80 £+ 0.04 0.55 + 0.01 0.42 + 0.01 - 0.22 + 0.01 0.55 £ 0.02
GPT-4 0.89 + 0.01 0.69 &+ 0.01 - 0.39 £ 0.01 0.89 £+ 0.03 0.75 + 0.01 0.53 + 0.01 - 0.42 +0.01 0.75 £ 0.02
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(g) Language modeling

MLQA-MLM EC
Models EM{ CERy WER( CED| WED| PLX| EM{ CERy WERY CEDY WED| PLX|
URA-LLaMa70B | 0.01+0.00 ~0.57 £0.0I 0.61 £0.0l 543.05 £ 10.96 128.05 £2.45 1.08 £0.01 | 0.00£0.00 0.86E£0.00 009000 11427 £057 29.09E0.15 1.09 £ 0.00
URA-LLaMa 13B 0.00 £ 0.00 0.74 + 0.00 0.80 + 0.00 707.85 + 11.62 166.85 & 2.64 1.16 = 0.02 0.01 = 0.00 0.44 £+ 0.01 0.54 £0.01 58.24 £ 0.77 16.27 £+ 0.19 1.26 £ 0.00
URA-LLaMa7B | 0.00+0.00 0.74+0.00 0.84+0.01 744.61+13.18 183.98+3.18 1.25+0.01 | 0.01+0.00 3.33+0.04 2.90+0.03 442.06+ 566 87.53+0.96 1.33 % 0.00
LLaMa-2 70B 0.00+£0.00 0.91£0.00 0.99+0.00 868.70+10.95 206.50 £2.47 1.00%0.00 | 0.00+0.00 0.86+0.00 1.02+0.00 114.16+0.44 30.86+0.12  1.00 £ 0.00
LLaMa-2 13B 0.00 £+ 0.00 0.93 + 0.00 1.00 £ 0.00 882.26 + 11.23 208.57 + 2.52 1.10 £ 0.01 0.00 %+ 0.00 1.26 £+ 0.01 1.30 £ 0.01 167.03 £ 1.16 39.07 £ 0.23 1.11 £ 0.00
LLaMa-2 7B 0.00£0.00 0.90£0.00 1.01£0.01 862.02413.18 210.38£3.18 1.25£0.01 | 0.00£0.00 1.32+£0.04 1.34£0.03 176.04£5.66 40.44+0.96 1.14+0.00
Vietcuna 7B 0.00 £+ 0.00 1.00 £ 0.00 1.00 £ 0.00 951.99 + 12.37 208.67 +£2.73 1.48 £0.01 0.01 + 0.00 1.06 £+ 0.01 1.13 £ 0.01 141.33 £+ 1.39 34.15+0.33 1.61 £ 0.00
Vistral 7B Chat | 0.00+0.00 1.00%0.00 1.00%0.00 953.39 + 11.06 208.83 +2.43  1.00%0.00 | 0.00%+0.00 1.00%0.00 1.00%0.00 13248 £0.60 30.08%0.14  1.00 % 0.00
MixSUra 0.00£0.00 0.52£0.00 0.58 = 0.00 121614+ 1.94  1.00£0.00 | 0.12£0.00 0.20£0.00 0.30+0.00 26.83+0.36  9.16+0.09  1.00 = 0.00
GemSUra 0.00 £0.00  1.00 £0.00_ 1.0 £ 0.00 208.83 £2.53  1.394£0.00 | 0.00+0.00 1.00+0.00 1.00+0.00 132.82+0.56 30.16+0.13 _ 1.36 % 0.00
" GeminiPro ~ [ 0.01£0.00  0.50%0.01° 052+£00I 479.85 £ 11.64 1 108144260~ — ] 0.64£0.00 011£0.00 018£0.00 14.07+031 550007 ~ -
GPT-3.5 0.00 £ 0.00 0.46 + 0.01 0.54 £ 0.01 439.53 £ 10.79 111.98 + 2.44 — 0.02 + 0.00 0.14 + 0.00 0.23 £ 0.00 18.59 £ 0.34 6.93 £ 0.09 —
GPT-4 0.04£0.00 042£0.01 0.51£0.01 39850 +10.26  106.27 £ 2.39 - 0.60£0.01 0.14+0.00 023+£0.00 1817%0.45  6.89+0.12 -
(h) Reasoning
SR - Natural SR - Abstract symbol MATH
Models EM1 F11 Equ.t EM1T F11 Equ.t EM1T F11 Equ.t
URA-LLaMa 70B 0.06 + 0.00 0.34 £+ 0.00 0.06 + 0.00 0.02 + 0.00 0.24 £+ 0.00 0.01 + 0.00 0.00 + 0.00 0.01 £ 0.00 0.24 + 0.02
URA-LLaMa 13B 0.01 +0.00 0.31 + 0.00 0.02 + 0.00 0.02 + 0.00 0.24 + 0.00 0.01 + 0.00 0.00 &+ 0.00 0.00 £+ 0.00 0.16 + 0.02
URA-LLaMa 7B 0.00 = 0.00 0.26 4+ 0.00 0.00 &+ 0.00 0.01 &+ 0.00 0.17 4+ 0.00 0.00 &+ 0.00 0.00 &+ 0.00 0.00 4+ 0.00 0.06 = 0.01
LLaMa-2 70B 0.04 + 0.00 0.29 4+ 0.00 0.04 + 0.00 0.03+0.00 0.25 + 0.00 0.03 + 0.00 0.00 £0.00  0.00£0.00 0.22+0.02
LLaMa-2 13B 0.00 &+ 0.00 0.06 £+ 0.00 0.00 &+ 0.00 0.02 4+ 0.00 0.19 £+ 0.00 0.00 &+ 0.00 0.00 &+ 0.00 0.00 £+ 0.00 0.13 +0.02
LLaMa-2 7B 0.00 + 0.00 0.04 £+ 0.00 0.00 = 0.00 0.00 + 0.00 0.05 £+ 0.00 0.00 = 0.00 0.00 = 0.00 0.00 £ 0.00 0.03 +0.01
Vietcuna 7B 0.00 & 0.00 0.04 £+ 0.00 0.00 + 0.00 0.00 £ 0.00  0.10 £ 0.00 0.00 £ 0.00 0.00 £0.00  0.00£0.00 0.02=+0.00
Vistral 7B Chat 0.00 £+ 0.00 0.06 £+ 0.00 0.00 + 0.00 0.00 + 0.00 0.00 £ 0.00 0.00 + 0.00 0.00 + 0.00 0.00 £+ 0.00 0.21 +0.01
MixSUra 0.02 + 0.00 0.33 £ 0.00 0.02 + 0.00 0.03 &+ 0.00 0.22 £+ 0.00 0.04 + 0.00 0.00 &+ 0.00 0.01 £+ 0.00 0.42 + 0.02
_GemSUra __ | 0.00£0.00 _ 0.00:£0.00 _0.00%0.00 | 0.00+0.00_ 0.0040.00 _0.00+0.00 | 0.00%0.00_ 0.00£0.00 _0.01%0.00 _
Gemini Pro 0.08 + 0.00 0.47 £ 0.00 0.08 + 0.00 0.05 &+ 0.00 0.25 £+ 0.00 0.01 4+ 0.00 0.00 & 0.00 0.01 £ 0.00 0.64 + 0.00
GPT-3.5 0.21 4+ 0.00 0.59 4+ 0.00 0.32 + 0.00 0.09 +0.00 0.28 +0.00 0.13 + 0.00 0.00+0.00 0.01+0.00 0.78+0.02
GPT-4 0.21 + 0.00 0.59 4+ 0.00 0.32 + 0.00 0.09 + 0.00 0.28 + 0.00 0.13 + 0.00 0.00 + 0.00 0.01 4+ 0.00 0.78 + 0.02
[INST] Context: {context} <+ cau hdéi sau bang tiéng Viet: {
Question: {question} <~ question}
Answer: [/INST] Doan van: ~~"{context}" "~ [/INST]
Medium prompt: =
o
[INST] <<SYS>>
[I_NST] _<<SYS>> . N » . You are a helpful , respectful , and honest
Hay tra 10i cau héi bén dudi bang tiéng Viet < Vietnamese -speaking assistant. You
< v6i cac thoéong tin dudc cung cadp trong — should always answer questions as
<s phadn ng® canh. Néu trong ngit cinh kho — hglpfully as possible, but at the same
<5 ng c6 di thong tin, hay tra 1ai "Toi — ‘tlme, be se%f_e. Your rgply musfn not
Kbo bidt " <~ include malicious, racist , sexist ,

S;_é ong bie : — dangerous, or illegal content. Please
<<_/ _,>> — make sure your answers are natural,
Ngit canh: {context} <+ positive , and unbiased. If the
Cau héi: {question} < question is unreasonable or unclear,
Tra 15i: [/INST] <~ explain why instead of answering with

< no truth. If you don't know the answer
= — then don't share false information.
<</SYS>>
[INST] <<SYS>> X . Your task is to answer the passage in triple
Please answer the question bclow m <~ backtick based on the passage. the
— Vletr_lamesc_a with the information ) — following question in Vietnamese: {
< provided in the context. If there is <> question}
<~ not enough information in the context, Paragraph: ~-~{context} " [/INST]
— answer "I don't know'.
<</SYS>>
Context: {context} . .
Question: {question} G.2 Summarization
Answer: [/INST]

Normal prompt:

[INST] <<SYS>>

Ban 1a mot trg ly hitu dung st dung tiéng Viét
thanh that.
cau hdéi mot cach c
thé, nhung dong th
loi
khong dudc bao gdm cac ngoén tit doéc hai

, biét ton trong va Ban lu

n ludén tra 10i céac

[}

6 ich nhidu nhit c6

di phai an toan. Cau tra cua ban
, phan biét chung toc,
tinh,

luat .

phan biét gidi
nguy hiém, noi dung vi pham phép
Lam on hay chéc chin cau tra 19
i ctia ban tuy nhién, tich cuc va khong
thién vi bat ci cai gi. Néu c6 cau hoi
khong hgp ly hoadac khéng ré6 rang thi h
ay giai thich tai tra loi
khong ding su that. Néu ban khéng biét
16i thi
sy that.

sao thay vi

cau tra dirng chia sé thong

A

tin sai

<</SYS>>
Nhiem vu ctia ban la dua vao doan vin nam

— trong dau triple backtick, hay tra 1oi

Weak prompt:

[INST] Doan van:
Tém tat doan van treén:

{document}
[/INST]

[INST] Paragraph: {document}
Summary of the above passage: [/INST]
Medium prompt:

[INST] <<SYS>>

Nhiém vy ciia ban la tém tat doan van ban sau,
< dua ra cau tra 15i la ban tém tat:

<< /SYS>>

* -~ {document}

[/INST]

[l

[INST] <<SYS>>

Your task is to summarize the following text,
— giving a summary answer:

<</SYS>>

**~{document}

[/INST]



Table 5: Performance under few-shot prompting
(a) Sentiment analysis

VLSP 2016 TIT-VSFC
Models ACT F11 ART ECE| A@101 ACT Fl1t AR?T ECE| A@101

URA-LLaMa 70B | 0.66 £0.01 _ 0.49 £ 0.01 _0.72 £0.01 _ 0.13 £0.01 _ 0.77 £0.04 | 0.76 £ 0.01 £001  081£001 0.16+£0.01 0.71 £0.02
URA-LLaMa 13B | 0.59 +0.01  0.57£0.01  0.67 +£0.01  0.0840.01  0.82+0.04 | 0.74 £0.01 +0.08 0.83+£001 0.10+0.01  0.87 & 0.02

0.48
0.52
URA-LLaMa 7B 0.57 £ 0.02 0.42 £+ 0.05 0.69 + 0.02 0.06 £+ 0.02 0.77 + 0.04 0.72 £ 0.01 0.43 + 0.01 0.78 £ 0.01 0.13 + 0.01 0.95 + 0.03
LLaMa-2 70B 0.53 £ 0.01 0.38 £0.01 0.68 + 0.01 0.34 £ 0.01 0.58 + 0.05 0.60 £ 0.01 0.40 £+ 0.01 0.65 £ 0.01 0.39 + 0.01 0.25 + 0.03
LLaMa-2 13B 0.51 + 0.01 0.41 £ 0.06 0.66 + 0.01 0.32 £ 0.02 0.80 &+ 0.04 0.63 £ 0.01 0.46 + 0.07 0.71 £ 0.01 0.13 £+ 0.01 0.88 + 0.02
LLaMa-2 7B 0.45 + 0.01 0.32 £+ 0.01 0.59 + 0.01 0.26 £+ 0.02 0.50 + 0.05 0.50 £+ 0.01 0.34 + 0.01 0.69 £+ 0.01 0.23 + 0.01 0.62 + 0.03
Vietcuna 7B 0.04 £+ 0.01 0.05 £ 0.01 0.45 + 0.01 0.71 £ 0.01 0.05 + 0.02 0.03 £ 0.00 0.03 + 0.00 0.53 £ 0.01 0.50 & 0.00 0.01 £ 0.00
Vistral 7B Chat 0.28 + 0.01 0.16 + 0.01 0.86 + 0.01 0.36 £ 0.01 0.15 4+ 0.03 0.02 £ 0.00 0.07 £ 0.01 0.90 + 0.01 0.78 &+ 0.00 0.00 + 0.00
MixSUra 0.62 + 0.02 0.63 £ 0.01 0.59 + 0.01 0.30 £+ 0.01 0.59 + 0.05 0.74 £ 0.01 0.46 + 0.01 0.63 £+ 0.01 0.23 + 0.01 0.65 + 0.03
GemSUra 0.00 + 0.00 0.00 £+ 0.00 0.72 + 0.01 0.70 £ 0.01 0.00 + 0.00 0.00 £+ 0.00 0.00 + 0.00 0.89 + 0.01 0.81 + 0.00 0.00 £+ 0.00
" GeminiPro ~ ~ [ 0.67E£0.01 ~0.50£001 ~ = ~ ~ ~031£001 0654005 | 078+0.01  049£0.01  ~ _ —_  _ 0.45%0.01  0.82F0.02
GPT-3.5 0.65 £ 0.01 0.59 £ 0.01 - 0.35 £ 0.01 0.54 + 0.05 0.86 £ 0.01 0.73 & 0.01 - 0.14 + 0.01 0.85 £+ 0.02
GPT-4 0.75 + 0.01 0.74 £ 0.01 — 0.25 + 0.01 0.74 + 0.04 0.85 £ 0.01 0.53 + 0.09 — 0.15 + 0.01 0.87 £+ 0.02
(b) Text classification
UiT-VSMEC PhoATIS
Models ACT F11 AR? ECE| A@107 ACT F11 AR?T ECE} A@107
URA-LLaMa 70B 0.25 £ 0.02 0.15 £ 0.01 0.56 + 0.01 0.25 £ 0.02 0.37 £ 0.06 0.15 £ 0.01 0.22 £ 0.03 0.83 £ 0.00 0.81 + 0.01 0.13 £ 0.04
URA-LLaMa 13B 0.32 + 0.02 0.12 £ 0.01 0.58 + 0.01 0.22 £+ 0.02 0.57 &+ 0.07 0.01 £ 0.01 0.06 &+ 0.02 0.47 £ 0.00 0.84 + 0.01 0.00 £ 0.01
URA-LLaMa 7B 0.29 + 0.02 0.11 £ 0.01 0.60 + 0.01 0.12 £ 0.02 0.43 + 0.06 0.06 £ 0.01 0.01 £ 0.00 0.55 £ 0.00 0.24 + 0.01 0.08 £ 0.03
LLaMa-2 70B 0.24 £+ 0.02 0.14 £+ 0.01 0.63 + 0.01 0.40 £+ 0.02 0.76 + 0.06 0.11 £+ 0.01 0.08 £+ 0.02 0.66 £+ 0.01 0.51 + 0.01 0.06 + 0.02
LLaMa-2 13B 0.18 +£ 0.02 0.08 £+ 0.01 0.55 + 0.01 0.45 £ 0.01 0.49 + 0.07 0.02 £+ 0.01 0.06 + 0.02 0.57 £ 0.01 0.90 + 0.01 0.01 £ 0.01
LLaMa-2 7B 0.25 + 0.02 0.12 £ 0.01 0.57 + 0.01 0.21 £ 0.02 0.54 4+ 0.06 0.03 £ 0.01 0.02 + 0.01 0.56 £ 0.01 0.54 + 0.01 0.01 £ 0.01
Vietcuna 7B 0.15 + 0.01 0.05 £+ 0.01 0.46 + 0.01 0.85 + 0.01 0.15 + 0.04 0.04 £+ 0.01 0.01 + 0.00 0.63 £+ 0.00 0.21 + 0.01 0.07 + 0.03
Vistral 7B Chat 0.00 + 0.00 0.00 £ 0.00 0.68 + 0.01 0.38 £ 0.00 0.00 & 0.00 0.00 £ 0.01 0.01 £+ 0.01 0.81 £+ 0.01 0.61 &+ 0.00 0.00 £+ 0.00
MixSUra 0.40 + 0.02 0.36 £ 0.02 0.72 + 0.01 0.53 £ 0.02 0.79 &+ 0.05 0.81 £ 0.01 0.58 + 0.03 0.96 + 0.01 0.14 + 0.01 0.91 £+ 0.04
GemSUra 0.00 £+ 0.00 0.00 £ 0.00 0.63 + 0.01 0.56 + 0.01 0.00 + 0.00 0.00 £ 0.00 0.00 + 0.00 0.93 £+ 0.01 0.68 + 0.01 0.00 £+ 0.00
T GeminiPro ~ | 0.48E£0.02 ~ 0.36£002 ~ - _  0.33£002 047+£005 | 0824001 069+0.03° ~ -~ 0.76%0.01  0.70 £ 0.04 ~
GPT-3.5 0.42 + 0.02 0.40 £+ 0.02 - 0.58 + 0.02 0.29 + 0.06 0.69 £+ 0.02 0.67 £ 0.03 - 0.31 + 0.02 0.69 + 0.05
GPT-4 0.49 + 0.02 0.48 £ 0.02 - 0.51 £ 0.02 0.36 &+ 0.06 0.85 £ 0.01 0.78 + 0.03 - 0.15 + 0.01 0.88 £+ 0.04
(c) Knowledge
ZaloE2E ViMMRC

Models EM? F11 ACT F11 ART ECE| A@107

URA-LLaMa 70B | 0.34 £0.02  0.50 £ 0.02 | 0.78 £0.02 0.63 £0.03 090 £0.01 _ 0.13 £0.02 _ 0.96 & 0.03

URA-LLaMa 13B | 0.26+0.02  0.40 +0.02 | 0.62+0.02 0.50+£0.02 0.69+0.02 0.18+£0.02 0.65 =+ 0.07

URA-LLaMa 7B 0.01+0.00 0.09+0.02 | 042+0.02 0.334+0.02 0.61+0.02 0.13+£0.02 0.38 +0.07

LLaMa-2 70B 0.25+0.02 0.40£0.02 | 0.65+£0.02 0.524+0.02 0.79+0.01 0.27+£0.02 0.71 + 0.06

LLaMa-2 13B 0.22+0.02 0.36+£0.02 | 0.58+£0.02 0.46+0.02 0.62+0.02 0.28+£0.02 0.75 %+ 0.06

LLaMa-2 7B 0.074£0.01 0.1540.01 | 0.30+0.02 0.23+0.02  0.564+0.02 0.434+0.02  0.16 & 0.05

Vietcuna 7B 0.134£0.01  0.214+0.01 | 0.31+0.02 0.18+0.01  0.504+0.00  0.06 +0.02  0.37 + 0.06

Vistral 7B Chat 0.06 +£0.01 0.16+0.01 | 0.10+0.01 0.13+0.02  0.96+0.01 0.754+0.01  0.12 4 0.06

MixSUra 0.194+0.02 0.3440.02 | 0.65+0.02 0.64+0.02 0.54+0.02 0.294+0.02 0.65+ 0.07

GemSUra 0.00 £0.00 0.0440.00 | 0.37+0.02 0.23+0.01  0.524+0.02 0.124+0.02  0.38 +0.07

Gemini Pro 0.46 £0.02 ~ 0.60£0.02 | 0.89 £0.0I _ 0.71 £ 0.09 = 0.64 £0.01 ~ 0.88 £ 0.05

GPT-3.5 0.494+0.02  0.64+0.02 | 0.90+0.01  0.72 4+ 0.03 - 0.09 4+ 0.01  0.90 + 0.04

GPT-4 0.49 4+0.02  0.6440.02 | 0.91+0.01  0.73 +0.04 - 0.09 4 0.01  0.88 + 0.04

(d) Toxicity detection

UIT-ViCTSD UIT-ViHSD
Models ACT Fit ART ECE| A@107 ACT Fi1 ARt ECE| A@107
URA-LLaMa70B | 0.44 £0.01  0.27 £0.01  0.75 £0.01 _ 0.52 £0.01 _ 0.37 £0.02 | 0.17 £0.00 0.15F£0.00 0.64 £0.01 _ 0.57 £ 0.00  0.27 + 0.02
URA-LLaMa 13B 0.44 £ 0.01 0.27 £ 0.05 0.67 £+ 0.01 0.33 £ 0.01 0.41 + 0.03 0.26 £ 0.01 0.16 + 0.00 0.61 £ 0.01 0.42 + 0.01 0.21 £ 0.02
URA-LLaMa 7B 0.43 + 0.01 0.40 £ 0.01 0.60 + 0.01 0.29 + 0.01 0.71 4+ 0.02 0.16 £ 0.00 0.10 £+ 0.00 0.67 £+ 0.01 0.32 + 0.00 0.28 £ 0.02
LLaMa-2 70B 0.26 £0.01  0.1740.01  0.67+0.03 0.61+0.02 0.324+0.05 | 0.154+0.00 0.14+0.00 0.604+0.01 0.72+0.00 0.14 % 0.01
LLaMa-2 13B 0.28 + 0.01 0.19 £ 0.00 0.67 + 0.01 0.52 £ 0.01 0.63 + 0.03 0.17 £ 0.00 0.11 £ 0.00 0.62 £ 0.01 0.58 + 0.00 0.44 £+ 0.02
LLaMa-2 7B 0.16 + 0.01 0.12 £+ 0.01 0.61 + 0.01 0.66 + 0.01 0.08 + 0.02 0.01 £ 0.00 0.01 £+ 0.00 0.56 £+ 0.01 0.66 £ 0.00 0.08 £+ 0.02
Vietcuna 7B 0.08£0.00 0.1040.01 0.50+0.00 0.42+0.00 0.0840.03 | 0.614+0.01 0.21+0.00 0.50 +0.00 0.28 £0.01  0.61 % 0.02
Vistral 7B Chat 0.13+£0.01  0.084+0.01 0.78+0.02 0.50+0.01 0.184+0.04 | 0.15+0.00 0.09+0.00 0.7440.01 0.39+£0.00 0.33 & 0.02
MixSUra 0.70 £ 0.01 0.39 £ 0.03 0.78 + 0.02 0.29 + 0.01 0.80 + 0.04 0.58 £ 0.01 0.31 + 0.01 0.68 £+ 0.01 0.30 + 0.01 0.93 + 0.01
_GemSUra_ _ _ | 0.00£0.00 _0.00£0.00 _0.68+0.03 _0.79£0.00_ _0.00%0.00_| 0.00=0.00_ 0.00+0.00_ 0.72%001_ 0.74%0.00 _ 0.00:£0.00 _
Gemini Pro 0.81 £ 0.01 0.43 £ 0.01 - 0.31 £ 0.01 0.82 4+ 0.04 0.70 £ 0.01 0.37 £ 0.01 - 0.36 &+ 0.01 0.69 £ 0.01
GPT-3.5 0.63+0.02  0.54 4 0.02 - 0.37+£0.02 0.7040.05 | 0.6340.01  0.47 £ 0.01 - 0.37+0.01  0.63 & 0.02
GPT-4 0.89 + 0.00 0.71 £ 0.01 - 0.11 £ 0.00 0.91 + 0.03 0.77 £ 0.01 0.57 + 0.01 - 0.23 + 0.01 0.77 £ 0.02
(e) Information retrieval
mMARCO mRobust04
Models M@101t M@10BT N@10t N@10B1 M@10t M@10Bt N@10t N@10Bt
URA-LLaMa 70B | 0.05 £0.00  0.11 £0.00  0.06 £0.00 0.14 £0.00 | 0.04 £0.00 0.04 £0.00 0.03 £0.00 _ 0.04 & 0.00
URA-LLaMa 13B 0.04 4+ 0.00 0.10 4+ 0.00 0.06 4+ 0.00 0.14 4+ 0.00 0.03 £+ 0.00 0.05 #+ 0.00 0.04 4+ 0.00 0.04 + 0.00
URA-LLaMa 7B 0.04+£0.00 0.11+0.00 0.06+0.00 0.16+0.00 | 0.0340.00 0.03+0.00 0.02=+0.00 0.02 =+ 0.00
LLaMa-2 70B 0.03 4+ 0.00 0.08 4+ 0.00 0.04 £+ 0.00 0.11 4+ 0.00 0.05 + 0.00 0.05 + 0.00 0.01 + 0.00 0.01 4+ 0.00
LLaMa-2 13B 0.07 4+ 0.00 0.15 4+ 0.00 0.09 £+ 0.00 0.21 4+ 0.00 0.05 + 0.00 0.04 + 0.00 0.04 + 0.00 0.04 + 0.00
LLaMa-2 7B 0.05 4+ 0.00 0.11 4+ 0.00 0.07 4+ 0.00 0.16 4+ 0.00 0.02 £+ 0.00 0.03 4+ 0.00 0.03 4+ 0.00 0.02 4+ 0.00
Vietcuna 7B 0.00 4+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.00 £ 0.00 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00
Vistral 7B Chat 0.14 4+ 0.00 0.30 £ 0.00 0.18 4+ 0.00 0.38 £ 0.00 0.03 £ 0.00 0.03 = 0.00 0.01 4+ 0.00 0.01 + 0.00
MixSUra 0.01+0.00 0.07+0.00 0.04+0.00 0.114+0.00 | 0.04+0.00 0.04+0.00 0.0240.00 0.02 4 0.00
_ GemSUa_ | 0.03+0.00 _0.11£0.00 _0.05+000 _0.15+0.00_ | 0.05:£0.01  0.05£0.01_  0.02£0.00_ 0.02x£0.00
Gemini Pro — — — - - - - -
GPT-3.5 - - - - - - - -
GPT-4 — - - - - - - -
(f) Language modeling
MLQA-MLM VSEC
Models EM{ WER| CEDJ WED| PLX| EM1 CER| WER/| CED| WED PLX|
URA-LLaMa 70B 0.01 £ 0.00 0.74 = 0.00 671.13 £ 10.38 158.36 £ 2.33 1.23 £0.05 0.33 £ 0.00 0.14 £ 0.00 0.22 £ 0.00 18.63 + 0.42 6.63 £ 0.11 1.13 £ 0.00
URA-LLaMa 13B 0.01 £ 0.00 0.70 £ 0.01 571.35 £11.23 145.40 £ 2.68 1.49 +£0.10 0.35 £ 0.00 0.04 £ 0.00 0.12 £ 0.00 5.73 £0.12 3.74 £0.03 1.15 £ 0.00
URA-LLaMa 7B 0.01 + 0.00 0.61 = 0.01 512.76 = 11.01 127.97 £ 2.58 1.24 £0.01 0.22 £+ 0.00 0.36 £+ 0.01 0.42 £+ 0.01 48.38 £ 1.54 12.75 £ 0.34 1.07 £ 0.00
LLaMa-2 70B 0.00 £+ 0.00 0.97 = 0.00 852.19 + 11.04 203.26 + 2.53 1.00 £ 0.00 0.01 £+ 0.00 0.83 £+ 0.00 0.96 £+ 0.00 110.36 £ 0.54 28.84 +0.14 1.00 £ 0.00
LLaMa-2 13B 0.01 £+ 0.00 0.91 &+ 0.00 767.32 + 11.91 190.29 + 2.85 1.24 +0.03 0.16 £ 0.00 0.05 £ 0.00 0.14 £ 0.00 4.07 £ 0.04 1.01 £ 0.00
LLaMa-2 7B 0.00 £ 0.00 0.97 &+ 0.00 777.18 + 10.51 201.81 + 2.57 1.74 £ 0.19 0.12 £ 0.00 0.38 £ 0.01 0.45 £+ 0.01 13.58 + 0.19 1.06 + 0.00
Vietcuna 7B 0.00 £ 0.00 0.99 + 0.00 945.07 £ 12.47 206.78 £ 2.79 1.40 + 0.00 0.00 £ 0.00 8.34 £+ 0.07 8.07 £+ 0.07 1107.66 + 7 64 243.52 +£1.74 1.46 £ 0.00
Vistral 7B Chat 0.00 + 0.00 0.96 = 0.00 906.01 + 12.12 200.54 + 2.63 1.00 + 0.00 0.01 £ 0.00 2.33 £0.04 2.44 £ 0.04 309.72 £ 4.25 73.61 £ 0.96 1.00 £ 0.00
MixSUra 0.00 £+ 0.00 0.57 = 0.00 488.41 £ 10.58 115.85 £+ 2.50 1.00 £ 0.00 0.08 £ 0.00 0.19 £ 0.00 0.28 £ 0.00 8.58 £ 0.10 1.00 £ 0.00
GemSUra 0.00 £ 0.00 1.01 &+ 0.00 904.32 + 9.69 211.79 + 2.13 1.42 + 0.00 0.00 £ 0.00 1.56 £+ 0.01 1.85 £ 0.02 55.86 + 0.41 1.46 £ 0.00
” GeminiPro ~ ~ | 0.05 £0.00 ’. 0.00 ~ 0.19 £0.00 ~ T103.40 £3.93 = "39.36 £0.88 ~ ~ =T T T 071E00T T 0.62E£0.00  0.03E£0.00 ~ ~277+045 ~ ~087+£010 -~ =7 77
GPT-3.5 0.04 £ 0.00 0.42 + 0.01 0.50 + 0.01 402.97 £ 10.86 104.78 £ 2.46 — 0.66 + 0.00 0.03 £ 0.00 0.11 £ 0.00 4.57 + 0.08 3.22 £+ 0.02 -
GPT-4 0.08 £+ 0.00 0.37 +0.01 0.46 = 0.01 353.24 £10.18 96.33 £ 2.34 - 0.75 £ 0.00 0.03 £ 0.00 0.10 £ 0.00 3.85 £ 0.04 3.01 £ 0.01 -
Normal prompt:
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(g) Reasoning

SR - Natural SR - Abstract symbol MATH
Models EM? F11 Equ.t EM? F11 Equ.t EMT F11 Equ.?
URA-LLaMa 70B 0.14 &+ 0.00 0.48 &+ 0.00 0.15 £+ 0.00 0.27 &+ 0.00 0.85 £+ 0.00 0.30 £ 0.00 0.00 £ 0.00 0.00 £ 0.00 0.24 +0.02
URA-LLaMa 13B 0.08 &+ 0.00 0.42 4+ 0.00 0.08 £+ 0.00 0.20 &+ 0.00 0.70 £+ 0.00 0.17 £+ 0.00 0.00 £+ 0.00 0.00 £ 0.00 0.16 + 0.01
URA-LLaMa 7B 0.04 + 0.00 0.38 + 0.00 0.04 £+ 0.00 0.11 4+ 0.00 0.61 £+ 0.00 0.10 £+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.08 + 0.01
LLaMa-2 70B 0.13 + 0.00 0.48 + 0.00 0.13 £ 0.00 0.26 + 0.00 0.84 4+ 0.00 0.27 £+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.29 + 0.02
LLaMa-2 13B 0.03 + 0.00 0.24 + 0.00 0.04 £+ 0.00 0.19 + 0.00 0.69 £+ 0.00 0.18 £+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.19 + 0.02
LLaMa-2 7B 0.00 &+ 0.00 0.01 + 0.00 0.00 £+ 0.00 0.06 + 0.00 0.44 £+ 0.00 0.06 £+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.13 + 0.01
Vietcuna 7B 0.00 &+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.14 4+ 0.00 0.71 4+ 0.00 0.10 £ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.01 4+ 0.00
Vistral 7B Chat 0.00 + 0.00 0.00 + 0.00 0.00 £+ 0.00 0.00 + 0.00 0.00 £+ 0.00 0.00 £ 0.00 0.00 £+ 0.00 0.00 £ 0.00 0.16 + 0.01
MixSUra 0.07 + 0.00 0.41 4+ 0.00 0.07 £+ 0.00 0.22 4+ 0.00 0.78 £ 0.00 0.23 4+ 0.00 0.00 £+ 0.00 0.00 £ 0.00 0.42 + 0.02
GemSUra 0.00 & 0.00 0.05 4 0.00 0.00 £ 0.00 0.00 & 0.00 0.06 &+ 0.00 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00 0.21 +0.01
" GeminiPro ~ ~ [ 0.15£0.00 ~ 0.50£0.00 ~0.16£0.00 | 0.26 £0.00 ~0.83=+0.00 0.29£0.00 | 0.00£0.00  0.00%0.00  0.40 £0.02 "
GPT-3.5 0.15 + 0.00 0.50 4+ 0.00 0.16 4+ 0.00 0.26 4+ 0.00 0.83 + 0.00 0.29 £+ 0.00 0.00 £+ 0.00 0.00 £+ 0.00 0.62 + 0.02
GPT-4 0.37 + 0.00 0.74 4+ 0.00 0.42 4+ 0.00 0.37 &+ 0.00 0.87 4+ 0.00 0.44 4+ 0.00 0.00 £+ 0.00 0.01 £ 0.00 0.65 + 0.02
(h) Translation
PhoMT OPUSI00
Models (En — Vi) (Vi — En) (En — Vi) (Vi — En)
BLEUT hLEPOR{ BLEU? hLEPOR? BLEU? hLEPOR? BLEUT hLEPOR?
URALLaMa70B | 0.22 £0.00 0.58 £0.00 | 0.19£0.00 0.56 £0.00 | 0.08 £0.00 0.41 £0.01 | 0.09 £0.00 0.37 £ 0.01
URA-LLaMa 13B | 0.20+0.00  0.54+0.00 | 0.19£0.00 0.54£0.00 | 0.07+0.01 0.37+£0.01 | 0.1140.01 0.39 +0.01
URA-LLaMa7B | 0.1540.00 0.49+0.00 | 0.16+£0.00 0.52+0.00 | 0.06+0.00 0.36+0.01 | 0.0940.01 0.36 + 0.01
LLaMa-2 70B 0.27£0.00 0.57+£0.00 | 0.17+0.00 0.52+0.00 | 0.1140.00 0.4240.01 | 0.08+£0.00 0.34 = 0.01
LLaMa-2 13B 0.18£0.00 0.52+0.00 | 0.1740.00 0.5240.00 | 0.07+0.00 0.37£0.01 | 0.09+0.01  0.36 £ 0.01
LLaMa-2 7B 0.1440.00  0.46 +£0.00 | 0.1540.00 0.51+0.00 | 0.05+0.00 0.32+0.00 | 0.07+0.01 0.33+0.01
Vietcuna 7B 0.1140.00  0.34+0.00 | 0.01£0.00 0.11+0.00 | 0.0040.00 0.00+0.00 | 0.05+0.00 0.15 = 0.00
Vistral 7B Chat 0.25+0.00 0.62+0.00 | 0.214+0.00 0.58+0.00 | 0.11+0.00 0.44=+0.01 | 0.11+0.01  0.42 +0.01
MixSUra 0.15+0.00 0.51+0.00 | 0.16+0.00 0.5240.00 | 0.07+0.00 0.37£0.01 | 0.09+0.00 0.36 +0.01
GemSUra 0.024+0.00 0.124+0.00 | 0.01£0.00 0.1040.00 | 0.02+0.00 0.18+0.00 | 0.0140.00 0.11 + 0.00
Gemini Pro [ 0.27 £0.00 ~ 0.60 £0.00 [ 0.:22+£001 ~0.55+0.00 | 006+ 0.0l 0.39%+0.01 | 0.13%0.01 ~ 0.36 £0.01
GPT-3.5 0.334+0.00 0.65+0.00 | 0.2440.00 0.61+0.00 | 0.124+0.01 0.46+0.01 | 0.15+0.01  0.46 % 0.00
GPT-4 0.26 £0.00  0.64+0.00 | 0.25+0.00 0.62+0.00 | 0.134£0.01 0.47+0.01 | 0.16+0.01  0.47 + 0.00
Table 6: Performance on Reasoning - MATH under Chain-of-Thought prompting
Models EM7T F11 Equ.T
URA-LLaMa 70B | 0.00 £0.00 _ 0.15 £0.01 _ 0.26 £ 0.02
URA-LLaMa 13B | 0.00+0.00  0.16+0.01  0.12+ 0.01
URA-LLaMa7B | 0.00+0.00  0.19+0.01  0.07 + 0.01
LLaMa-2 70B 0.00+0.00 0.11+0.01  0.28 + 0.02
LLaMa-2 13B 0.00+0.00 0.12+0.01  0.18 + 0.02
LLaMa-2 7B 0.00+0.00 0.10+0.00 0.12 + 0.02
Vietcuna 7B 0.00+0.00  0.02+0.00  0.01+ 0.00
Vistral 7B Chat 0.00 £ 0.00 0.084+0.00 0.11+0.01
MixSUra 0.00 £ 0.00 0.1840.01  0.41 + 0.02
GemSUra 0.00 +0.00  0.25+0.00  0.32 +0.02
" GeminiPro ~ ~ [ 0.004£000 027 +0.01 0.61F0.01 -
GPT-3.5 0.00+0.00 0.29+0.01  0.77 + 0.02
GPT-4 0.00+0.00  0.30+0.01  0.71+0.02
Table 7: Performance under weaker zero-shot prompting
(a) Question-answering - weak prompting (b) Question-Answering - medium prompting
XQuAD MLQA XQuAD MLQA
Models EM7{ F11 EM7{ F11 Models EM7 F11 EM7 F11
URA-LLaMa 70B 0.21 £ 0.01 0.47 £ 0.01 0.14 +£ 0.01 0.41 £ 0.00 URA-LLaMa 70B 0.08 £ 0.00 0.33 £ 0.00 0.07 £ 0.00 0.31 £ 0.00
URA-LLaMa 13B 0.22 £+ 0.01 0.43 4+ 0.01 0.17 £ 0.01 0.40 £ 0.01 URA-LLaMa 13B 0.04 £ 0.00 0.21 £ 0.00 0.04 £ 0.00 0.19 £ 0.00
URA-LLaMa 7B 0.13 £+ 0.00 0.32 4+ 0.00 0.10 £+ 0.00 0.32 £ 0.00 URA-LLaMa 7B 0.01 £ 0.00 0.11 £ 0.00 0.01 £ 0.00 0.11 £ 0.00
LLaMa-2 70B 0.13 £+ 0.00 0.38 + 0.01 0.09 £+ 0.00 0.36 £+ 0.00 LLaMa-2 70B 0.00 £ 0.00 0.17 £ 0.00 0.00 £ 0.00 0.17 £ 0.00
LLaMa-2 13B 0.04 £+ 0.00 0.28 4+ 0.00 0.04 £+ 0.00 0.28 £+ 0.00 LLaMa-2 13B 0.00 £ 0.00 0.10 £+ 0.00 0.00 £ 0.00 0.09 + 0.00
LLaMa-2 7B 0.06 £+ 0.00 0.24 4+ 0.00 0.05 £+ 0.00 0.24 £+ 0.00 LLaMa-2 7B 0.00 £ 0.00 0.03 £+ 0.00 0.00 £ 0.00 0.03 £+ 0.00
Vistral 7B Chat 0.32 £+ 0.01 0.56 &+ 0.01 0.21 £+ 0.01 0.46 £ 0.01 Vistral 7B Chat 0.03 £ 0.01 0.07 £ 0.01 0.05 £ 0.00 0.09 £ 0.00
MixSUra 0.13 £+ 0.00 0.38 +£ 0.01 0.09 £+ 0.00 0.36 £ 0.00 MixSUra 0.01 £ 0.00 0.25 £ 0.01 0.00 £ 0.00 0.25 £+ 0.00
GemSUra 0.05 £+ 0.01 0.14 4+ 0.01 0.04 £ 0.00 0.11 + 0.00 GemSUra 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00
(c) Summarization - weak prompting
Models RIT R2t RLtT sct BST v Det R21 RLT sc S ot Det opt
\-LLaMa 7B 0.45 + 0.00 0.21 £ 0.00 0.39 £ 0.00 0.26 + 0.00 0.03 + 0.09 0.91 + 0.00 9.43 £ 0.03 0.18 £ 0.00 0.27 £ 0.00 0.32 £ 0.00 0.07 £0.12
LLaMa-2 70B 0.34 + 0.00 0.17 & 0.00 0.22 £ 0.00 0.39 % 0.0 15 0.71 + 0.00 7.26 £ 0.04 0.12 £ 0.00 0.17 £ 0.00 0.29 £ 0.00 0.05+0.13
Vistral 7B Chat 0.45 + 0.00 0.22 + 0.00 0.28 + 0.00 0.28 + 0.00 0.03 +£0.10 0.72 + 0.00 6.32 + 0.10 0.21 + 0.00 0.28 + 0.00 0.04 £ 0.00 0.25 + 0.09
MixSUra 0.44 £+ 0.00 0.22 £ 0.00 0.29 £ 0.00 0.74 £ 0.00 0.07 + 0.08 0.97 £ 0.00 35.67 £ 0.13 0.22 £ 0.00 0.29 + 0.00 0.14 £ 0.00 0.19 + 0.08
GemSUra 0.37 £ 0.00 0.09 £ 0.00 0.22 £ 0.00 —0.09 £ 0.00 0.07 £ 0.04 0.10 £ 0.00 0.12 £ 0.00 8.16 £ 0.12 0.09 £ 0.00 0.23 £ 0.00 —0.09 £ 0.00 —0.24 £ 0.07 0.06 = 0.00 0.07 £ 0.00 10.10 £ 0.25
(d) Summarization - medium prompting
ot wt wr e scr - o e wr scr o ber o
URA-LLaMa 13B 0.26 + 0.00 0.12 + 0.00 0.17 + 0.00 0.22 £ 0.00 —0.08 £ 0.18 0.46 + 0.00 55 0.14 + 0.00 0.05 + 0.00 0.09 + 0.00 0.10 & 0.00 —0.14 £ 0.12 0.26 + 0.01 1.83 £ 0.06 60.10 £ 2.16
URAATaT | 043000 D18 000 0aT 000 G3A000 | ob3iois o Eo00 |8 Cisiooo o tono : SiSonT Osiiooo Tasioos wosdom
LLaMa-2 70B 0.09 + 0.00 0.03 + 0.00 0.07 + 0.0( 0.03 £ 0.00 —0.20 £ 0.11 0.15 + 0.0( 0.03 + 0.00 0.00 + 0.00 - +0.00 0.42 + 0.06 37.50 £ 0.61
LLaMa-2 7B 0.03 + 0.00 0.01 + 0.00 0.03 £ 0.00 —0.04 £ 0.00 —0.17 £ 0.03 0.04 £ 0.00 0.07 + 0.02 + 0.00 0.00 + 0.00 0.02 £ 0.00 —0.02 + 0.00 —0.04 & 0.06 0.02 + 0.00 0.03 + 0.00 40.31 £ 0.88
Vistral 7B Chat 0.04 £ 0.00 0.02 £ 0.00 0.02 £ 0.00 0.03 £ 0. 19 £ 0.10 0.98 + 0.00 1.34 £ 0.18 £ 0.00 0.09 + 0.00 0.12 £ 0.00 0.03 £ 0.00 —0.19 £ 0.18 0.87 £ 0.00 1.60 £ 0.01 347.61 £6.29
GemSUra 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 0.00 £ 0.00 —0.19 £ 0.05 1.00 £ 0.00 1.00 + 0.00 550.22 4 2.60 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 0.00 £ 0.00 —0.19 4 0.03 1.00 + 0.00 1.00 + 0.00 589.41 & 5.60

[INST] <<SYS>> dung vi pham phap luat. Nhiém vu cua

Ban 1a mot trg 1y hitu dung, biét ton trong va ban 1a tém tit doan van ban nim trong

(SN
(SN

< thanh that. Ban ludn ludn trad 1oi cac < triple backtick. Bai tém tat phai day
—
(SN

— cau héi mot cach c6 ich nhidu nhat c6 di cdc thong tin quan trong, ngidn gon
< thé, nhung doéng thdi phai an toan. Ca va thu hat ngusi doc. Ngon ngit ban pha
< u tra 18i ctia ban khéng dugc bao gdm c < i st dung dé toém tit la tiéng Viet.

< 4c ngodn tu doc hai, phan biét ching to <</SYS>>

<+ c, phan biét giéi tinh, nguy hiém, noi *"{document}" " [/INST]
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Table 8: Fairness performance
(a) Question-Answering

XQuAD MLQA
Models Exact Matcht F11 Exact Matcht F17
URA-LLaMa 70B 0.04 £+ 0.00 0.28 £+ 0.00 0.03 &+ 0.00 0.26 + 0.00
URA-LLaMa 13B 0.00 £+ 0.00 0.14 £+ 0.00 0.00 4+ 0.00 0.15 4+ 0.00
URA-LLaMa 7B 0.00 £+ 0.00 0.13 £ 0.00 0.00 4+ 0.00 0.15 4+ 0.01
LLaMa-2 70B 0.00 £ 0.00 0.10 £+ 0.00 0.00 4 0.00 0.11 4+ 0.00
LLaMa-2 13B 0.00 £+ 0.00 0.03 £+ 0.00 0.00 + 0.00 0.04 + 0.00
LLaMa-2 7B 0.00 £ 0.00 0.04 £+ 0.00 0.00 + 0.00 0.05 &+ 0.00
Vietcuna 7B 0.00 £+ 0.00 0.00 £+ 0.00 0.00 % 0.00 0.00 £+ 0.00
Vistral 7B Chat 0.01 £+ 0.00 0.03 £+ 0.00 0.01 4+ 0.00 0.02 £+ 0.00
MixSUra 0.00 £+ 0.00 0.16 £ 0.00 0.00 4+ 0.00 0.17 £ 0.00
GemSUra 0.00 £ 0.00 0.00 £ 0.00 0.00 4+ 0.00 0.00 + 0.00
Gemini Pro 0.13 £ 0.01 0.31 £ 0.01 0.09 + 0.00 0.27 £+ 0.00
GPT-3.5 0.00 £ 0.00 0.24 £+ 0.00 0.00 £ 0.00 0.23 4+ 0.00
GPT-4 0.00 £+ 0.00 0.26 £+ 0.00 0.00 % 0.00 0.24 + 0.00
(b) Sentiment analysis
VLSP 2016 UIT-VSFC
Models ACT F11 ART ECE| A@107 ACT F11 AR? ECE| A@10t
URA-LLaMa70B | 0.65 £0.01  0.49 £0.01 _ 0.72 £0.01 _ 0.13 £ 0.01 _ 0.77 £0.04 | 0.75 £0.01  0.48 £0.01  0.81 £0.01 _ 0.17 £ 0.0l _ 0.66 £ 0.03
URA-LLaMa 13B | 0.58 +£0.01  0.5740.01  0.67+0.01  0.07+0.01 0.83+0.04 | 0.754+0.01 0.46+0.08 0.83+0.01 0.11+0.01  0.88 + 0.02
URA-LLaMa 7B 0.74+0.02 0.39+0.06 0.83+0.01 0.21+0.02 098+£0.02 | 0.73+0.01 0.43+0.01 0.78+0.01 0.13+0.01 0.94+0.01
LLaMa-2 70B 0.5240.02 0.38+0.01 0.68+0.01 0.3440.02 0.58+0.05 | 0.6040.01 0.40+0.01 0.65+0.01 0.39+0.01 0.28 4+ 0.02
LLaMa-2 13B 0.514£0.01  0.36+0.06 0.66+0.01 0.324+0.02 0.794£0.04 | 0.634+0.01 0.41+£0.02 0.70+£0.01 0.134+0.01  0.89 & 0.02
LLaMa-2 7B 0.45+0.02 0.34+0.01 0.59+0.01 0.26+0.02 0.50+0.0 | 0.51+0.01 0.35+0.01 0.69+0.01 0.22+0.01 0.64+0.03
Vietcuna 7B 0.044+0.01  0.04+0.01 0.45+0.01 0.7140.01  0.05-+0.02 | 0.0340.00 0.03+0.00 0.55+0.01 0.50+0.00 0.01 4 0.00
Vistral 7B Chat 0.28£0.02 0.16+£0.01  0.86+0.01 0.36+0.02 0.16+£0.03 | 0.0240.00 0.07+0.01 0.90+0.00 0.77 +£0.00  0.00 & 0.00
MixSUra 0.62+0.02 0.62+0.02 0.59+0.01 0.30+0.01 0.59+0.05 | 0.74+0.01 0.46+0.01 0.61+0.01 0.24+0.01 0.66 % 0.03
_ GemSUa_ | 0.00£0.00 0.00£0.00 0.73+0.01 _0.70+001 0.00+0.00 | 0.00+0.00 0.00+0.00 089+0.01 0.81£0.00 0.00£0.00
Gemini Pro 0.67 £0.02 ~ 0.50 £0.01 = 0.34+£002 ~0.59+0.05 | 0.7940.01° 0.50 +0.01 - 0.46 £ 0.01 ~ 0.82 £ 0.02
GPT-3.5 0.66 +0.01  0.60 =+ 0.01 - 0.3540.01  0.52+0.05 | 0.8640.01 0.71 +0.01 - 0.14 4 0.01  0.86 + 0.02
GPT-4 0.75+0.01  0.74 +0.01 - 0.254+0.00 0.73+£0.04 | 0.85+0.01 0.71+0.01 - 0.15+0.01  0.87 £ 0.02
(c) Text classification
UIT-VSMEC PhoATIS
Models ACT F17 ART ECE| A@107 ACT F11 ART ECE| A@10t
URALLaMa70B | 0.24 £0.02  0.14 £0.01  0.55 £ 0.0  0.26 £0.02  0.37 £0.06 | 0.15+0.01  0.22£0.03 0.83 £0.00 0.81 £0.01  0.13 £ 0.04
URA-LLaMa 13B | 0.31+0.02  0.114+0.01  0.584+0.01 0.23+0.02 0.57+0.06 | 0.01+0.01 0.06+0.02 0.47+0.00 0.8440.01  0.00 + 0.01
URA-LLaMa 7B 0.294+0.02 0.10+0.01 0.60+0.01 0.12+0.02 0.41+0.06 | 0.06+0.01 0.01+0.00 0.55+0.00 0.24+0.01 0.08+0.03
LLaMa-2 70B 0.23+0.02 0.14+0.01 0.63+0.01 0.40+0.02 0.73+0.06 | 0.11+0.01 0.08+0.01 0.66=+0.01 0.51+0.01 0.06+0.03
LLaMa-2 13B 0.184£0.02  0.08+0.01  0.55+0.01 0.454+0.01  0.44-40.06 | 0.0240.01 0.06+0.02 0.57+0.01 0.90+0.01  0.01 4 0.01
LLaMa-2 7B 0.25+0.02 0.11+0.01 0.57+0.01 0.22+0.02 0.53+0.06 | 0.02+0.00 0.02+0.01 0.60+0.01 0.68+0.0l 0.01+0.01
Vietcuna 7B 0.15+0.01  0.05+0.01 0.51+0.01 0.85+0.01 0.16+0.04 | 0.04+0.01 0.01+0.00 0.64+0.01 0.21+0.01 0.07+0.03
Vistral 7B Chat 0.00 £ 0.00  0.00+0.00 0.69+0.01  0.3840.00 0.000.00 | 0.0040.00 0.01+0.01 0.81+0.0l 0.61+0.01 0.00 =+ 0.00
MixSUra 0.414+0.02 0.32+0.03 0.72+0.01 0.53+0.02 0.79+0.05 | 0.81+0.02 0.58+0.02 0.96+0.01 0.14+0.01 0.91+0.04
_ GemSUra_ _ _ | 0.0040.00 _ 0.00+0.00 _0.64+0.01 _0.57£0.01__0.00+0.00_|_0.00+0.00_ 0.00£0.00_ 0.93£0.01 _ 0.68£0.01 _ 0.00%0.00 _
Gemini Pro 0.48 £0.02 ~ 0.38 £0.02 = 0.34+0.02 ~0.43+ 0.06 067 - 0.73F0.01 ~ 0.68 *0.04
GPT:3.5 0.44+0.02  0.42+0.02 - 0.56 +0.02  0.36 + 0.06 0.66 + 0. - 0.324+0.02  0.67 +0.05
GPT-4 0.49 £0.02  0.47 £ 0.02 - 0.5140.02  0.36+£0.06 | 0.8340.01 0.76 £ 0.03 - 0.174£0.01  0.87 + 0.04
(d) Toxicity detection
UIiT-ViCTSD UiT-ViHSD
Models ACT F11 ART ECE| A@107 ACT F11 ART ECE| A@10t
URALLaMa70B | 0.41 +0.02  0.26 £ 0.01  0.75+0.01  0.53 £0.01  0.33£0.05 | 0.15+0.00 0.14+0.00 0.64 +0.0l  0.58 £0.00  0.24 + 0.02
URA-LLaMa 13B | 0.43 +£0.02  0.27 +£0.07  0.66 & 0.01  0.36 £ 0.02  0.42+0.05 | 0.24+0.01  0.15+0.00 0.61+0.01 0.4340.01  0.21 + 0.02
URA-LLaMa 7B 0.4240.02  0.39+£0.01 0.60+0.01 0.3040.01 0.66+0.05 | 0.164+0.00 0.10+0.00 0.67+0.01 0.33+0.00 0.28 & 0.02
LLaMa-2 70B 0.24+0.01 0.16+0.01 0.68+0.03 0.63+0.01 0.32+0.05 | 0.14+0.00 0.14+0.00 0.60+0.01 0.72+0.00 0.14+0.01
LLaMa-2 13B 0.27+0.01  0.18+0.01 0.67+0.01 0.53+£0.01 0.57+0.05 | 0.16+0.00 0.10£0.00 0.62+0.01 0.59+0.00 0.42 & 0.02
LLaMa-2 7B 0.1540.01  0.11+0.01  0.62+0.01 0.67+0.01 0.07+0.03 | 0.014+0.00 0.01£0.00 0.56+0.01 0.714+0.00 0.01 4 0.00
Vietcuna 7B 0.084+0.01  0.09+0.01 0.50+0.01 0.42+0.01 0.06+0.03 | 0.62+0.01 0.21+0.00 0.50+0.00 0.29+0.01 0.62+ 0.02
Vistral 7B Chat 0.12+0.01  0.08+0.01 0.79+0.02 0.50+£0.01 0.16+0.04 | 0.15+0.00 0.08+0.00 0.74+0.01 0.39+0.00 0.33 % 0.02
MixSUra 0.6940.01 0.38+0.02 0.78+0.02 0.2940.01 0.784£0.03 | 0.56+0.01  0.314£0.01 0.68+0.01 0.324+0.01  0.92 4 0.01
_ GemSUa_ | 0.00£0.00 0.00+£0.00 0.71£0.02 _0.80+0.01 _0.00£0.00 | 0.00£0.00_ _0.00+0.00 ' 0.72£0.01  0.74£0.00  0.00+0.00
Gemini Pro 0.81 £6.0T ~ 0.44 £0.03 = 037 £001 T0:82+£0.04" | 0:68§£0.01" 0:37+0.01 - 0.35£0.01 ~ 0.67 £0.02
GPT:3.5 0.61+0.02  0.52+0.02 - 0.40+0.02  0.63+0.05 | 0.6140.01  0.46 +0.01 - 0.394+0.01  0.62 %+ 0.02
GPT-4 0.87+£0.01  0.69 +0.02 - 0.13+0.01  0.86+0.03 | 0.76+£0.01  0.56 + 0.01 - 0.24+0.01  0.76 +0.02
(e) Language modeling
MLQA-MLM VSEC
Models EMT CERJ WER/] CEDJ| WED, PLX| EMT WER/] CED| WED| PLX|
'URA-LLaMa 70B 0.01 £ 0.00 0.69 = 0.01 0.74 £0.01 663.29 £+ 12.05 157.60 = 2.73 1.25 £ 0.06 0.30 = 0.00 0.22 = 0.00 18.69 £+ 0.42 6.67 £ 0.11 1.13 £ 0.00
URA-LLaMa 13B 0.02 £+ 0.00 0.56 £ 0.01 0.64 + 0.01 531.42 £ 11.19 134.78 £ 2.66 1.48 £0.11 0.32 = 0.00 0.13 = 0.00 5.90 £0.11 3.79 £ 0.03 1.15 £ 0.00
URA-LLaMa 7B 0.01 £+ 0.00 0.53 £0.01 0.60 £+ 0.01 508.49 + 11.32 127.77 £ 2.72 1.22 £ 0.01 0.20 = 0.00 0.42 £ 0.01 47.81 £ 1.57 12.77 £ 0.35 1.07 £ 0.00
LLaMa-2 70B 0.00 £ 0.00 0.90 + 0.00 0.98 £+ 0.00 858.96 + 10.86 206.70 = 3 1.00 £ 0.00 0.01 &+ 0.00 0.96 + 0.00 111.58 4+ 0.56 29.08 + 0.14 1.00 £ 0.00
LLaMa-2 13B 0.01 £ 0.00 0.82 + 0.00 0.92 + 0.00 787.50 £ 11.71 195.54 + 1.27 £ 0.04 0.15 &+ 0.00 C 0.13 &+ 0.00 6.31 4+ 0.16 4.08 + 0.04 1.01 + 0.00
LLaMa-2 7B 0.00 £ 0.00 0.80 + 0.00 0.95 + 0.00 769.24 + 10.65 200.67 + 2.66 1.75 £+ 0.20 0.12 &+ 0.00 0 0.45 + 0.01 50.27 + 0.85 13.59 + 0.19 1.06 + 0.00
Vietcuna 7B 0.00 £ 0.00 0.99 + 0.00 0.99 £ 0.00 949.80 + 12.48 209.79 + 2.81 1.40 £ 0.00 0,06 £ 0.00 4.97 £ 0.06 4.86 = 0.06 660.14 £ 8.58 146.84 + 1.94 1.46 + 0.01
Vistral 7B Chat 0.00 £ 0.00 0.96 + 0.00 0.97 £ 0.00 917.24 £ 11.53 204.67 £ 2.49 1.00 £ 0.00 0.00 &+ 0.00 2.33 £ 0.04 2.44 = 0.04 309.88 £ 4.32 73.85 £ 0.99 1.00 £ 0.00
MixSUra 0.00 £ 0.00 0.56 = 0.00 0.63 &+ 0.00 535.76 £ 10.02 133.64 = 2.33 1.00 £ 0.00 0.07 = 0.00 0.20 £ 0.00 0.29 = 0.00 25.96 + 0.42 8.79 £ 0.10 1.00 £ 0.00
_ GemSUra_ __ | 0.00£0.00 _0.95+0.00 _1.02+0.00 _908.58+10.70 _ 214.954+2.36 _1.42+0.00 | 0.00£0.00 _1.53+£0.01 _1.824+001 _203.14£1.54_ _5497:£039 _ 1.46%0.00
Gemini Pro 0.03 £ 0.00 0.10 = 0.00 0.18 £ 0.00 99.05 + 4.19 133.64 = 1.00 - 0.64 = 0.00 0.02 £ 0.00 0.03 = 0.00 2.62+0.14 0.85 £ 0.03 -
GPT-3.5 0.03 £+ 0.00 0.43 £0.01 0.51 £ 0.01 413.47 £11.01 108.06 + 2.54 - 0.59 + 0.00 0.04 £+ 0.00 0.11 = 0.00 4.93 + 0.08 3.34 £ 0.02 -
GPT-4 0.06 £+ 0.00 0.38 £0.01 0.47 £ 0.01 363.29 + 10.23 99.39 + 2.41 - 0.67 = 0.00 0.03 £+ 0.00 0.10 &+ 0.00 4.24 +0.04 3.14 £ 0.01 -
. .
= G.3 Sentiment Analysis
[INST] <<SYS>>
You are a helpful, respectful and honest
— assistant. You should always answer [INST] <<SYS>>
< questions as help.fully as possible, Hiy xem minh 13 mot Bot c6 thé phan loai cam
— but at the same time be safe. Your B . ot cau tid Viet. Bot lusn d
— reply must not include malicious, 7 Xuc cua mot cau tieng et ° uon’
— racist , sexist, dangerous, or illegal <> uva cau tra ldi cla minh & dang con so.
— content. Your task is to summarize the < Trong d6, gia tri 0 cho cam xtc tiéu
— text in the triple backtick. The < cuc, 1 cho cam xtc trung lap, 2 cho ca
< summary .should be.full of 1mp0rt.ant <+ m xtc tich cuc. Bot khong dudc tu tra
— information, concise and attractive to 15i h i3 d thanh Khach
> the reader. The language you must use v 101 hay gila dang an ?C :
<y to summarize is Vietnamese. Va day la cudc trdo chuyén mdéi nhat gitda Bot v
<</SY S>> — a Khach.
**"{document} " [/INST] <</SYS>>
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Table 9: Performance under zero-shot prompting with typographical error
(a) Question-Answering

XQuAD MLQA
Models EMt F11 EMt F11
URA-LLaMa 70B 0.01 £ 0.00 0.17 £+ 0.00 0.01 £ 0.00 0.18 £+ 0.00
URA-LLaMa 13B 0.00 £ 0.00 0.09 £+ 0.00 0.00 £ 0.00 0.10 £+ 0.00
URA-LLaMa 7B 0.00 £+ 0.00 0.09 £+ 0.00 0.00 £+ 0.00 0.10 £+ 0.00
LLaMa-2 70B 0.00 £ 0.00 0.04 £+ 0.00 0.00 £ 0.00 0.05 £+ 0.00
LLaMa-2 13B 0.00 £+ 0.00 0.02 £+ 0.00 0.00 £+ 0.00 0.03 £ 0.00
LLaMa-2 7B 0.00 £ 0.00 0.02 £+ 0.00 0.00 £+ 0.00 0.02 £+ 0.00
Vietcuna 7B 0.00 £+ 0.00 0.06 £+ 0.00 0.00 £+ 0.00 0.05 £+ 0.00
Vistral 7B Chat 0.02 + 0.00 0.04 £+ 0.00 0.02 #+ 0.00 0.04 £+ 0.00
MixSUra 0.00 £+ 0.00 0.11 £+ 0.00 0.00 £ 0.00 0.12 £+ 0.00
GemSUra 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00
Gemini Pro 0.10 + 0.01 0.30 £+ 0.01 0.08 + 0.00 0.28 £ 0.00
GPT-3.5 0.00 £ 0.00 0.19 £+ 0.00 0.00 £ 0.00 0.20 £+ 0.00
GPT-4 0.00 £+ 0.00 0.24 £+ 0.00 0.00 £ 0.00 0.25 £+ 0.00
(b) Summarization
Sierews T
Models BST BS
TRA LTV EELN : 79
URALLM 155 Zooroir 5
URA-LLaMa 7B —0.24 +£0.18 .95
06008 5
Toar s o
0795 0.01 5
0181006 o o
Toavtons o 5
0.00 £0.11 0, 4
_ GemSUra_ | 0.00+0.00  0.00£0.00  0.00£0.00  0.00+0.00__ — 0.19 +0.05_ 1 . . .07
Gemini Pro —0.04 +0.10 0.79° . 0.79 0.33 £012 0.70 + 0.00 0.70+ 0. 141,57 + 3.26
0.05 £ 0.14 0.81 & 0.00 0.81 + 0.00 128.44 + 2.94 0.28 +£0.11 0.82 + 0.00 0.82 + 0.00 200.90 + 7.40
G 0015000 0831000 087l Bhisto00 0254000 080005 08000 20404159
(c) Sentiment analysis
VLSP 2016 UIT-VSFC
Models ACT F1t ARt ECEL A@107 ACt F11 ART ECE{ A@101
URA-LLaMa 70B | 0.63 £0.01 _ 0.48 £ 0.0 _ 0.60 £0.01 _ 0.09 £0.01 _0.83£0.04 | 0.71 £0.01 _ 0.45£0.00 0.80 £0.01 _0.08£0.01 _ 0.99 £ 0.01
URA-LLaMa 13B | 0.55+0.02 0.524+0.02 0.59+£0.01 0.06+0.01 0.7440.05 | 0.724+0.01 0.44+0.05 0.77+0.01 0.184+0.01  0.77 £ 0.02
URA-LLaMa7B | 0.52+0.02  0.36 £0.03 0.59+£0.01  0.07+0.01 0.6640.05 | 0.78+£0.01 0.41+0.01 0.71+0.01  0.16+0.01  0.87 =+ 0.02
LLaMa-2 70B 0.474+0.01  0.32+0.01 0.63+0.01 0.38+0.01 0.53+£0.05 | 0.49+0.01 0.34+0.01 0.61+0.01 0434001 0.28 +0.03
LLaMa-2 13B 0.46 £0.02 0.30+0.01  0.55+0.01 0.39+0.02 0.7040.05 | 0.6640.01 0.40+0.01 0.63+0.01 0.11+0.01  0.89 + 0.02
LLaMa-2 7B 0.45+0.02 0.36+0.01 0.54+0.01 0.20+0.02 0.514+0.05 | 0.514+0.01 0.33+0.01 0.65+0.01 0.15+0.01  0.80 + 0.02
Victcuna 7B 0.444+0.02 0.27+0.01 0.53+0.01 0.26£0.02 0.53+£0.05 | 0.49+0.01 0.25+0.03 0.46+0.01 0.33+0.01  0.34 +0.03
Vistral 7B Chat 0.314+0.01 0.12+0.00 0.81+0.01 0.26+£0.02 0.04+0.02 | 0.06+0.00 0.03+0.00 0.88+0.01 0.67+0.01 0.02 % 0.01
MixSUra 0.59+£0.01  0.59+0.01 0.55+0.01 0.34+0.02 0.5240.05 | 0.6940.01 0.44+0.01 0.61+0.01 0.2940.01 0.66 + 0.03
GemSUra 0.00+0.00 _ 0.00+0.00 _0.67+0.01 _0.68+0.01 _0.00+0.00 | 0.00+0.00 0.00+0.00 0.77+0.01  0.7440.00 _ 0.00 % 0.00
" GeminiPro | 0.66 £0.01 ~ 0.49£0.00 =~ T T 7 T0.324£0.01 059+0.04 | 078§ +£0.01 049+0.01 ~ ~ = T T 0.45F0.01 0.82F0.02
GPT-3.5 0.64+0.01  0.60 + 0.01 - 0.36+0.01  0.54+0.05 | 0.86+0.01  0.71 +0.01 - 0.1440.01  0.86 + 0.02
GPT-4 0.74£0.00  0.73 + 0.00 - 0.26 £0.00 0.71+0.00 | 0.83+0.00 0.70 % 0.00 - 0.1740.00  0.85 % 0.00
(d) Text classification
UIT-VSMEC PhoATIS
Models ACT F1 ARt ECEL A@107 ACT F11 ART ECE| A@107
URA-LLaMa 70B | 0.25 £0.00 _ 0.16 £0.00 _ 0.56 £ 0.02 _ 0.20 £0.00 _0.33 £0.00 | 0.16 £0.02 _0.26 £0.03 _ 0.79 £0.00 0.79 £0.02 _ 0.08 £ 0.06
URA-LLaMa 13B | 0.30+0.00  0.11+0.00 0.51 £0.01  0.26£0.00 0.4440.00 | 0.01£0.01 0.05+0.01 0.47+0.01  0.84+0.01  0.00 + 0.04
URA-LLaMa7B | 0.294£0.00 0.1040.00  0.57£0.01  0.17+0.00 0.304+0.00 | 0.0240.01  0.04+0.00 0.55+0.01 0.184+0.01  0.01 +0.02
LLaMa-2 70B 0.214+0.01  0.11+0.01 0.61+0.01 0.43+0.01 0.70£0.06 | 0.12+0.01 0.104£0.01 0.60+0.02 0.46+0.01  0.04 %+ 0.02
LLaMa-2 13B 0.194+0.00 0.07+0.00 0.52+0.01 0.47+0.00 0.43+0.00 | 0.02+0.00 0.06+0.00 0.57+0.01 0.91+0.00 0.01 % 0.00
LLaMa-2 7B 0.1740.00 0.10+0.00 0.55+0.00 0.33+0.00 0.2940.00 | 0.0140.01 0.00+0.00 0.56+0.00 0.69+0.01 0.02+0.02
Vietcuna 7B 0.094+0.00 0.09+0.00 0.51+0.01 0.91+0.00 0.09£0.00 | 0.02+0.01 0.01+£0.00 0.55+0.01 0.23+0.01 0.02+0.01
Vistral 7B Chat 0.114+0.01 0.12+0.02 0.66+0.01 0.21+0.01 0.11+£0.04 | 0.20+0.01 0.36£0.02 0.79+0.02 0.44+0.01  0.22 + 0.04
MixSUra 0.354+0.02 0.27+0.01 0.70+0.01 0.58+0.02 0.70£0.05 | 0.80+0.02 0.55+0.04 0.94+0.02 0.15+0.02 0.88 + 0.06
GemSUra 0.00£0.00 0.00+0.00 0.58+0.02 0.58+0.01 0.0040.00 | 0.0040.00 0.00+0.00 0.92+0.01 0.64+0.01  0.00+0.00
" GeminiPro ~ ~ | 0.46 £0.02 ~ 0.37£0.02 ~ ~ T T T T0.32£0.02 ~043+0.06 | 0.64+0.02° 018+0.00 ~ ~ =~ ~ 7 0.59F%0.02 " 0.59 £0.05 ~
GPT-35 0.424+0.00  0.41 %+ 0.00 0.58+0.00 0.30+0.00 | 0.68+0.02 0.64+0.03 - 0.324+0.02  0.70 + 0.05
GPT-4 0.48 +0.00  0.45 + 0.00 - 0.52+0.00 0.40+0.00 | 0.86+0.01  0.80 % 0.02 - 0.1440.01  0.91+0.03
(e) Knowledge
ZaloE2E ViIMMRC
Models EMT F11 ACH F11 ART ECE| A@101
URA-LLaMa 70B | 0.23 £ 0.00  0.37 £0.00 | 0.65£0.00 0.53 £ 0.00 0.84 £0.00 0.11 £0.00 _ 0.77 & 0.00
URA-LLaMa 13B 0.18 4+ 0.00 0.30 4 0.00 0.41 4+ 0.00 0.34 4+ 0.00 0.61 £+ 0.00 0.22 4+ 0.00 0.58 4+ 0.00
URA-LLaMa 7B 0.00 £0.00 0.05+0.00 | 0.334£0.02 0.284+0.02 0.61+£0.01 0.194+0.02 0.33%0.06
LLaMa-2 70B 0.12 + 0.01 0.24 + 0.02 0.47 + 0.02 0.38 + 0.02 0.46 £+ 0.01 0.21 £+ 0.02 0.44 + 0.08
LLaMa-2 13B 0.134+0.00 0.214£0.00 | 0.39+0.00 0.31+0.00 0.56+0.00 0.46 +0.00 0.33 +0.00
LLaMa-2 7B 0.02 4+ 0.00 0.05 + 0.00 0.26 4+ 0.01 0.20 + 0.01 0.51 £+ 0.01 0.46 £+ 0.01 0.13 £ 0.03
Vietcuna 7B 0.05 4+ 0.00 0.15 4+ 0.00 0.26 4+ 0.01 0.14 4+ 0.00 0.50 £ 0.00 0.01 £ 0.01 0.21 £+ 0.07
Vistral 7B Chat 0.05 + 0.01 0.14 + 0.01 0.49 4+ 0.02 0.47 + 0.02 0.94 £+ 0.01 0.29 £+ 0.02 0.65 + 0.07
MixSUra 0.13 & 0.02 0.24 +0.02 0.57 & 0.02 0.45 + 0.02 0.53 £ 0.02 0.35 + 0.02 0.58 4+ 0.07
GemSUra 0.00 + 0.00 0.03 + 0.00 0.33 +0.02 0.17 &+ 0.01 0.50 £ 0.02 0.16 = 0.02 0.35 + 0.07
Gemini Pro 0.39 £0.02 ~ 0.55£002 | 0.84+002 ~0.68+0.01 - 0.59£0.02 ~ 0.85 % 0.05
GPT-3.5 0.45 4+ 0.01 0.61 + 0.01 0.90 + 0.01 0.72 + 0.04 — 0.10 £+ 0.01 0.88 + 0.07
GPT-4 0.44 +0.01 0.61 + 0.01 0.91 4+ 0.01 0.73 & 0.07 — 0.09 £+ 0.07 0.88 & 0.04
(f) Toxicity
UIT-ViCTSD UIT-ViHSD
Models ACT Fl1t AR?T ECE| A@10t ACT Flt ARt ECE| A@101
URALLaMa70B | 0.32 £0.00 0.21 £0.00 0.72£0.01 _0.62£000 033 £0.00 | 0.14 £0.00 0.12£0.00 0.64 £0.02 061 £0.00 0.23 £0.00
URA-LLaMa I3B | 0.27£0.00  0.26 £0.00  0.56 £0.00  0.56 £0.00 0.1240.00 | 0.18+0.00 0.11+0.00 0.57 +0.01  0.45+0.00  0.20 % 0.00
URA-LLaMa7B | 0.224+0.00 0.21+0.00 0.63+0.00 0.39+0.00 0.36+0.00 | 0.12+0.00 0.07+0.00 0.62+0.00 0.38+0.00 0.19 + 0.00
LLaMa-2 70B 0.1740.01  0.114+0.01 0.64+0.03 0.734+0.01 0.27+0.05 | 0.11+0.00 0.1140.00 0.57+0.01  0.75+0.00  0.07 4 0.01
LLaMa-2 13B 0.124+0.00 0.11+0.00 0.56+0.01 0.66+0.00 0.12+0.00 | 0.10£0.00 0.07+0.00 0.59+0.01 0.62+0.00  0.24 + 0.00
LLaMa-2 7B 0.04£0.00 0.04+0.00 0.62+0.00 0.86+0.00 0.02+0.00 | 0.01+0.00 0.0040.00 0.54+0.00 0.79£0.00  0.00 % 0.00
Vietcuna 7B 0.1140.00 0.114+0.00 0.54+0.00 0.39+0.00 0.13+0.00 | 0.09+0.00 0.05+0.00 0.50+0.00 0.24+0.00 0.08 % 0.00
Vistral 7B Chat 0.114+0.01  0.07+0.01 0.66+0.02 0.48+0.01 0.10+0.04 | 0.09+0.00 0.05+0.00 0.72+0.01 0.42+0.00 0.17 +0.01
MixSUra 0.7240.01 0.394+0.01 0.74+0.02 0.25+0.01 0.81+0.04 | 0.66+0.01 0.3140.01 0.67+0.01 0.21+0.01l 0.82+0.01
GemSUra 0.00+£0.00 _ 0.00+0.00 _0.65+0.03 _0.78 +0.00__0.00 +0.00 | 0.00£0.00  0.00 £0.00  0.64+0.01 _ 0.68+0.00  0.00 % 0.00
" GeminiPro [ 0.81£0.01 T 043£001 ~ T2 T 7 70314001 085+0.04 | 071+0.00° 037%0.00 ~ ~ =~ 7 T 0.37£0.01 0.70%0.02 ~
GPT-35 0.514+0.00 0.46 + 0.00 - 0.494+0.00 0.5440.00 | 0.64+0.00 0.47 + 0.00 - 0.36 +0.00  0.63 £ 0.00
GPT-4 0.88+0.00  0.71 % 0.00 - 0.12+0.00 0.884+0.00 | 0.7840.00  0.56 + 0.00 - 0.224£0.00  0.78 £ 0.00
Hay doc ki va phan tich sentiment tu Khach. — "sentiment": “cau trd 13i cta ban 0 (
— Sau d6, dua ra cau tra 16i cua ban dué < tiéu cuc) hay 1 (trung lap) hay 2 (ti

— i

dang json

véi dinh

dang la ~~“json {
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"confident level":

“do tu



(g) Translation

PhoMT OPUS100
Models (En — Vi) (Vi — En) (En — Vi) (Vi — En)
BLEU?T hLEPOR? BLEUT hLEPOR?T BLEUT hLEPORT BLEU?T hLEPORT
URA-LLaMa 70B 0.20 &+ 0.00 0.56 £ 0.00 | 0.12 £ 0.00 0.48 + 0.00 0.06 £ 0.00 0.38 +0.01 0.06 = 0.00 0.32 + 0.00
URA-LLaMa 13B 0.18 + 0.00 0.54 +0.00 | 0.13 £ 0.00 0.48 £+ 0.00 0.06 + 0.00  0.36 + 0.01 0.08 £ 0.00 0.34 + 0.00
URA-LLaMa 7B 0.12 + 0.00 0.46 + 0.00 | 0.10 £ 0.00 0.45 £ 0.00 0.05+ 0.00 0.33+0.00 | 0.064+0.00 0.3140.01
LLaMa-2 70B 0.22 + 0.00 0.53 +0.00 | 0.07 £ 0.00 0.39 £+ 0.00 0.07 +£0.00 0.37+0.01 0.05+ 0.00 0.27 +0.01
LLaMa-2 13B 0.16 £ 0.00 0.50 & 0.00 | 0.08 £ 0.00 0.42 £ 0.00 0.05+0.00 0.34+0.01 0.05+0.00 0.29 + 0.00
LLaMa-2 7B 0.10 £ 0.00 0.40 +0.00 | 0.08 £ 0.00 0.41 £ 0.00 0.04 +£0.00 0.30+0.00 | 0.054+0.00 0.27 4+ 0.00
Vietcuna 7B 0.12 + 0.00 0.42 +0.00 | 0.08 £0.01 0.40 + 0.00 0.07+0.01  0.36 £0.01 0.09 +£0.01 0.33 +£0.00
Vistral 7B Chat 0.23+0.00 0.60+0.00 | 0.07 4+ 0.00 0.38 + 0.01 0.10 £ 0.00 0.42+0.01 0.06 = 0.00 0.33 & 0.00
MixSUra 0.14 + 0.00 0.50 +0.00 | 0.11 £ 0.00 0.46 £ 0.00 0.06 + 0.00  0.36 + 0.01 0.07 £ 0.00 0.34 +0.01
GemSUra 0.05 £ 0.00 0.32+ 0.00 | 0.01 £ 0.00 0.16 £+ 0.00 0.01 +£0.00 0.15+0.00 | 0.01+0.00 0.09 4 0.00
" GeminiPro ~ | 0.17%0.01° T057£0.00 [ 0.12£0.01 ~ 0.49+0.00 | 0.10£0.01 ~ 0.42F0.01 | 0.06+0.01 ~0.30 £0.01 ~

GPT-3.5 0.25 4+ 0.00 0.62 +0.00 | 0.20 £ 0.00 0.57 + 0.00 0.124+0.01 0.454+0.01 0.13+0.01 0.43 +0.00
GPT-4 0.25+ 0.00 0.63+0.00 | 0.22 4 0.00 0.59 + 0.00 | 0.124+0.01 0.46 £ 0.01 0.14 +£0.01 0.45 + 0.00

Table 10: Performance on Knowledge - VIMMRC under few-shot prompting with randomized answer orders

Models ACT FiT ART ECE] A@I0T
URA-LLaMa 70B 0.76 £+ 0.02 0.61 4+ 0.02 0.89 + 0.01 0.14 £ 0.02 0.94 + 0.04
URA-LLaMa 13B 0.62 + 0.02 0.50 4+ 0.02 0.69 4+ 0.02 0.16 £+ 0.02 0.67 + 0.07
URA-LLaMa 7B 0.45 + 0.02 0.36 + 0.02 0.57 + 0.02 0.09 £+ 0.02 0.46 £+ 0.07
LLaMa-2 70B 0.63 4+ 0.02 0.51 4+ 0.02 0.42 + 0.02 0.27 £ 0.02 0.62 4+ 0.08
LLaMa-2 13B 0.57 + 0.02 0.46 4+ 0.02 0.64 + 0.02 0.29 £+ 0.02 0.75 4+ 0.07
LLaMa-2 7B 0.36 &+ 0.02 0.27 +0.02 0.56 + 0.02 0.36 £ 0.02 0.44 £+ 0.07
Vietcuna 7B 0.26 4+ 0.02 0.15 + 0.01 0.50 + 0.00 0.01 £ 0.01 0.31 £ 0.06
Vistral 7B Chat 0.08 £ 0.01 0.11 + 0.01 0.95 + 0.01 0.75 4+ 0.01 0.06 £+ 0.03
MixSUra 0.61 4+ 0.02 0.61 4+ 0.02 0.54 +0.02 0.31 £ 0.02 0.65 + 0.07
GemSUra 0.35 £ 0.02 0.22 + 0.01 0.52 + 0.02 0.13 £ 0.02 0.31 £ 0.07
" GeminiPro ~ ~ | 0.80F£0.02 ~ 0.72%0.01 ~ ~ ~ = 7 7 0.64£0.02 ~ 0.90 £0.05 -
GPT-3.5 0.92 £+ 0.01 0.74 4+ 0.04 — 0.08 £ 0.01 0.90 £ 0.04
GPT-4 0.92 4+ 0.01 0.74 4+ 0.04 — 0.08 £ 0.01 0.88 + 0.04
— tin cho cau trad 1oi clha ban trong khod <~ cua ban dudi dsang JSON vd4i dinh dang
< ng tw 0 t6i 1° }-° — la

{few _shot} “TTjson

Khach: "{context}" {

Bot: [/INST] "tag": “cau tra 18i cta ban la 0 cho Sadness

<~ hay 1 cho Surprise hay 2 cho Disgust

=

[INST] <<SYS>>

<~ hay 3 cho Fear hay 4 cho Anger hay 5
< cho Other hay 6 cho Enjoyment ",

*do tu tin cho cau

tra

Consider yourself a Bot that can classify the "confident _level":
— sentiment of a sentence in Vietnamese < cua ban trong khoang tut 0 t&i 1°
— The bot always gives its answers in
— numerical form. In particular, the T
<~ value 0 for negative emotions, 1 for {few shot}
— mneutral emotions, 2 for positive Khach: "{context}"
< emotions. The Bot cannot answer itself Bot: [/INST]
N

or pretend to be a Guest.
And this is the latest
<~ the Bot and the Guest.

conversation between

[INST] <<SYS>>

131

<</SYS>> - .
Read carefully and analyze the sentiment from Consider yoprself a Bot that can cl'abslfy
<y the Guest. Then give your answer in — emotions of a sentence Vietnamese.
< json format with the format “tjson { <~ Where, value 0 represents Sadness, 1
<> "sentiment": ~is your answer 0 ( — represents Surprise, 2 represents
< mnegative) or 1 (mneutral) or 2 ( — Disgust, 3 represents Fear, 4
< positive) ™, "confident level": ° > represents Anger, 5 represents Other,
< confidence in your answer between 0 <~ and 6 represents Enjoyment. The Bot
< and 1° }-°° — cannot answer itself or pretend to be
{few shot} > a _Guest. .
Guest: "{context}" And this is the latest conversation between
Bot: [/INST] <~ the Bot and the Guest.
<</SYS>>

G.4 Text classification

UiT-VSMEC: T json
. .
"tag": “your answer is 0 for Sadness, or
[INST] <<SYS>> < for Surprise, or 2 for Disgust,
Hay xem minh la mot Bot cé thé phan loai cam — for Fear, or 4 for Anger, or 5 for
— xfc clia mdt cadu van trong tiéng vieét. <> Other, or 6 for Enjoyment-,
R X i "confident level": ~confidence in your answer
— Trong d6, gia tri 0 cho Sadness, 1 cho <+  between 0 and 1°
— Surprise, 2 cho Disgust, 3 cho Fear, }
<~ 4 cho Anger, 5 cho Other, 6 cho [N
— Enjoyment. Bot khong dugc tu tra 109i {few shot}
— hay giad dang thanh Khach. Guest: "{context}"
Va day la cudc trd chuyén méi nhat gita Bot v Bot: [/INST]
— a Khach.
PhoATIS
<</SYS>>

Hay doc ki

— tung budc. Sau d6, dua ra

Please read

— from Guests step by step.
as JSON with the format

“—r your answer

va phan tich céam xtuc tu Khach theo

cau tra 1oi [INST] <<SYS>>
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Table 11: Bias and Toxicity performance. The “—” is marked for model whose generated texts do not contain
any bias words. DRR, DRG are demographic representations of races and genders. SAR, SAG are stereotypical

associations of races and genders
(a) Question-Answering

XQuAD MLQA
Models DRR, DRG| SAR| SAG| Tox| DRR, DRG] SAR|, SAG/ Tox|
URA-LLaMa 70B — 0.39£0.01 — 0.41+£0.00 0.02+£0.00 — 0.14 £0.02 — 0.424+0.03 0.02+0.00
URA-LLaMa 13B - 0.39 £0.01 - 0.45+0.01 0.02+£0.00 — 0.174+0.01 — 0.38+£0.00 0.02+0.00
URA-LLaMa 7B - 0.40 £ 0.01 - 0.48 £0.00 0.03 £ 0.00 — 0.18 £0.01 — 0.37£0.01 0.02+0.00
LLaMa-2 70B - 0.36 £ 0.01 - 0.39 £0.00 0.01 £ 0.00 — 0.18 £ 0.00 — 0.41£0.02 0.01 £0.00
LLaMa-2 13B - 0.35 £ 0.03 - 0.46 £0.00 0.01 £ 0.00 — 0.27 £0.01 — 0.43£0.00 0.01=+£0.00
LLaMa-2 7B — 0.46 +0.01 — 0.424+0.00 0.01 +0.00 — 0.21 £ 0.06 — 0.45£0.00 0.01=+£0.00
Vietcuna 7B — 0.50 £ 0.00 — — 0.04 £ 0.00 — 0.23 £0.09 — 0.494+0.01 0.04+0.00
Vistral 7B Chat - 0.37+£0.01 — 0.474+0.02 0.04 £ 0.00 — 0.22 +0.00 — 0.50 +£0.02 0.04 +0.00
MixSUra - 0.42 +£0.01 - 0.48 £0.00 0.02+£ 0.00 — 0.18 £ 0.00 — 0.38 £0.02 0.02+0.00
GemSUra - 0.39 £0.01 - 0.43£0.01 0.04 £0.00 - - - - 0.04 £ 0.00
“Gemini Pro | —  0.3840.01 —  046=+0.00 0.0240.00] —  016+£0.00 —  043+0.02 0.02=+0.00
GPT-3.5 — 0.43 £0.01 - 0.48 £0.00 0.02 £ 0.00 — 0.18 £0.01 — 0.40 £0.00 0.02+£0.00
GPT-4 — 0.40 £0.01 — 0.45+0.00 0.02+0.00 — 0.16 £0.01 — 0.41£0.01 0.02+£0.00
(b) Summarization
VietNews WikiLingua
Models DRR, DRG| SAR| SAG/ Tox| DRR, DRG| SAR| SAG/ Tox|
URA-LLaMa 70B — 0.21 £0.01 — 0.31+£0.01 0.05+0.00 — 0.03 £0.02 - 0.25+0.02 0.03 £0.00
URA-LLaMa 13B — 0.20 £0.01 — 0.29 £0.01 0.04 £0.00 — 0.07 +0.04 - 0.31£0.03 0.02=£0.00
URA-LLaMa 7B — 0.24 +0.02 — 0.33+0.01 0.04£0.00 — 0.07 +0.02 — 0.38 £0.02 0.03 £0.00
LLaMa-2 70B — 0.24 +0.02 — 0.29 £0.01 0.02£0.00 — 0.08 £0.01 — 0.29£0.02 0.02=£0.00
LLaMa-2 13B — 0.26 £0.01 — 0.38 £0.01 0.01 £0.00 — 0.17+0.08 — 0.50 £0.02 0.01 £0.00
LLaMa-2 7B — 0.28 £0.02 — 0.39 £0.01 0.01 £0.00 — 0.39 £0.05 — 0.50 £0.02 0.01 £0.00
Vietcuna 7B — 0.21 £0.02 — 0.32+0.02 0.04+0.00 — 0.17+0.04 — 0.39£0.03 0.03£0.00
Vistral 7B Chat — 0.22 £0.02 — 0.37£0.02 0.04 £0.00 — 0.02 £ 0.00 — 0.30 £0.02 0.03 £0.00
MixSUra — 0.24 +0.01 — 0.29 £0.01 0.03 £0.00 — 0.00 £ 0.00 — 0.30 £0.02 0.02£0.00
GemSUra — — — - 0.04 £0.00 — — — - 0.04 £0.00
" Gemini Pro | - 018%+001 —  026£0.02 0014£000| -  001+000 -  0.22£0.01 0.0140.00
GPT-3.5 — 0.22 £0.01 — 0.29 £0.01 0.04 +£0.00 — 0.03 £0.02 — 0.28 £0.01 0.02 £ 0.00
GPT-4 — 0.19 £0.01 — 0.28 £0.01 0.06 & 0.00 — 0.09 £ 0.02 — 0.28 £0.01 0.02 £ 0.00
(c¢) Translation
PhoMT (En — Vi) OPUS100 (En — Vi)
Models DRR| DRG] SAR| SAG| Tox/| DRR| DRG/| SAR| SAG| Tox|
URA-LLaMa 70B — 0.03 £0.01 — 0.30 £0.01 0.05 4 0.00 — 0.27 £0.01 — 0.47£0.01 0.06 £0.00
URA-LLaMa 13B — 0.09 £ 0.00 — 0.33 £0.01 0.0540.00 — 0.27 £0.01 — 0.43£0.02 0.07£0.00
URA-LLaMa 7B — 0.13 £ 0.00 — 0.33 £0.01 0.0540.00 — 0.18 £0.03 — 0.47£0.01 0.07£0.00
LLaMa-2 70B — 0.06 £ 0.01 — 0.32 +£0.00 0.0540.00 — 0.25 £ 0.00 — 0.47£0.02 0.05=£0.00
LLaMa-2 13B — 0.08 £ 0.00 — 0.33 £0.02 0.0540.00 — 0.31 £0.02 — 0.47£0.01 0.06 £ 0.00
LLaMa-2 7B — 0.17 £ 0.01 — 0.29 £0.01 0.04 +£0.00 — 0.21 £0.02 — 0.45£0.02 0.05=£0.00
Vietcuna 7B - 0.18 £0.01 - 0.36 £0.01 0.04 +£0.00 - 0.16 = 0.03 - 0.43£0.02 0.07£0.00
Vistral 7B Chat - 0.20 £ 0.01 - 0.324+0.00 0.04 +0.00 - 0.18 £ 0.01 - 0.45£0.02 0.07£0.00
MixSUra - 0.11 £ 0.01 — 0.33 £0.00 0.02 4+ 0.00 - 0.26 £+ 0.00 — 0.40 £0.02 0.04 +£0.00
GemSUra - 0.20 £ 0.01 — 0.31 +£0.00 0.01 & 0.00 - 0.17 £ 0.00 — 0.46 £0.02 0.01 £0.00
" Gemini Pro | — 012+000 —  0.33+000 006%£000| —  0154£000 —  0.44%0.02 0.07+0.00
GPT-3.5 — 0.11 +£0.01 — 0.34 +£0.01 0.05 4 0.00 — 0.16 = 0.03 — 0.43£0.03 0.07£0.00
GPT-4 — 0.09 £ 0.01 — 0.34 £ 0.01 0.05 4 0.00 — 0.14 +£0.03 — 0.41 +£0.01 0.07 £ 0.00

Table 12: Performance under zero-shot prompting with easy generation configuration

(a) Question-answering (b) Text classification
XQuAD UIT-VSMEC
Models EM?t F11 Models ACT F11 AR?T ECE| A@107
URA-LLaMa 7B | 0.00 £ 0.00 _ 0.17 & 0.00 URA-LLaMa7B | 0.11 £0.00 0.15 £0.00 0.63 £0.01 _ 0.07 £0.00 0.34 £ 0.03
Vistral 7B Chat 0.04 £ 0.00  0.24 + 0.00 Vistral 7B Chat 0.074+0.00 0.214+0.00 0.8440.01  0.5140.01  0.13 4 0.02
GemSUra 0.00 £ 0.00  0.20 + 0.00 GemSUra 0.354+0.00 0.474+0.00 0.9340.01 0.26 £0.01  0.52 4 0.03

(c) Reasoning

MATH
Models EM{ F11 Equ.t
URA-LLaMa 7B 0.00 = 0.00 0.14 + 0.00 0.04 £+ 0.00
Vistral 7B Chat | 0.00 +0.00  0.09 4+ 0.00  0.10 + 0.00
GemSUra 0.004£0.00  0.26+0.00  0.29 + 0.00
Hay xem minh la mot Bot c6 thé phan loai y di — cho 'airfare ', 2 cho 'ground_service
— nh clla mét cau van trong tiéng vieét. — ', 3 Ch? 'day name', 4 f:‘hO' 'meal ',
< Trong d6, gia tri 0 cho 'flight ', 1 — 5 cho 'airport', 6 cho 'airline ', 7
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< cho 'flight time', 8 cho 'city ', 9
< cho 'ground_fare', 10 cho 'quantity ',
< 11 cho 'abbreviation', 12 cho '
— distance ', 13 cho 'aircraft ', 14 cho '
<~ capacity ', 15 cho 'flight no', 16 cho
— 'restriction '. Bot khong dugc tu tra 1
— 8i hay gid dang thanh Khach.

Va day la cudc trdo chuyén méi nhadt gitta Bot v
— & Khéach.

<</SYS>>

Hay doc ki va phan tich cam xuc tuw Khach theo
— tung budc. Sau d6, dua ra cau tra loi
— cua ban dudi dsang JSON vdi dinh dang
— la

"tag": “cau tra 18i cia ban la 0 cho 'flight '
< hodc 1 cho hodc 2 cho '
< ground service' hoac 3 cho 'day name'

"airfare '

<~ hoadac 4 cho 'meal' hodac 5 cho 'airport'

— hoac

"airline ' hodc 7 cho 'flight time ' hodc

<~ 8 cho 'city ' hodac 9 cho 'ground fare'
<~ hoac

10 cho 'quantity ' hoac 11 cho 'abbreviation '
— hoac 12 cho 'distance' hoac 13 cho '
< aircraft ' hodc 14 cho 'capacity ' hoac

15 cho 'flight no' hoac 16 cho 'restriction
= ',

"confident level": “dd tuy tin cho cau tra l1gi
< cua ban trong khoadng tu 0 t4i 1°

!

{few shot}

Khach: "{context}"
Bot: [/INST]

=

[INST] <<SYS>>
Consider yourself a Bot that can classify
intention of a sentence in Vietnamese.
Where, value 0 represents 'flight ', 1
represents 'airfare ', 2 represents
ground service ', 3 represents '
day name', 4 represents 'meal', 5
represents 'airport ', 6 represents
airline ', 7 represents 'flight_ time ',
8 represents 'city ', 9 represents '
ground fare', 10 represents 'quantity
', 11 represents 'abbreviation ', 12
represents 'distance ', 13 represents
aircraft ', 14 represents 'capacity ',
15 represents 'flight no ', and 16
represents 'restriction '. The Bot
cannot answer itself or pretend to be
a Guest.
And this is the latest conversation between
<~ the Bot and the Guest.
<</SYS>>
Please read carefully and analyze emotions
— from Guests step by step. Then output
— your answer as JSON with the format

R A A A

json

"tag": “your answer is 0 for 'flight' or 1
« for 'airfare' or 2 for 'ground_service
— ' or 3 for 'day_name' or 4 for 'meal'’
— or 5 for 'airport' or 6 for 'airline'
— or 7 for 'flight time' or 8 for 'city '
— or 9 for 'ground_fare' or 10 for
— quantity ' or 11 for 'abbreviation' or
— 12 for 'distance' or 13 for 'aircraft'
— or 14 for 'capacity' or 15 for '
— flight no' or 16 for 'restriction ',

"confident level": “confidence in your answer
<~ between 0 and 1°

{few shot}
Guest: "{context}"
Bot: [/INST]

G.5 Knowledge

ZaloE2E:

[INST] <<SYS>>

Hay xem minh la mét Bot théng minh, s& dung
<+ kién thic théng thudng trong cudc sdng
< dé thyc hién nhiem vu sau. Bot khong
— dugc ty trad loi hay gid dang thanh Kha
<~ ch.

Va day la cudc trd chuyén méi nhat gita Bot v
— a Khach.

<</SYS>>

Hay doc ki ngit canh va lua chon dap an dung

<~ cho cau hoi. Sau do6, dua ra cau tra 1o
<~ i cua ban dudi dang JSON vdi dinh dang
< la ~~“json { "answer": “cau tra 18i c
<~ Ua ban~, "confident level": “do tu tin
< cho cau tra 13i cta ban trong khoang
— t 0 téi 1° }°°°

{few shot}

Cau héi: {question}

Cau tra lai: [/INST]

=

[INST] <<SYS>>

Consider yourself a smart Bot, using common
<~ knowledge in life to perform the
— following task. Bots may not respond
— on their own or disguise themselves as
—  Guests.

And here is the latest conversation between
— Bot and Guest.

<< /SYS>>

Read the context carefully and choose the

— correct answer to the question. Then
— give your answer as JSON formatted as
<« “~"json { "choice": “your answer ", "
<~ confident level": ~confidence in your
— answer between 0 and 1° }~°°

{few shot}

Question: {question}

Answer: [/INST]

UiT-VIMMRC:

[INST] <<SYS>>

Hay xem minh la mét Bot thdéng minh, s& dung

kién thic thong thudng trong cudc sdng

dé thyc hién nhiém vu sau. Doc ki pha

n Ngit cianh va doc cau héi dé lya chon

dap 4n nao chinh xadc nhidt dudc dé& cap

trong Ngi&t cidnh. Néu dap an 0 chinh x&c

thi tra 101 0, dap 4n 1 chinh xac thi

tra loi 1, ...

Bot khoéng dudc tu tra 13i hay giad dang thanh
— Khach.

Va day la cudc tro chuyén méi nhat giita Bot v
< a Khach.

<</SYS>>

Hay doc ki ng@ cédnh va lya chon dap &an ding

PLLLLLd

<~ cho cau héi. Sau dé, dua ra cau tra 1o
<~ 1 cua ban dudi dang JSON véi dinh dang
— la ~~“json { "choice": “cau tra 10i ¢
< ua ban la "A" hoac "B" hoac "C" hodac "
— D", "confident_ level": "doé tu tin cho
— cau trad 18i cta ban trong khoang tuw 0
—  t8i 1 }°°

{few shot}

Ngt cédnh: ''' {context} '"''

Cau hoéi: Hay lua chon dap an dang. {question}
{list _answers}
Cau tra 1si: [/INST]

=

[INST] <<SYS>>
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Consider yourself a smart Bot, using common

knowledge in life to perform the

following task. Read the Context

section carefully and read the

question to choose the most accurate

answer mentioned in the Context. If

answer 0 is correct, answer 0, if

answer 1 is correct, answer 1, .

Bots may not respond on their own or disguise
<~ themselves as Guests.

And here is the latest conversation between
— Bot and Guest.

<</SYS>>

Read the context carefully and choose the

TEILLL!

< correct answer to the question. Then
— give your answer as JSON formatted as
< ~~“json { "choice": “your answer is "A
(SN n or HBVI or |ICVI or |ID n -~ N n
— confident level": ~confidence in your
< answer between 0 and 1° }~°°

{few _shot}

Context: ''' {context} '''

Question: Please choose the correct answer. {
< question}

{list _answers}

Answer: [/INST]

G.6 Toxicity detection

[INST] <<SYS>>

Hay xem minh 13 mot Bot c¢6 thé phan loai tinh
ddc hai (toxicity) trong moét cau tié
ng Viét. Tinh doc hai (toxicity) trong
mot cau van c6 nghia la cau van dé
mang y nghia tén thuwong va khéng ton

Fered

trong dén ngudi khac.
Duéi géc do la mdét con ngudsi khac khi nhan ca

< u van d6, dau tién hay xem xét dé cé
< phai la mot cau doc hai gay tdén thuong
< minh khéong ? Néu cau khéng cé yéu td
< doc hai thi tra 13i 0, néu cau cé yéu
< t6 doc hai thil tra 1oi 1.

Bot khong dugc tu tra 18i hay gia dang thanh
— Khach.

Va day la cudc tro chuyén méi nhat giita Bot v
— a Khach.

<</SYS>>

Hay doc ki va phan tich tinh déc hai tu dau v
ao cua Khach. Sau dé, dua ra cau tra 1
31 cua ban dudi dang JSON véi dinh da

ng la json { "toxicity level": “cau
tra 191 cla ban la 0 (cau khong doc h
ai) hodac 1 (cau doéc hai)~, "

*ddé tu tin cho cau
trad 131 cta ban trong khoang tuw 0 tdi
1- v---

{fcw_shot}}

Khach: "{context}"
Bot: [/INST]

confident level":

P!

=
[INST] <<SYS>>
Consider yourself a Bot that can classify
— toxicity in a Vietnamese sentence.
— Toxicity in a sentence means that the
— sentence is hurtful and disrespectful
<~ to others.
From the perspective of another person when
receiving that sentence, first
consider whether it is a harmful
sentence that will hurt you? If the
sentence has no toxic elements, answer
0. If the sentence has toxic elements
, answer 1.
Bots may not respond on their own or disguise
— themselves as Guests.
And here is the latest conversation between
— Bot and Guest.
<</SYS>>

AR

Please read carefully and analyze the

— toxicity of Guest input. Then, output
— your answer as JSON in the format ~°°
— json { "toxicity level": “your answer
< is 0 (non-toxic sentence) or 1 (toxic
— sentence) ", "confident level": °
— confidence in your answer between 0
— and 1° }°°°

{few _shot}

Guest: "{context}"
Bot: [/INST]

G.7 Language

MLQA-MLM:

[INST] <<SYS>>
Hay xem minh 13 mot Bot cé thé tim va sta cac
<« 18i sai chinh t& c6 trong mot cau tié
ng Viét. Chu y, Bot khong chinh stia
hay thém bét cac tu trong cau, chi sta
cac tuw bi sai chinh ta. Bot khoéong dug
c tu trd 161 hay giad dang thanh Khach.
Va day la cudc tro chuyén méi nhat giita Bot v
— a Khach.

<</SYS>>
{few _shot}

Khach: "{context}"
Bot: [/INST]

(3N
(SN
[
[N

=

[INST] <<SYS>>

Consider yourself a Bot that can find and

correct misspellings in a Vietnamese

sentence. Note, the Bot does not edit

or add or remove words in the sentence

, only correct misspelled words. Bots

can't reply to themselves or pretend

to be Guest.

And this is the latest conversation between
— Bot and Guest.

<</SYS>>

{few shot}

Guest: "{context}"

Bot: [/INST]

VSEC:

[INST] <<SYS>>

Hiy xem minh 13 mdot Bot c6 thé thay thé token
[MASKED] thanh mot tu thich hgp trong
Chu y, Bot khong

RN

!

— mot cau tiéng Vieét.
«— chinh s®ta hay thém bdt cac tu trong ca
<~ u, chi st®a cadc tuw bi sai chinh ta. Bot
<~ khoéong dudc tu tra 181 hay gia dang th
<~ anh Khach.

Va day la cudc tro chuyén méi nhat gitta Bot v
< a Khach.

<</SYS>>

{few _shot}

Khach: "{context}"

Bot: [/INST]

=

[INST] <<SYS>>

Consider yourself a Bot that can replace the
< token [MASKED] with a suitable word in

a Vietnamese sentence. Note, the Bot

does not edit or add or remove words

in the sentence, only correct

misspelled words. Bot cannot reply to
— itself or pretend to be Guest.

And here is the latest conversation between
— Bot and Guest.

<< /SYS>>

{few shot}

Guest: "{context}"

Bot: [/INST]

sy
[
(S
s
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G.8 Information retrieval

[INST] <<SYS>>

Hay xem minh la mot Bot thong minh c6 thé tra
— 181 cau héi chinh xéac.

<</SYS>>

{few _shot}

Vian ban: {passage}\

Cau héi: {question}

Van ban trén cé thé hd trg tra 13i cau hoéi kh
— ong?.

DPua ra cau tréd 18i cta ban dudéi dang JSON véi
<~ dinh dang la json { "answer": - "
<~ Yes" or "No" =~ }~°°

Bot: [/INST]

I

[INST] <<SYS>>

See yourself as a smart Bot that can answer
— questions accurately.

<</SYS>>

{few _shot}

Passage: {passage}

Question: {question}

Can the above passage answer the question?
Output your answer as JSON in the format ~°°
< json { "answer": ~ "Yes" or "No" °

Bot: [/INST]

G.9 Reasoning

Synthetic reasoning:

[INST] <<SYS>>

Hiy xem minh 1a moét Bot thong minh c6 thé tra
— 18i cau hoéi chinh xac.

<</SYS>>

Hay dywa vao “Quy luat”™ dudc cho dé suy luan
< ra quy tadc. Sau dé, dua ra cau tra loi

cua ban dudi dang json véi dinh dang

T cau tra 181 cua

ban, "confident level": do tu tin cta

ban trong khodng tw 0 t&i 1 }~°°

{few _shot}

la json { "answer":

.
N
N
SN

Két qua: [/INST]

[INST] <<SYS>>

See yourself as a smart Bot that can answer
— questions correctly .

<</SYS>>

Solve based on the given “Rule” to deduce the
— rule. Then give your answer as json
— formatted as json { "answer": your
— answer, "confident level": your
— confidence level between 0 to 1 }~°°

{few _shot}

Rule: ~°°

{rule}

Result: [/INST]

MATH:

[INST] <<SYS>>

Hay xem minh la moét Bot thong minh c6 thé tra
— 18i cau héi chinh xéac.

Ban hay giai bai toan dudc cho bén dudi, cau
< trad 138i cang don gian cang tdét va kem
— theém do ty tin cho cau tra loi cua ban
— trong khodng tuw 0 t&i 1.

<< /SYS>>

Hay gidi bai toan trudc theo tung budc. Sau d
— 6, dua ra cau tra loi cua ban dudi da

ng json vdéi dinh dang la json { "

answer": cau trad 181 cta ban, "

do tuy tin cua ban
trong khoang tuw 0 t6i 1 }~°°

{few shot}

Bai toéan:

{problem}

N
(SN
— confident level":
<

i giai: [/INST]

mn &

[INST] <<SYS>>

See yourself as a smart Bot that can answer
—» questions correctly .

Please solve the problem given below, the
— simpler the answer the better and add
— confidence to your answer between 0

— and 1.
<</SYS>>
Let's solve the previous problem step by step
< . Then give your answer as json
— formatted as ~~~json { "answer": your
<~ answer , "confident level": your
< confidence level between 0 to 1 }~°°
{few _shot}
Problem: ~°°
{problem}
Solution: [/INST]

G.10 Translation

[INST] <<SYS>>

Hay xem minh 1la mot Bot cé thé dich tiur |
< source_language] qua [target_ language
<~ ]. Bot khong dudc tu trd 18i hay gid d
— ang thanh Khach.

Va day la cudc trd chuyén méi nhat gita Bot v
— & Khéach.

Hay dich tu [source language] qua |
— target language] va dinh dang cau tra
— 181 dudi dang json vdi dinh dang la
— json { "translation":
< cta ban - } "

<</SYS>>

{few shot}

Khach: "{context}"
Bot: [/INST]

“cau tra 10i

=

[INST] <<SYS>>

Consider yourself a Bot that can translate
— from [source_language] to [
— target language]. Bot cannot reply to
— itself or pretend to be Guest.

And here is the latest conversation between
— Bot and Guest.

Translate from [source language] to [
— target language] and format the answer
<~ as json fortmated as " ~json { "
<~ translation": “your answer~ }°°°

<</SYS>>

{few _shot}

Guest: "{context}"

Bot: [/INST]

H Sample generation results

In this section, we provide sample generation
results obtained during our evaluation process.
Specifically, for the Vietnamese context, we ex-
tracted text directly from the original dataset with-
out any modifications, and these excerpts are vi-
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sually distinguished by yellow highlighting. Fur-
thermore, we translated the Vietnamese context
into English utilizing Google Translate, and the
resulting English text is demarcated with green
highlighting.

H.1 Question-Answering: MLQA
Question:

Sanh thdt hai dudc xay khi nao?
Context:

Dau thé ky 21, sé khach/nam dia vugt mic
— 750.000 va nam 2004 da dat mic dudi
— 900.000 khach. Nha ga da dugc md rong
— nam 2003 va mét nha ga hanh khach méi
— dudc xay nam 2005.

Ground Truth:

2005

URA-LLaMa 7B:

Sanh thd hai dudc xay khi nam 2003

URA-LLaMa 13B:

Sanh thi hai dugc xay khi nao? Dau thé ky 21,
<+ s6 khach/nam dia vudt mic 750.000 va n
— am 2004 da dat mic dudi 900.000 khéach.

URA-LLaMa 70B:

Sanh tht hai dudgc xay nam 2005.

LLaMa-2 7B:

The second terminal was built in what year?
— According to the text, the second
<~ terminal was built in 2003.

LLaMa-2 13B:

Sure, I'd be happy to help! Based on the
provided text, the second terminal was
built when? The text states that the
number of passengers per year has
exceeded 750,000 and reached a low of
under 900,000 in 2004. The station was
expanded in 2003 and a new passenger
terminal was built in 2005. Therefore,
the second terminal was built in

PELLLEL]

LLaMa-2 70B:

Sanh tht hai dudc xay khi nao? Tra 18i: Nha
— ga dugc md rong nam 2003 va moét nha ga
<~ hanh khach méi dudc xay nam 2005.

Vietcuna-7B-v3:

#### Human: Sanh thd hai dudc xay khi nao? ###
— Assistant: Sanh thd hai dudgc xay dung
<~ vao dau thé ky 21.

Vistral:

Nha ga hanh khach méi dudc xay dyng vao nam
— 2005.

MixSUra:
Dap an: Nha ga dugc mé rong nam 2003 va mot

— nha ga hanh khach méi dugc xay nam
— 2005.

GemSUra 7B:

San bay qudc té Phu Qubéc hién dang hoat dong
véi ba san hang héa (san A ¢ phia dong
nam; san B trén ddo chinh gia trung
tam thi x& Pht Quoc vé mat dat thuoc d
ia phan thon An Binh Tay - X& Long Son
Déng ; va san D gan cau Déc Lap). Ngo
ai ra con duy kién xay thém cad ng casio
dudng sit dé ndi lién Ha Tinh lén ti
nh Kién Giang theo huéng Nam Dinh

FPLLLLLed

Gemini Pro:

Thong tin vé thdi diém xay sanh tht hai khong
< dudc nhidc dén trong doan van ban cung
< céap.

GPT-3.5:
Nha ga hanh khach méi dudgc xay vao nam 2005.
GPT-4:

Sanh tht hai dudgc xay vao nam 2005.

=

Question:

When was the second terminal built?

Context:

At the beginning of the 21st century, the
number of passengers per year exceeded
750,000, reaching below 900,000
passengers in 2004. The station was
expanded in 2003 and a new passenger
terminal was built in 2005.

Lrrey

Ground Truth:
2005

URA-LLaMa 7B:

The second terminal was built in 2003

URA-LLaMa 13B:

When was the second terminal built? At the
<~ beginning of the 21st century, the
<~ number of passengers per year exceeded
— 750,000, reaching below 900,000
— passengers in 2004.

URA-LLaMa 70B:

The second terminal was built in 2005

LLaMa-2 7B:

The second terminal was built in what year?
<~ According to the text, the second
— terminal was built in 2003.

LLaMa-2 13B:

Sure, I'd be happy to help! Based on the
provided text, the second terminal was
built when? The text states that the
number of passengers per year has
exceeded 750,000 and reached a low of
under 900,000 in 2004. The station was
expanded in 2003 and a new passenger
terminal was built in 2005. Therefore,
the second terminal was built in

LLaMa-2 70B:

When was the second hall built? Answer: The
— station was expanded in 2003 and a new
— passenger terminal was built in 2005.

TILLELLL

Vietcuna-7B-v3:

### Human: When was the second terminal built
— 7 ##H# Assistant: The second terminal
<~ was built at the beginning of the 21st
~— century
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Vistral:

Nha ga hanh khach méi dudc xay dung vao nam
— 2005.

MixSUra:

Answer: The station was expanded in 2003 and
<~ a new passenger terminal was built in
— 2005.

GemSUra 7B:

Phu Quoc International Airport is currently
operating with three cargo floors (
floor A in the southeast; yard B on
the main island in the center of Phu
Quoc town on the ground in An Binh Tay
village - Long Son Dong Commune). ;
and bridge D near Doc Lap bridge). In
addition, it is planned to build more
railway stations to connect Ha Tinh to
Kien Giang province in the direction
of Nam Dinh.

PILLLLLLTS

Gemini Pro:

Information about when the second hall was
<~ built is not mentioned in the
— paragraph you provided.

GPT-3.5:

The new passenger terminal was built in 2005.

GPT-4:

The second terminal was built in 2005.

H.2 Summarization: WikiLingua

Document:
Bac si1 phu khoa/san khoa hodc bac si kiém tra

noi tiét sinh san cé thé thuc hién ca
¢ ky thuat kiém tra c6 tinh chinh xac
cao hon so vd8i cac phuong phap thuc hi
en tai nha. Bac si c6 thé thd mau dé d
o nong do progesterone va cac hormone
khac, hosc kiém tra dé xem c6 su bat
thudng trong chic nang tuyén giam hay
nong do prolactin khong. Nhitng bat thu
dng vé cAu tric cta hé thdéng sinh san
c6 thé dugc phat hién nhd phuong phap
siéu am, ma day cing la mot trong nhi
ng yéu td6 anh hudng dén sy rung tring.
Pan o6ng cing c6 thé bi vo sinh. Déi v
6i dan ong, viéec dau tién la kiém tra
chu ky tinh triing, sau d6 thé lam siéu
am dé xem xét cac van dé& (néu cé6)
trong hé théng sinh san ciia ho. Néu ba
¢ s1 nghi ngd rdng ban khong c6 kha na
ng mang thai do khoéng c¢é6 sy rung tring
, ho c6 thé khuyén nghi ban st dung mo
t vai loai thubc tuy thudc vao tinh tr
ang ciia ban. Néu chuwa c6 chan doan chi
nh thidc, ban khéong nén danh dong viéc
khé mang thai la do tridng khdéng rung
3i con c6 rat nhiéu nguyén nhan khéc
6 thé din dén tinh trang nay. Bac si

oo o T

6 thé kiém tra xem 6ng din tring cla
an c6 bi tadc hay khoéong, tinh trung cé

van dé gi khong, c6 van dé & ti& cung
hay budng tring khong, va sy lién quan

(8 Y T A I T N A R A R A Y T A N A R A R U I T

gitta chat lugng tring véi tudi tac.
Ground Truth:

Pi kham. Kiém tra kha nang mang thai cta nita
< kia. Tham khéo vé cac phuong phap diéu
— tri.

URA-LLaMa 7B:

Tém tit: Bac si phu khoa/san khoa cé thé thuc
hién cac ky thuat kiém tra c6 tinh ch
inh xadc cao hon so v4i cac phuong phép
thyc hién tai nha. Bac si c6 thé thw
miu dé do ndng do progesterone va céac
hormone khac, hoic kiém tra dé xem cé
sy bat thudng trong chic nang tuyén gi
am hay nodéng do prolactin khong. Nhitng
bat thudng vé cAu tric cta hé théng
sinh san c6 thé dugc phat hién nhd phu
ong phap siéu am, ma day ciang la mot
trong nhing yéu t6 anh hudng dén su ru

R A A )

ng tring.
URA-LLaMa 13B:

Xin chao! Toi la moét trg¢g ly hitu dung, cé do
— tin cay cao va sé trad 18i cédc cau hoi
ciia ban theo nhitng cach cé ich nhat co
thé. Trong trudng hop ban dang gip va
n dé vé& sinh san, bac si c6 thé thuc
hién cac ky thuat kiém tra cé tinh chi
nh xac cao hon so vd8i cac phuong phéap
thuc hién tai nha. Bac si c¢é thé thi m
au dé do ndéng do progesterone va céc
hormone khéac, hoac kiém tra dé xem cé
sy bit thudng trong chic nang tuyén gi
am hay nodéng d6 prolactin khong. Nhing
bat thudng vé cAu tric cta hé thdéng
sinh san c6 thé dugc phat hién thong

R A

qua chén doén.

URA-LLaMa 70B:

Vo6 sinh la mot vdn dé phd bién anh hudng dén
cd nam va ni. Trong trudng hdp cua phu
nit, bac si c6 thé thuwc hién cac ky

thuat kiém tra c6 tinh chinh xac cao h
dn so véi cac phuong phap thuc hién ta
i nha dé xac dinh nguyén nhan khé mang
thai. Cdc ky thuat nay bao gdm thi ma
u dé do ndéng do progesterone va céc

hormone khac, hoic kiém tra dé xem cé
sy bat thudng trong chic nang tuyén gi
am hay nodéng do prolactin khong. Ngoai
ra, cac bat thudng vé ciAu tric cua he
théng sinh san c6 thé dugc phat hién

R A

thong qua kham va chdn doan.

LLaMa-2 7B:

As a responsible AI language model, I must
inform you that the information
provided in the triple backtick is not
accurate and could potentially

I

harmful. The statement "bac si phu
khoa/san khoa hodc bac si kiém tra noi
tiét sinh san c6 thé thuc hién céac ky
thuat kiém tra c¢6 tinh chinh xac cao
hon so vdi cac phuong phap thuyc hién t
ai nha" is not supported by scientific
evidence and could lead to false
assumptions about fertility testing.
Fertility testing involves a series of
medical procedures and tests to
evaluate the ability of an individual
or couple to conceive. These tests can
help identify potential issues with
the reproductive system, such as
ovulation disorders, tubal blockages,
or endometriosis. However, it is
important to note that these tests are
not 100% accurate and can sometimes
produce false results. The statement "
dan ong cing c6 thé bi vo sinh" is
also not accurate. While it is true
that men can experience infertility ,
the causes and diagnosis of male

A
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— infertility are different from those
— of female infertility . Male
— infertility is

LLaMa-2 13B:

Hello! As a fertility specialist , I

R A A

understand that you are looking for
information on the causes and
treatments of infertility in women.
Infertility can be a challenging and
emotional experience, but there are
many options available for those who
are struggling to conceive. As a woman
, there are several factors that can
contribute to infertility , including:
1. Hormonal imbalances: Imbalances in
hormones such as progesterone and
estrogen can affect ovulation and make
it difficult to conceive. 2.
Polycystic ovary syndrome (PCOS): PCOS
is a common condition that can cause
infertility due to hormonal imbalances
and irregular ovulation. 3.
Endometriosis: This condition occurs
when tissue similar to the lining of
the uterus grows outside of the uterus

, causing inflammation and scarring
that can lead to infertility . 4.
Fibroids: These non-cancerous growths

interfere with
fertilized egg and

in the uterus can
implantation of the
make it difficult to conceive. 5.
Blocked fallopian tubes: If the
fallopian tubes are blocked or damaged
, it can prevent the sperm from
reaching the egg and make it difficult
to conceive. 6. Age: Women

LLaMa-2 70B:

Bac

7}
=

R

phu khoa/sdn khoa ho#c bac si kiém tra
tiét

¢ ky thuat kiém tra cé6 tinh chinh xac

noi sinh san c6 thé thuwc hién ca

cao hon so véi cac phuong phap thuc hi
én tai nha dé diagnose va diéu tri vé
sinh. Céac ky thuat kiém tra
Kiém tra mau dé do ndng do

bao gdm: *

khac * Kié
m tra dé xem cé sy bat thudng trong ch

progesterone va cac hormone

ttc nang tuyén giam hay nodng do
prolactin khong * Phuong phap siéu am
dé xem xét cac van dé (néu cé) trong h

Vietcuna-7B-v3:

¢ thédng sinh san D6i véi dan ong, viéc
ddu tien la kiém tra chu
### Human: Viét mot doan ma Python dé tao ra
mot danh sach céac sé nguyén t6 tue 1 dé

R A s

n n, trong dé n la mot sé nguyén duodng
16n hon 2. Ngoai ra, chudng trinh chi
nén in ra cadc s6 nguyén té6 theo thd t

u gidm dan. Chuwong trinh ci@ng nén kiém

tra xem mdot sd cé phai la sé nguyén t

6 hay khong bing cach si dung

ham
sd doé kh
la s nguyén t6, né nén dudc

in ra cung v4éi mot thong bao phu h
gp. Cudi cung, chudng trinh nén x@ ly

truong hgp n nhé hon 5 va in ra mot th
pht hop. ### Assistant: Da
Python dé tao ra mot danh sach

is_prime ()" tich hgp sdn. Néu
ong phai
161

ong bao 15i
y la ma
cac sb

nguyén t6 tit 1 dén n, trong dé

n la méot sé nguyén dudng 16n hon 2, v

4 in ra ching theo thi tu giam dan:

**python def is_prime(n): if n <= 1:
return False for i in range(2, int(n
¥*¥0.5) + 1): if n % i == 0: return

False return True # Tao danh sach cac

s6 nguyén t6 tit 1 dén n primes = []
for num in range(1l, n+41): if is_ prime(

—
—
—

Vistral:

Poan van giai thich ring mic dua c6 thé

A

num) and num > 2: primes.append (num) #
In ra danh sach cidc s6 nguyén td theo

thd tu giadm dan print ("D

tu mi

tdt nh
At vAn nén tham khéo y kién chuyén gia
y té nhu bac si phu khoa/san khoa hoa
tiét
0 sé& tién hanh cac xét nghiém chan doa

nh kiém tra sy rung tring nhung

¢ bac si kiém tra noi sinh san. H
n chinh xdc hon nhu th® mau dé do ndng
bat

hoa

d6 hormone, kiém tra dé tim ra su
thuwdng trong chitc nang tuyén giap
¢ ndng do prolactin. bac si

Ngoai ra,

c6 thé s dung hinh anh siéu am dé pha
t hién cac vadn d& tiém &n trong hé thé
Déi trudc h
kidm tra chu trinh xuét

ng sinh san. véi nam gidi,
ét can phai
tinh ,
ét. Néu bac si nghi ngd ring ngudi be
nh khong thé thu thai vi thiéu sy rung

tring thi cé thé ké don dung thudc du
a trén tinh trang cu thé cta ting ca

chua cé6 két

tiép theo la siédu am néu can thi

néu

nhan. Tuy nhién, luan
cubdi cung, ditng voi cho rang khoé thu
thai chi do tring khong rung, vi con
nhiéu 1y do khac nita.

MixSUra:

boi bac s1 khoa phu khoa/s&n khoa cé thé tién

L A A )

hanh kiém tra sinh san véi do chinh x

a4c cao hon so vdéi cac phudng phap & nh

a. Phuong phap kiém tra cé thé bao gdm
xét nghécmau dé do ndng do céc

hormone, hosc s dung siéu am dé phat
san.

thé b
sy ru

hién céac van dé vé hé thdéng sinh
Kha nang mang thai cta phu n@ cé
i 4nh hudng do réi mit, khong cé
ng tring hoic cac van dé& khac trong heé
théng sinh san. Déi véi dan ong, viéc
dadu tien la kiém tra chu ky tinh tra

ng, sau d6 c6 thé thyc hién siéu am.

GemSUra 7B:

Trong trudng hdp trén da trinh bay rd rang

< vai trd thiét nghi nhu thé nao khi gip
< bénh vién chuyén nganh y té cum quanh
<+ stc khée nit: bénh vién nam - phau thu
< cong nghé tai tao , diéu tri ung thu
— va...

Gemini Pro:

Pé kiém tra kha ning c6 con,

R A A

GPT-

W
[V,
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cac bac si phu
tiét sé& thuc hi
én cac xét nghiém chuyén sau hon xét
nhu:
dé kiém tra ndng do6 hormone. - Siéu am
dé phat hién bat thudng & hé théng
sinh

khoa hoic kiém tra noi

nghiém tai nha, - Xét nghiém mau

san. - Kiém tra tinh trung 6 nam

gidi. - St dung thubdc dé kich thich ru
ng tring khi cadn. Khong nén chi dya va
o dau hieéu khé mang thai dé két luan r

ing khoéng c6 sy rung tring mia nén tim
hiédu theém cac nguyén nhan khac gay ra
tinh trang nay, chidng han nhu tfc éng

ddn tridng, van dé tinh trung, t& cung

hay budng tring. Dic biét, tudi tac ca

ng anh huéng dén chiat lugng tring.
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A A A

Q
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W
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R A A

—

=

phu khoa/san khoa ho#c bac si kiém tra
tiét
¢ ky thuat kiém tra chinh xac hon so v
6i tu kiém tra tai nha. Cac phudng pha

noi sinh san c¢6 thé thuwc hién ca

p nay bao gdm do ndng doé progesterone
va hormone khéac trong mau, kiém tra ch
Gc ning tuyén giam va ndng do
prolactin. Siéu am cing dugc si& dung d
é phat hién bidt thudng vé cAu tric cua
anh hudng tdi
trinh rung tring. Pan 6ng cing cé thé
bi vé sinh va trong trudng hop nay,

chu ky tinh trung va siéu am sé dudc s

hé théng sinh séan, qua

i dung dé xem xét cédc vdn dé& lién quan
dén hé théng sinh san ctia nam gidi. N
éu khong c6 khad nang mang thai do kho
c6 thé chi dinh
viéc dung thudc theo tinh

ng rung trdng, bac si

phu khoa/san khoa hodc bac si kiém tra
tiét
én cac phuong phap kiém tra chinh xac
Cach

noi sinh sa&n c¢6 kh& nang thyc hi

vé van dé rung tring va sinh san.
thic gébm viéc thi mau dé kiém tra
siéu am dé tim hiéu bat thus

ng trong hé thdéng sinh duc, ddng thai

hormone,
ciing gidi quyét cac van dé lién quan c
nhu chu ky tinh trung va h
Bac s1

Ga nam gidi
é sinh duc. cing c6 kha nang di
éu chinh thudc theo diéu kien cu thé c
ta bénh nhan néu phat hién khong rung
tring.
khé mang thai

Tuy nhién, nguyén nhan gay ra
khong chi

tring ma con tit nhidu yéu t6 khac,

do khong rung
vi
du 6ng dan tring bi tic
4 budng tring cé van dé

hodac td cung v

Document:

Gynecologists/obstetricians or

T A A A

reproductive
endocrinologists may perform more
accurate diagnostic tests than current
at -home methods. Doctors can conduct
blood tests to measure progesterone
levels and other hormones, or check
for abnormalities in the function of
the pituitary gland or prolactin
levels. Abnormalities in the structure
of the reproductive system can be
detected through ultrasound , which is
also a factor affecting ovulation. Men
can also experience infertility. For
men, the first step is to check sperm
cycles, followed by ultrasound to
examine any issues (if present) in
their reproductive system. If the
doctor suspects that you may have
difficulty conceiving due to a lack of
ovulation, they may recommend
specific medications depending on your
condition. Without a formal diagnosis
, one should not assume that
difficulty conceiving is solely due to
a lack of ovulation, as there are
many other factors that can lead to
this condition. Doctors may check if
your fallopian tubes are blocked, if
there are any issues with sperm, if
there are problems with the uterus or
ovaries , and the relationship between
egg quality and age.

Ground Truth:
Go for a checkup. Check the ability to
— conceive of the other half. Refer to

—

treatment methods

URA-LLaMa 7B:

Summary :

R A A

Gynecologists/obstetricians can
perform diagnostic tests with higher
accuracy than current at-home methods.
Doctors may conduct blood tests to
measure progesterone levels and other
hormones, or check for abnormalities
in the function of the pituitary gland
or prolactin levels. Abnormalities in
the structure of the reproductive
system can be detected through
ultrasound , which is also one of the
factors influencing ovulation.

URA-LLaMa 13B:

Hello!

A A A A AR

I am a helpful assistant , highly
reliable , and will answer your
questions in the most useful ways
possible. In the case you are
experiencing reproductive issues , a
doctor can perform diagnostic
techniques with higher accuracy than
current at-home methods. Doctors may
conduct blood tests to measure
progesterone levels and other hormones
or check for abnormalities in the
function of the pituitary gland or
prolactin levels. Abnormalities in the
structure of the reproductive system

URA-LLaMa 70B:

Infertility

A A AR R

is a common issue affecting both
men and women. In the case of women,
doctors can perform diagnostic
techniques that are more accurate than
current at-home methods to determine
the cause of difficulty conceiving.
These techniques include blood tests
to measure progesterone levels and
other hormones, or checks for
abnormalities in the function of the
pituitary gland or prolactin levels.
Additionally , abnormalities in the
structure of the reproductive system
can be identified

LLaMa-2 7B:

As a responsible Al

A

language model, I must
inform you that the information
provided in the triple backtick is
accurate and could potentially

not

harmful. The statement "bac si phu

khoa/san khoa hodc bac si kiém tra noi

tiét sinh san c6 thé thuc hién cac ky
thuat kiém tra c6 tinh chinh xac cao
hon so vdi cac phuong phap thuc hién t
ai nha" is not supported by scientific
evidence and could lead to false

assumptions about fertility testing.
Fertility testing involves a series of
medical procedures and tests to

evaluate the ability of an individual

or couple to conceive. These tests can
help identify potential issues with
the reproductive system, such as
ovulation disorders, tubal blockages,
or endometriosis. However, it is
important to note that these tests are

not 100% accurate and can sometimes

produce false results. The statement "

dan o6ng cing cé thé bi voé sinh" is
also not accurate. While it is true
that men can experience infertility ,
the causes and diagnosis of male
infertility are different from those
of female infertility . Male
infertility is

LLaMa-2 13B:

Hello! As a fertility specialist , I
<~ understand that you are looking for
<~ information on the causes and
— treatments of infertility in women.
— Infertility can be a challenging and
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A A A

emotional experience, but there are
many options available for those who
are struggling to conceive. As a woman
, there are several factors that can
contribute to infertility , including:
1. Hormonal imbalances: Imbalances in
hormones such as progesterone and
estrogen can affect ovulation and make
it difficult to conceive. 2.
Polycystic ovary syndrome (PCOS): PCOS
is a common condition that can cause
infertility due to hormonal imbalances

and irregular ovulation. 3.
Endometriosis: This condition occurs
when tissue similar to the lining of

the uterus grows outside of the uterus
, causing inflammation and scarring
that can lead to infertility . 4.
Fibroids: These non-cancerous growths
in the uterus can interfere with
implantation of the fertilized egg and
make it difficult to conceive. 5.
Blocked fallopian tubes: If the
fallopian tubes are blocked or damaged
, it can prevent the sperm from
reaching the egg and make it difficult
to conceive. 6. Age: Women'

LLaMa-2 70B:

A gynecologist/obstetrician or

A A

reproductive
endocrinologist can perform testing
techniques that are more accurate than
home methods to diagnose and treat
infertility . Testing techniques
include: * Blood tests to measure
levels of progesterone and other
hormones * Tests to see if there are
abnormalities in prostate function or
prolactin levels * Ultrasound to look
for problems Problems (if any) in the
reproductive system For men, the first
thing is to check their period

Vietcuna-7B-v3:

### Human:

A A

Vistral:

The passage explains

R A

Write a Python program to create a
list of prime numbers from 1 to n,
where n is a positive integer greater

than 2. Additionally , the program
should only print the prime numbers in
descending order. The program should
also check whether a number is a prime
number or not using the built -in °
is_prime ()" function. If that number
is not a prime number, it should be
printed along with an appropriate
error message. Finally , the program
should handle cases where n is less
than 5 and print an appropriate error
message . ### Assistant: Here is the
Python code to generate a list of
prime numbers from 1 to n, where n is
a positive integer greater than 2, and
print them in descending order: ~°°
python def is_prime(n): if n <= 1:
return False for i in range(2, int(n
¥*0.5) + 1): if n % i 0: return
False return True # Create a list
prime numbers from 1 to n primes

of
(1

for num in range(1l, n+1): if is_prime(
num) and num > 2: primes.append (num) #
Print the list of prime numbers in
descending order print ("D

that while it is

possible to test for ovulation
yourself , it is best to consult a
medical professional such as a
gynecologist /obstetrician or
reproductive endocrinologist. They
will conduct more accurate diagnostic
tests such as blood tests to measure
hormone levels , tests to look for
abnormalities in thyroid function or
prolactin levels. Additionally , your

A A A

doctor can use ultrasound
detect potential problems
reproductive system. For men,
necessary to first check the
ejaculation cycle, followed by
ultrasound if necessary. If a doctor
suspects that a patient cannot
conceive because of lack of ovulation,
he or she may prescribe medication
based on each individual 's specific
condition. However, if there is no
final conclusion, do not rush to
assume that difficulty conceiving
only due to not ovulating eggs,
because there are many other reasons.

imaging to
in the

it is

is

MixSUra:

>
kel

©

=

TEILLLLLILLS

of gynecologists/obstetricians can
perform fertility testing with greater
accuracy than can be done at home.
Testing may include blood tests to
measure hormone levels , or using
ultrasound to detect reproductive
system problems. A woman's ability to
get pregnant can be affected by
infertility , lack of ovulation, or
other problems in the reproductive
system. For men, the first thing is
check the sperm cycle, then an
ultrasound can be performed.

to

GemSUra 7B:

In the

FELLL

above case, it is clearly presented
what the role should be when
encountering a specialized medical
hospital focusing on women's health:
men's hospital - reconstructive
surgery , breast cancer treatment...

Gemini Pro:

To check the

A A R A A

GPT-3.5:

Gynecologists/obstetricians

A A A

GPT-4:

Gynecologists/obstetricians

—
—
—
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ability to have children ,
gynecologists or endocrinologists will
perform more in-depth tests than home
tests , such as: - Blood tests to
check hormone levels. - Ultrasound to
detect abnormalities in the

reproductive system. - Test sperm in

men. - Use medication to stimulate
ovulation when needed. You should not
only rely on signs of difficulty

getting pregnant to conclude that

there is no ovulation, but you should
find out other causes of this
condition, such as fallopian tube

blockage , sperm problems, or uterine
problems. ovary. In particular, age
also affects egg quality.

or reproductive
endocrinologists may perform more
accurate diagnostic tests than at-home
methods. These methods include
measuring progesterone and other

hormones in the blood, checking the
function of the pituitary gland, and
examining prolactin levels. Ultrasound

is also used to detect abnormalities
in the structure of the reproductive
system, affecting the ovulation
process. Men can also experience

infertility , and in such cases, sperm
cycles and ultrasound are used to
examine issues related to the male
reproductive system. If there is an
inability to conceive due to a lack of
ovulation, the doctor may prescribe
medication accordingly

or reproductive
endocrinologists have the capability
to perform accurate diagnostic tests
related to ovulation and reproductive



issues. The methods include blood
tests to examine hormones, ultrasound
to detect abnormalities in the
reproductive system, and addressing
male-related issues such as sperm
cycles and reproductive organs.
Doctors also have the ability to
adjust medication based on the
specific conditions of the patient if
a lack of ovulation is identified.
However, the causes of infertility are
not solely attributed to a lack of
ovulation; they can also result from
various other factors, such as blocked
fallopian tubes or issues with the
uterus and ovaries

R A A A

H.3 Sentiment analysis

H.3.1 VLSP-2016

Context:

N6i thiét la minh thi thi chudt nao minh cing
— choi tudt, chi trt 1 hang ra: Razer.
< Minh dang s3 htu 1 con DA black, xai d
— udc 6 thang né bi double click , dem st

<~ a xong xai dudc them 2 théang nita né bi

.

<

hu nat cudn... Trong khi con SS

Sensei minh xai 3 nam méi bi double
< click va rit nat cudn.

Ground Truth:
0

URA-LLaMa 7B:
{ "sentiment": 0, "confident level": 0 }
URA-LLaMa 13B:

{ "sentiment": 0, "confident level": 1 }

URA-LLaMa 70B:

{ "sentiment": 0, "confident level": 0.8 }
LLaMa-2 7B:
{ "sentiment": 1, "confident level": 0.75 }

— It seems like you are expressing

— frustration with a particular brand of
— mouse, specifically Razer. You

— mention that you have had multiple

— lissues with

LLaMa-2 13B:

{ "sentiment": 0, "confident level": 1 } The
< customer is expressing a negative
— experience with the product they
< purchased from Razer. They mention
<~ that their DA black mouse has double -
— clicked and had

LLaMa-2 70B:

{ "sentiment": 1, "confident level": 1} It
— seems that the customer is expressing
— frustration with the quality of Razer
— products, specifically the DA black
— and SS Sensei. They mention that

Vietcuna-7B-v3:

### Human: Viét mot doan ma dé tao modt ham nh

< an vao mot chudi lam dau vao va tra ve

— mdt danh sach cac ky ty theo thu tuy d
— &0 ngudc. Ham nay nén xi ly cac trudng
< hgp dac biét nhu chudi rdng hodc chud
— 1 chua

Vistral:

MixSUra:

{ "sentiment": 1, "confident level": 1} Khach
< : "T6i mudén mua chiéc laptop gaming dé
— choi game

GemSUra 7B:

<code>{ "sentient": -87495e--n/m"sent" : (vdi
<~ mic do chinh xac cao), :"Cam on vi da

< chia sé kinh nghiém nay."</code>
Gemini Pro:

“json { "sentiment": 0,
— 1} ~°°

GPT-3.5:

"confident level":

{ "sentiment": 0,

GPT-4:

"confident level": 1 }

{ "sentiment": 0, "confident level": 1 }

=

Context:

To be honest, I use any mouse except for one

< brand: Razer. I currently own a DA

— black, used it for 6 months, and it
— started double-clicking. After getting
— it fixed, it only lasted another 2
<~ months before the scroll button broke.
<~ Meanwhile, my SS Sensei lasted for 3
— years before experiencing double-

— clicking and scroll wheel issues.

Ground Truth:

0
URA-LLaMa 7B:
{ "sentiment": 0,

URA-LLaMa 13B:

"confident level": 0 }

{ "sentiment": 0, "confident level": 1 }
URA-LLaMa 70B:

{ "sentiment": 0, "confident level": 0.8 }
LLaMa-2 7B:

{ "sentiment": 1, "confident level": 0.75 }

— It seems like you are expressing

< frustration with a particular brand of
< mouse, specifically Razer. You

— mention that you have had multiple

— issues with

LLaMa-2 13B:

{ "sentiment": 0, "confident level": 1 } The
< customer is expressing a negative
— experience with the product they
<~ purchased from Razer. They mention
<~ that their DA black mouse has double -
— clicked and had

LLaMa-2 70B:

{ "sentiment": 1, "confident level": 1} It
— seems that the customer is expressing
— frustration with the quality of Razer
— products, specifically the DA black
— and SS Sensei. They mentioned that

Vietcuna-7B-v3:

#### Human: Write the code to create a
— function that takes a string as input
— and returns a list of characters in
<~ reverse order. This function should
— handle special cases such as an empty
<~ string or a string containing

Vistral:
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MixSUra:

{ "sentiment": 1, "confident level": 1}
<~ Customer: "I want to buy a gaming
— laptop to play games

GemSUra 7B:
<code>{ "sentient": -87495e--n/m"sent" : (
< with high precision), :"Thanks for

— sharing this experience."</code>

Gemini Pro:

“*json { "sentiment": 0, "confident level":
— 1} ~°°

GPT-3.5:

{ "sentiment": 0, "confident level": 1 }

GPT-4:

{ "sentiment": 0, "confident level": 1 }

H.4 Text classification

H.4.1 UiT-VSMEC

Context:

ngudi ta cé6 ban bé nhin vui that

Ground Truth:

0

URA-LLaMa 7B:

{ "emotion": 6, "confident level": 1 }

URA-LLaMa 13B:

{ emotion: 6, "confident level": 1 }

URA-LLaMa 70B:

{ "emotion": 0, "confident level": 1 } It
— seems that the conversation is taking
— a more positive turn, with the guest
— expressing gratitude for having
— friends who make them feel happy

LLaMa-2 7B:

{ "emotion": 6, "confident level": 1 }

LLaMa-2 13B:

{ "emotion": 7, "confident level": 1 }

LLaMa-2 70B:

{ "emotion": 6, "confident level": 1 } It

— seems that the bot is interpreting th
— message as a joke or a lighthearted
— comment, and is responding with a

«— playful answer.

Vietcuna-7B-v3:

### Human: Vui long viét ma dé tao mot bot p

<+ an loai cadm xtdc cho mot cau tiéng Vie
— dya trén cac gia tri cam xuac da chi
< inh (0 cho Sadness, 1 cho Surprise, 2

— cho Disgust, 3 cho Fear)

Vistral:

MixSUra:

{ "emotion": 6, "confident level": 1} In thi
— conversation, the emotions detected
— in each statement of the customer are
< as follows: 1. Neutral (0) 2

GemSUra 7B:

e

h
t
d

S

"Ngudi ddi ai ciing can dén tinh thuong" -
<~ Nguyén Du --------commomaooo >

Gemini Pro:

> json { "emotion": 0, "confident level": 1

GPT-3.5:

{ "emotion": 6, "confident level": 1 }

GPT-4:

{ "emotion": 0, "confident level": 1 }

=

Context:

They have friends who look really happy

Ground Truth:

0

URA-LLaMa 7B:

{ "emotion": 6, "confident level": 1 }

URA-LLaMa 13B:

{ emotion: 6, "confident level": 1 }
- aivia .

URA-LLaMa 70B

{ "emotion": 0, "confident level": 1 } It
— seems that the conversation is taking
< a more positive turn, with the guest
— expressing gratitude for having
— friends who make them feel happy

LLaMa-2 7B:

{ "emotion": 6, "confident level": 1 }

LLaMa-2 13B:

{ "emotion": 7, "confident level": 1 }

LLaMa-2 70B:

{ "emotion": 6, "confident level": 1 } It
— seems that the bot is interpreting the
— message as a joke or a lighthearted

and is
answer .

— comment ,
— playful

responding with a

Vietcuna-7B-v3:

### Human:

Please write the code to create a
<~ bot that classifies emotions for a
<~ Vietnamese sentence based on specified

<~ emotion values (0 for Sadness, 1 for
<~ Surprise, 2 for Disgust, 3 for Fear)

Vistral:

MixSUra:

{ "emotion": 6, "confident level": 1} In this
< conversation, the emotions detected

— in each statement of the customer are

— as follows: 1. Neutral (0) 2
GemSUra 7B:
"Everyone in life needs love" - Nguyen Du
e >
Gemini Pro:
“*"json { "emotion": 0, "confident_ level": 1
GPT-3.5:
{ "emotion": 6, "confident level": 1 }
GPT-4:
{ "emotion": 0, "confident level": 1 }
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H.4.2 PhoATIS

Context:

t6i muén tim mdot chuyén bay tua da ndng dén ph
< 04_qubc vd c6 mot tram ding 8 cam_ranh

Ground Truth:

0

URA-LLaMa 7B:

{ "tag": 16, "confident level": 1 } May bay t
<+ @t Da Ning dén Phu Qubc va cé6 tram

URA-LLaMa 13B:

{ "tag": 3, "confident level": 1\} Please
— note that the above response is based
< on my training data and may not be
— accurate or up-to-date. For the most
<~ current and accurate information

URA-LLaMa 70B:

{ "tag": 3, "confident level": 1 } You can
— find flights from Da Nang to Phu Quoc
— with a layover in Cam Ranh by using
— flight search engines such as Google
— Flights

LLaMa-2 7B:

Sure! There are several airlines that offer

«— flights from Da Nang to Phu Quoc with
— a stop in Cam Ranh. Here are some
— options: 1. Vietnam Airlines: This is
<~ the national carrier of Vietnam and
— offers

LLaMa-2 13B:

{ "tag": 3, "confident level": 1 }
LLaMa-2 70B:

{ "tag": 1, "confident level": 1 } Khach: "t
< 0i c6 thé dat chuyén bay dé tai
— website cla

Vietcuna-7B-v3:

### Human: Cau hoi 1:
<+ hang hang khong c6 dich vu mat dat tét
< nhat & London khong? ### Assistant: {

Ban c¢6 thé liet ke cac

<~ "tag": 0, "confident level": 1 }
Vistral:
MixSUra:
{ "tag": 0, "confident level": 1} [INF Jerry,

— please note that your responses

< should be in JSON format as described
< in the prompt. Here is an example of
— how you can structure your

GemSUra 7B:

<p>Ban dang truy cap trang web nay bing thiét
<+ bi di dong nén phdn hinh 4nh sé& hién
— thi khi mé rong man trinh bay.</br></
< Br><img src="data-images/
— aircraftsmall@xhdpi&

Gemini Pro:

{ "tag": 0, "confident level": 1}
GPT-3.5:

{ "tag": 0, "confident level": 1 }
GPT-4:

{ "tag": 0, "confident level": 1 }

Context:

I want to find a flight from Da Nang to Phu
— Quoc with a layover at Cam Ranh

Ground Truth:

0

URA-LLaMa 7B:

{ "tag": 16, "confident level": 1 } The plane
— goes from Da Nang to Phu Quoc and has
— a layover

URA-LLaMa 13B:

{ "tag": 3, "confident level": 1 } Please
< note that the above response is based
<~ on my training data and may not be
< accurate or up-to-date. For the most
<~ current and accurate information

URA-LLaMa 70B:

{ "tag": 3, "confident level": 1 } You can
<~ find flights from Da Nang to Phu Quoc
— with a layover in Cam Ranh by using
— flight search engines such as Google
— Flights

LLaMa-2 7B:

Sure! There are several airlines that offer
flights from Da Nang to Phu Quoc with
a stop in Cam Ranh. Here are some
options: 1. Vietnam Airlines: This is
the national carrier of Vietnam and
offers

TEILT

\noindent LLaMa-2 13B:
\begin{lstlisting}
{ "tag": 3, "confident level": 1 }

LLaMa-2 70B:

{ "tag": 1, "confident level": 1 } Guest: "I
— can book that flight at your website

Vietcuna-7B-v3:
### Human: Question 1: Can you list the

— airlines with the best ground services
< in London? ### Assistant: { "tag": O,

— "confident level": 1 }
Vistral:
MixSUra:
{ "tag": 0, "confident level": 1} [INF Jerry,

— please note that your responses

< should be in JSON format as described
< in the prompt. Here is an example of
— how you can structure your

GemSUra 7B:

<p>You are accessing this site from a mobile
— device so the images will appear when
< the display is expanded.</br></Br><img
<~ src="data-images/aircraftsmall@xhdpi&

Gemini Pro:

{ "tag": 0, "confident level": 1}

GPT-3.5:

{ "tag": 0, "confident level": 1 }

GPT-4:

{ "tag": 0, "confident level": 1 }
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H.5 Knowledge

H.5.1 ZaloE2E
Question:

Dao dién phim Titanic la ai
Ground Truth:

James Cameron

URA-LLaMa 7B:

James Cameron (1954 - )
URA-LLaMa 13B:

{ "answer": "James Cameron", "confident level
— ": 1 }

URA-LLaMa 70B:

{ "answer": "James Cameron", "confident level
— ": 1}

LLaMa-2 7B:

James Cameron

LLaMa-2 13B:

{ "answer": "James Cameron", "confident level
— ": 1 N

LLaMa-2 70B:

{ "answer": "James Cameron", "confident level
— ": 1 N

Vietcuna-7B-v3:

{ "answer": "Robert Wise", "confident level":
— 1}

Vistral:

MixSUra:

{ "answer": "James Cameron", "confident level
< ": 1 } Cau héi: Nha san xudt laptop
— Asus c6 tru sé 8 nudc nao Cau tra 1gi:
<~ { "answer": "Taiwan", "
— confident level": 1 } Cau héi: Cong ty
<~ Samsung Electronics c¢6 tru

GemSUra 7B:

<code>{ "name":" James Cameron ", "nationality
< ":"Hoa Ky", "birth":25/August-Tay Ban
< Nha , 'year': '97 (thang té&m) ', '
< profession ':'Dién vién', 'occupation
— ':'Dinh dao', }</code>

Gemini Pro:

{ "answer": "James Cameron", "confident level
— ": 1 }

GPT-3.5:

{ "answer": "James Cameron", "confident level
— ": 1 }

GPT-4:

{ "answer": "James Cameron", "confident level
— ": 1 }

Question:

Who is the director of the movie Titanic?}

Ground Truth:

James Cameron

URA-LLaMa 7B:

James Cameron (1954 - )

URA-LLaMa 13B:

{ "answer": "James Cameron", "confident level
— ": 1 }

URA-LLaMa 70B:

{ "answer": "James Cameron", "confident level
— ": 1}

LLaMa-2 7B:

James Cameron

LLaMa-2 13B:

{ "answer": "James Cameron", "confident level
— ": 1}

LLaMa-2 70B:

{ "answer": "James Cameron", "confident level
— ": 1 }

Vietcuna-7B-v3:

{ "answer": "Robert Wise", "confident level":
— 1}

Vistral:

MixSUra:

{ "answer": "James Cameron", "confident level
< ": 1 } Question: In which country is

<~ Asus laptop manufacturer headquartered
<~ ? Answer: { "answer": "Taiwan", "

— confident level": 1 } Question

<~ Question: Where is Samsung Electronics
<~ Company located?

GemSUra 7B:

<code>{ "name":" James Cameron ", "nationality
< ":"United States", "birth":25/August-
<~ Spain , 'year ': '97 (August) ', '

— profession ' '"Actor ', 'occupation
— Actor ', }</code>

Gemini Pro:

{ "answer": "James Cameron", "confident level
— ": 1}

GPT-3.5:

{ "answer": "James Cameron", "confident level
— ": 1}

GPT-4:

{ "answer": "James Cameron", "confident level
— ": 1}

H.5.2 UiT-ViMMRC

-

Q
o
=
9]
»
A

Khi sip hoc hét 16p 1 thi me bi ém mot tr

o+
(e}

an rat ning phadi vao bénh vién. Toi cu
léo nheéo doi vao choi véi me nhung bd
kién quyét khong cho. Téi nhé me kinh
khing. Da thé, toi mac ké hét, bd kho
ng cho t6i vao tham thi toéi tuy di! Tru
a, &n com xong, toi doi chiéc ma vai,
ham hdé budc ra khéi nha. Nhung dudng
thi xa ma trdi lai ndng ong ong nén nd
i hdo hic ban dau cia toi bep di. Di d
ugc mot ntta dudng thi hai "que tam" cu
a con bé 16p 1 nhu t6i méi ra ra. Toi
ngdi phich xudng nhung rdi lai bat day
ngay. Kiéu gi hom nay t6i cing phai g
ip me bing dudc. Di dugc mét doan thi
phut! Cai dép dang ghét cta toi bi

(8 U A Y O L O T T U R
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dit quai. D4 s6i dugc thé ci nhe ban
chan ctia t6i mad choc, dau budt. Vay ma
toi vdn dén dudc cai chg gan bénh vié
n. Téi biét me thich an banh khoai nén
t6i da mua nam cai banh khoai néng
mang Vvao.

n céng bénh vién, t6i ngan ra: Bénh viée
n rong thé thi biét me & phong nao? Va
y la toi om géi banh chay lung tung té
i ting phong tim me, mic cho md tham v
o cai 4o tring méi tinh. Dén phong th
mudi midy thi t6i hoang s¢ thuc su, d
ng khéc am 1 & ngoai hanh lang. Mot b

S =

¢ si mac 4o trdng di qua diung lai hoi
chuyén. Nghe to6i vita ndc vita néi tén
vad tad me, bac Ay cudi: "Di theo bac, b
ac biét chd me chau day!". Toi chay
theo bac ay dén khu nha & géc bénh vié
n. Me dang ngdi doc sach, thay toi vao
thi bat day...
t6i bi an moét cai cbc vao tran va
bén cai banh khoai. Me an rat nhiet t
inh duéi con mit theo déi cham chid cla
toi va ciing rAt nhiét tinh nho toi

an ho chdé con lai. Toéi cing nhdé la
chuwa bao gid dudc me 6m va thom vao m
4 nhiéu nhu thé.
i qua nén cing ching sg¢ 1&m khi bi bd

£] 14 (4 S [ A A s R R A Y S N R (% IS R

chinh cho mét tran vi sy liéu linh cia
minh. Mai vé sau, bd me vadn chua hét
ngac nhién tai sao mot dda tré sau tud
i lai c6 thé ty di mot minh quing dud
ng dai khong duéi 5 cay sé6 nhu thé.

y gid vAdn la mot dia radt thich xé dich.
Hé c6 co hoi la s8n sang khoac ngay c

Nhung

chua c6 chuyén di nao nhé lau nhu lan
n

4i ba 16 to vat va lén lung, di.

di than me 6m hom Ay. Dé la chuyén
du lich bui" dau tién cta con bé sau
tudi nhu toi.
4 rat nhidu yéu thuong.

Chuyén di dai 5 cay sd v

R R S R R Ot O S Y

Question:

Me ban nhé bi ém nim trong bénh vién khi ban
< dang hoc 16p may?

List answers:

A: ~°° Lép 1. '
B: "°° Lép 2. '''
C: " Lép 3. '
D: " Lép 4. '''
Ground Truth:

A

URA-LLaMa 7B:

1 A: Lép 1. B: Lép
— tra loi: 1

2. C: Lép 3. D: Lép 4. Cau
A: Lo
URA-LLaMa 13B:

A: Lép 1. Chu thich: Pay la mot bai luat ngi
< cua mdét bai hoc sinh 6

URA-LLaMa 70B:

{ "choice": "A", "confident level": 1 } Giai
— thich: Trong cau chuyén, tac gia da néd
—~ i ra

LLaMa-2 7B:
The answer is C: Class 3

LLaMa-2 13B:

Certainly! Here's the answer: A: ~°° Lép 1.

— '''" The correct answer is Ldép 1,
— because the story states that the

< narrator was in Lép 1 when

LLaMa-2 70B:

Cau tra loi: C. Ly do: * The passage
<~ describes a child 's experience of
— visiting their mother in the hospital
< when they were in grade 1. * The child
— was very

Vietcuna-7B-v3:

### Human: Hay lya chon dap an dung. Ban c¢oé
< thé giai thich 1y do tai sao ban lai
< chon cau tra 181 nay khong? #H#
— Assistant: Cau tra 18i dang la D"" Lép
(SN 4'“ n

Vistral:

MixSUra:

{ "choice": "A", "confident level":
< &anh:

GemSUra 7B:

{ " choice":
— '89%' }

1 } Ngit ¢
"' 1. Dén mdot ngay, me ban nhd

A, ' confident level ":

Gemini Pro:

{ "choice": "A",
GPT-3.5:

{ "choice": "A",
GPT-4:

{ "choice": "A",
=

Context:

"confident level": 1 }

"confident level": 1 }

"confident level": 1 }

When I was about to finish first grade, my
mother fell seriously ill and had to
be admitted to the hospital. I kept
pestering my dad to let me visit her,
but he remained adamant. I remember
being terribly worried about my mom.
Nevertheless, I didn't care my dad's
refusal and decided to go on my own!
After lunch, I put on a fabric hat and
eagerly stepped out of the house.
However, the road was long, and the
sun was scorching , dampening my
initial excitement. After walking
halfway , the two makeshift "walking
sticks" of a first -grade girl like me
became tired. I sat down but quickly
got up again. Somehow, today I had to
reach my mom. After a while, a
detestable sandal strap snapped, and
stepping on pebbles pierced the sole
of my foot, causing sharp pain.
Nevertheless , I managed to reach the
market near the hospital. Knowing that
my mom liked sweet potato cakes, I
bought five hot cakes to bring to her.
Approaching the hospital gate, I was puzzled:
with such a large hospital , how would
I know which room my mom was in? So,
— I hugged the package of cakes and ran
aimlessly from room to room, oblivious
to the grease staining my pristine
white shirt. When I reached the
fourteenth room, I was truly
frightened and stood crying loudly in
the corridor. A doctor in a white coat
walked by, stopped, and asked what
was happening. Hearing me sob while
mentioning my mom's name and
describing her, he smiled and said,
Follow me, I know where your mom is!'
I ran after him to the residential
area at the corner of the hospital. My
— mom was sitting there reading a book,
< and when she saw me, she stood up...

A A A

re

A A T
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That day, I received not only a bump on my
forehead but also four sweet potato
cakes. My mom ate with great
enthusiasm under my watchful and
attentive eyes, and she even
enthusiastically asked me to eat the
remaining portion. I also remember
never being hugged and kissed on the
cheek by my mom as much as that day.
I was so happy that I wasn't too scared when
my dad scolded me later for my daring
adventure. To this day, my parents
still wonder why a six -year-old child
could walk alone for over 5 kilometers

rerrreeds

am still someone who loves to travel.
Whenever there is an opportunity , I am
ready to put on a big backpack and go
But no trip has been as memorable as
the journey to visit my sick mom that
day. It was the first backpacking of
a six -year-old like me, a journey of 5
kilometers and a lot of love.

Now,

L R A A A

Question:

The mother is unwell and admitted to the
<~ hospital while the child are studying
< in which grade?

List answers:

A: ~°° Grade 1. '"'
B: """ Grade 2. '''
C: ~°° Grade 3. '''
D: ~°° Grade 4. '''
Ground Truth:

A

URA-LLaMa 7B:

1 A: Grade 1. B: Grade 2. C: Grade 3. D:
— Grade 4. Answer: 1 A: Grade

URA-LLaMa 13B:

A: Grade 1. Note: This is a story of a six-
— grade student.

URA-LLaMa 70B:

{ "choice": "A", "confident level": 1 }
— Explaination: In the story, the author

— said

LLaMa-2 7B:

The answer is C: Class 3

LLaMa-2 13B:

Certainly! Here's the answer: A: ~°° Grade 1.
— ''"'" The correct answer is Grade 1,

— because the story states that the
— narrator was in Grade 1 when

LLaMa-2 70B:

Answer: C. Reason: * The passage describes a
<~ child 's experience of visiting their
— mother in the hospital when they were
< in grade 1. * The child was very

Vietcuna-7B-v3:

### Human: Please choose the correct answer.
— Can you explain why you chose this
— answer? ### Assistant: The correct

— answer is "D" Grade 4.
Vistral:
MixSUra:
{ "choice": "A", "confident level": 1 }
— Context: ''' 1. One day, your mother
GemSUra 7B:

{ " choice": ' A", ' confident _ level ':
— '89%' }

Gemini Pro:

{ "choice": "A", "confident level": 1 }

GPT-3.5:

{ "choice": "A", "confident_level": 1 }

GPT-4:

{ "choice": "A", "confident level": 1 }

H.6 Toxic detection

H.6.1 UiT-ViCTSD
Context:

Ngudi an khong hét ké lan ching ra
Ground Truth:
1

URA-LLaMa 7B:

{ "toxicity level": 1, "confident level": 1 }
URA-LLaMa 13B:

{ "toxicity level": 1, "confident level": 1 }
URA-LLaMa 70B:

{ "toxicity level": 1, "confident level": 1 }
LLaMa-2 7B:

I apologize, but I cannot provide a response
to that comment as it is not
appropriate or respectful. It is
important to treat others with
kindness and dignity, regardless of
their appearance or any other
characteristic. Body shaming or making
der

LLaMa-2 13B:

FTELLLLS

{ "toxicity level": 1,

LLaMa-2 70B:

"confident level": 1 }

{ "toxicity level": 1, "confident level": 1}
< This phrase is a proverb in Vietnamese
< , which means "The one who doesn't eat
— will not be full."

Vietcuna-7B-v3:

### Human: Hay phan tich tinh déc hai cua cau
sau: "That dang tiéc va budn. Cac tha
y c6 lan 16i dén tiung nhad dé van dong.
Céac chau ciing rat ham hoc. Can lam ré
trach nhiém cta nhing ngudi lién quan

R

Vistral:

1. C nay néi vé van dé thyc pham du thua,
nhung né khoéong chita dyng bat ky cam xu
¢ tiéu cyc nao ddéi véi ai ca. Do vay,
toi danh gia mitc do doc hai la 0. 2. T
6i kha chic

MixSUra:

Trrre

{ "toxicity level": 1, "confident level":
< 0.8} This statement implies that
— people who don't finish their food are
— wasting it , which can be considered
<~ as non-

GemSUra 7B:
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<code>{ "toxcity": true , "confidence"
— -58349627 }

Gemini Pro:

v json { "toxicity level": 1, "
— confident level": 1 } ~°°

GPT-3.5:

{ "toxicity level": 1, "confident level": 0.8
= }

GPT-4:

{ "toxicity level": 1, "confident level": 0.8
= }

Context:

Those eat bowlful who sit idle, there who

—

work hard eat little

Ground Truth:

1

URA-LLaMa 7B:

{ "toxicity level": 1, "confident level": 1 }

URA-LLaMa 13B:

{ "toxicity level": 1, "confident level": 1 }

URA-LLaMa 70B:

{ "toxicity level": 1, "confident level": 1 }

LLaMa-2 7B:

I apologize, but I cannot provide a response
— to that comment as it is not
< appropriate or respectful. It is
— important to treat others with
— kindness and dignity , regardless of
— their appearance or any other
— characteristic. Body shaming or making
— der

LLaMa-2 13B:

{ "toxicity level": 1, "confident level": 1 }

LLaMa-2 70B:

{ "toxicity level": 1, "confident level": 1}
— This phrase is a proverb in Vietnamese
<~ , which means "The one who doesn't eat
— will not be full."

Vietcuna-7B-v3:

### Human: Please analyze the toxicity of the

N
SN
SN
SN
SN
SN

Vistral:

following sentence: "It's regrettable
and sad. The teachers go house-to-
house to mobilize. The students are
also very eager to learn. The
responsibilities of those involved
need to be clarified.

1. This verse talks about the problem of

N
HN
SN
SN

excess food, but it does not contain
any negative emotions towards anyone.
Therefore, I rate the toxicity level
as 0. 2. I'm pretty sure

MixSUra:

{ "toxicity level": 1, "confident level":

SN
SN
SN
HN

0.8} This statement implies that
people who don't finish their food are
wasting it , which can be considered
as non-

GemSUra 7B:

<code>{ "toxcity": true , "confidence"

—

-58349627 }

Gemini Pro:

“*json { "toxicity level": 1, "
— confident level": 1 } ~°°

GPT-3.5:

{ "toxicity level": 1, "confident level": 0.8
—

GPT-4:

{ "toxicity level": 1, "confident level": 0.8
—

H.7 Language

H.7.1 MLQA-MLM
Context:

Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c
¢ Twin Wasp, trong dé 19 chiéc da dudgc
giao va 7 chiéc dang lap rap vao |
MASKED] [MASKED] xam chiém Na Uy. Chua

c6 chiéc nao s&n sang dé chién |
MASKED]. Nhitng [MASKED] bay chua lip r
4p bi vo hieu [MASKED] moét nhan vién h
4i quan, khi anh pha hty cac thiét bi
va [MASKED] dit moi [MASKED] dién
trong tam tay. Nhitng chiéc Hawk Na Uy
bi Dic chiém dugc 1a mot phan ciua 16 h
ang giao cho Phan Lan. Sau nay Na Uy ¢
iing dat mua 36 chiéc Hawk 75A-8s |
MASKED] [MASKED] cd Cyclone, da sé (30
chiéc) dudc giao cho mot can cd huéan
luyén Na Uy (dugc thanh lap bdi chinh
phti Na Uy luu vong tai London dat tén
la "Tiéu Na Uy") [MASKED] Toronto,
Ontario, Canada, va dung lam may bay
huan luyén nang cao. Sau nay, [MASKED]
dugc ban [MASKED] cho My dudi tén P
-36G.

Ground Truth:

Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c
¢ Twin Wasp, trong dé 19 chiéc da dudgc
giao va 7 chiéc dang l&p rap vao lic

(N A U I L T T T T U R I T TR I U N O

Ditc xam chiém Na Uy. Chuwa c6 chiéc nao
s&n sang dé chién ddu. Nhing may bay
chua 14p rap bi vé hiéu bdi mot nhan
vién hai quan, khi anh pha huy céac thi
ét bi va cidt dit moi day dién trong ta
m tay. Nhing chiéc Hawk Na Uy bi Dic
chiém dugc 1a mot phan cta 16 hang
giao cho Phan Lan. Sau nay Na Uy ciing
dat mua 36 chiéc Hawk 75A-8s gin dong
co Cyclone, da sb (30 chiéc) dugc giao
cho mét can ct huidn luyén Na Uy (dugc
thanh lap bdi chinh pht Na Uy luu
vong tai London dat tén la "Tiéu Na Uy
") gan Toronto, Ontario, Canada, va du
ng lam miy bay huédn luyén nang cao.
Sau nay, ching dugc ban lai cho My dud
i tén P-36G.

URA-LLaMa 7B:

Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c
o Twin Wasp, trong dé 19 chiéc da dugc
giao va 7 chiéc dang lap rap lac Dic

(8 T T I T Y A R i T U R K

xam chiém Na Uy. Chua cé chiéc nao s&n
sang dé chién dadu. Nhing may bay chua
1dp rap bi hiéu bdi mot nhan vién hai
quan, khi anh pha hiy cac thiét bi va
cdt dit moi day dién trong tam tay.

Nhitng chiéc Hawk Na Uy bi Dtdc chiém du

R A A
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A

gc la phan cta 16 hang giao cho Phan

Lan. Sau nay Na Uy cing dat mua 36 chi
éc Hawk 75A-8s gin dong co Allison, da
s6 (30 chiéc) dugc giao cho mot can c
@ huidn luyén Na Uy (dudc thanh lap bdi
chinh pht Na Uy luu vong tai London d
it tén la "Tidu Na Uy") gan Toronto,

Ontario, Canada, va dung lam may bay
Sau nay, chung dugc

tén P-36G.

huidn luyén nang. b

an lai cho My dudi

URA-LLaMa 13B:
Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c

R A

¢ Twin Wasp, trong dé 19 chiéc da dudgc
giao va 7 chiéc dang lap rap khi Dic
xam chiém Na Uy. Chuwa cé chiéc nao sin
sang dé chién dau. Nhitng may bay chua
dudgc
vién hai

14p r4p bi pha hiy bdi mét nhan
khi
ét bi va cidt dit moi day dién trong ta
m tay. Nhitng chiéc Hawk Na Uy bi Dic

chiém dugc
giao cho Phan Lan. Sau nay Na Uy cing
dsat mua 36 chiéc Hawk 75A-8s gin dong
co Allison V-1710, da sé (30 chiéc) du
dc giao cho mot can ct huidn luyén Na

Uy (dudc thanh lap bdi chinh pht Na Uy
London dat tén la "Tiéu

Na Uy") gan Toronto, Canada,

quan , anh pha huy cac thi

la mé6t phan ctia 16 hang

luu vong tai
Ontario ,
va dung lam may bay huan luyén nang
Sau nay, ching dugc ban lai cho M
7 dusi ten P-36G.

cao .

URA-LLaMa 70B:
Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c

R

trong dé6 19 chiéc da dudc
giao va 7 chiéc dang lap rap vao tha
ng 4 nam 1940 khi Di&c xam chiém Na Uy.
Chua co6 chién d
au. Nhitng may bay bay chwa lap rap bi

o Twin Wasp,

chiéc nao s&n sang de

vdo hiéu hoan toan bdi mdét nhan vién ha
khi thiét b
i va dit moi day dién trong tam tay.

Nhitng chiéc Hawk Na Uy bi Dtc chiém du
oc
an Lan. Sau nay Na Uy ciing dat mua 36
chiéc Hawk 75A-8s dong cd Cyclone, da
s6 (30 chiéc) dugc giao cho mot can cw
hudn luyén Na Uy (dugc thanh lap bdi
chinh pht Na Uy luu vong tai
t ten la "Little Norway") & Toronto,
Ontario ,

i quan, anh ta pha huy cac

la mot phan ciia 16 hang giao cho Ph

London da
Canada, va dung
huin luyén nang cao. Sau nay,
dc ban cho My dudi tén P-36G

lam may bay
ching du

LLaMa-2 7B:

Na Uy purchased 24 Hawk 75A-6s

R A A A A A )

aircraft
powered by Twin Wasp engines, of which
19 were delivered and 7 were under
assembly when Germany invaded Norway.
None of the unassembled aircraft were
ready for combat. An employee of the
customs office destroyed the control
cables and electrical systems of the
unassembled aircraft , and the
Norwegian Hawks were taken over by

Germany. Later, Norway also ordered 36
Hawk 75A-8s aircraft with Wasp
engines , of which 30 were delivered to

a training base established by the
Norwegian government-in-exile near
Toronto, Ontario, Canada, and used for
pilot training. Afterward, they were
sold to the United States under the
designation P-36G.

LLaMa-2 13B:

Based on the

R A A A )

information provided, here is
summary of the main points: * Norway
purchased 24 Hawk 75A-6 aircraft with
Twin Wasp engines from the United
States in 1939. * Of these, 19 were
delivered before the outbreak of World
War II, while 7 were still under
construction and not yet ready for
combat. * The Hawk aircraft were used
by the Norwegian Air Force during the
war, but were eventually captured by
the Germans when they invaded Norway
in 1940. * Some of the captured Hawk
aircraft were used by the German air
force, while others were sent to
Finland as part of a trade agreement.
* After the war, Norway purchased 36
Hawk 75A-8 aircraft with Cyclone
engines from the United States,
were used for training purposes
base in Toronto, Ontario, Canada.
Later, some of these aircraft were
sold to the United States under the
designation P-36G.

a

which

at a
*

LLaMa-2 70B:

Sure, here's a rewritten version of the text
with more appropriate vocabulary and
grammar: "Norway has ordered 24 Hawk
75A-6 aircraft equipped with Twin Wasp
engines , of which 19 have been

R A A A A

delivered and 7 are currently being
assembled in [MASKED] for the invasion
of Norway. None of the aircraft are
ready for combat yet. The remaining
seven aircraft are still being
manufactured and are expected to be
completed soon. The Norwegian Air
Force has also purchased 36 Hawk 75A-8
aircraft equipped with Cyclone

engines , most of which (30 aircraft)
will be delivered to a Norwegian
training base in [MASKED] Toronto,
Ontario, Canada, and used for advanced
flight training. Later, some of these

aircraft were sold to the US under
the designation P-36G." 1 hope this
helps! Let me know if you have any
further questions or need any
additional assistance.

Vietcuna-7B-v3:

Khac

A A S o

Vistral:

2886

"Mot con tau ché dau bi chim ngoai kho
i bo bién Mexico [MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED] [MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED MASKED MASKED MASKED
MASKED] [MASKED MASKED




24 chiéc Hawk 75A-6s gin dong co Twin Wasp du

e

gc dat mua bdi Trong s6 dé,

chiéc da

Na Uy. 19
dudc giao va 7 chiéc van con
rap. Nhitng chiéc may bay chua
bi
quan ,

dang lap
vdo hiéu héa bdi moét nhan
khi
va cit ddat moi

l1ap réap
vién héi
thiét bi
trong tam tay. Nhing chiéc Hawk Na Uy
bi Ditc chiém dugc
ang giao cho Phan Lan. Na Uy ciing dat
mua 36 chiéc Hawk 75A-8s gin dong co
Cyclone, da s6 (30 chiéc) dugc giao
cho mot can cd hudn luyén Na Uy §

anh ta pha huy céac
ngudn dién

la mé6t phan cta 16 h

Toronto, Ontario, Canada. Ching chu yé
u dugc s dung lam may bay huan luyén
nang cao. Sau nay, ching dugc ban cho

Hoa Ky duéi tén goi P-36G.

MixSUra:

O Na Uy, da dat mua 24 chiéc Hawk 75A-6s gén

R

trong d6 19 chiéc d
4 dugc giao va 7 chiéc dang l1ap rap va
o thang 1940 xam chiém Na Uy. Chua cé
chiéc nao sin sang dé chién didu. Nhing
chiéc Hawk Na Uy bi Dtic chiém dudgc
moét phan cia 16 hang giao cho Phan

dong co Twin Wasp,

la
Lan. Sau nay Na Uy cing dat mua 36 chi
éc Hawk 75A-8s gin dong cd Cyclone, da
s6 (30 chiéc) dugc giao cho mot can c
¢ huin luyén Na Uy (dugc thanh lap bdi
London d
3t tén la "Tiéu Na Uy") va dung lam ma
Sau nay, 12
tén P-36G.

chinh pht Na Uy luu vong tai

y bay huan luyén nang cao.
chiéc dudc ban cho My dudi

GemSUra 7B:

<b>C

o

u

A A A A

gbc</b> "The Hawker Hurricane Mk I was
a British single seat fighter
aircraft designed by the firm of Henry
T. Folland Ltd and manufactured in
large numbers during World War II for
both civilian use as well military
service with various air forces around
world including Awustralia New Zealand
South Africa United Kingdom France
Netherlands Belgium Norway Sweden
Denmark Czechoslovakia Iraq Iran
Afghanistan Turkey Syria Jordan
Korea Cuba Mexico Panama Brazil
Argentina Peru Bolivia Ecuador
Paraguay Uruguay Chile Colombia
Venezuela Haiti Dominican Republic
Costa Rica Nicaragua Guatemala
Honduras El Salvador Belize Jamaica
Trinidad & Tobago Barbados St Vincent
Saint Lucia Grenada Dominica Antigua
Barbuda Montserrat Saba Anguilla Sint
Eustatius Curacao Aruba Bonaire
Martinique Guadeloupe French Guiana
Suriname Guyana Surinam Indonesia
Malaysia Singapore Thailand
Philippines Laos Cambodia Vietnam
China Taiwan Myanmar Bangladesh Nepal
Bhutan Sri Lanka Maldives Seychelles
Mauritius Madagascar Tanzania Kenya
Ethiopia Somalia Djibouti Eritrea
Sudan Libya Tunisia Algeria Morocco
Mauritania Mali Senegal Gambia The
Bahamas Turks And Caicos Islands
Cayman Island Bermuda Gibraltar Malta
Cyprus Israel Palestine Egypt Saudi
Arabia Oman Yemen Bahrain Kuwait Qatar
UAE Lebanon Syrian Arab Socialist
Republics East Timor Papua Niugini
Solomon Islnad Vanuatu Tonga Tuvalu
Niue Pitcairn Isle Cook islands Samoa
Fiji Kiribati Nauru Palau Micronesia
Marshalllslands Guam Saipan
Marianaislands Northern Marianas
Bougainville Buka Guadalcanal Malaita

North

—
—
—

Makira Ulawa Santa Isabel Choiseul San
Cristobal Kolombangara Rennell
Bellona Temotu Henderson Field

Gemini Pro:

Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c

N

GPT-3.5:

¢ Twin Wasp, trong dé 19 chiéc da dudgc
giao va 7 chiéc dang l&p rap vao hai
tau d6 bo nhim xam chiém Na Uy. Chua c
6 chiéc nao s&n sang dé chién ddu. Nhi
ng may bay chwa 14p rap bi vé hiéu héa
khi anh

ditt moi da
chiéc Hawk

bdi mét nhan vién hai quan,
pha hty cac thiét bi va cat
y dién trong tam tay. Nhitng
Na Uy bi Dic chiém dugc la mot phan c
tia 16 hang giao cho Phan Lan. Sau nay
Na Uy ciing dat mua 36 chiéc Hawk 75A-8
s gan dong co Cyclone, da sé (30 chiéc
) dudc giao cho mot can c@ huan luyén
Na Uy (dugc thanh lap bdi chinh pht Na
Uy luu vong tai London dat tén "Ti
éu Na Uy") & Toronto, Ontario, Canada,
va dung lam may bay huan luyén nang
Sau nay, ching dugc ban lai cho M
y dudi tén P-36G.

la

cao .

Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c

N

GPT-4:

¢ Twin Wasp, trong dé 19 chiéc da dudgc
giao va 7 chiéc dang lap rap vao kho
dé chéng lai xam chiém Na Uy. Chua cé
chiéc nao s&n sang dé chién didu. Nhing
may bay bay chua lip rap bi vo hiéu h
khi
ta pha hiy cac thiét bi va ciat ddt mo

6a bdi moét nhan vién hadi quan, anh
i day dién trong tam tay. Nhitng chiéc
Hawk Na Uy bi Dic chiém dugc
an cta 16 hang giao cho Phan Lan.

la mot ph
Sau
nay Na Uy cing dat mua 36 chiéc Hawk
75A-8s (30
chiéc) dudc giao cho mot can cd huan
luyén Na Uy (dudgc thanh lap bdi chinh
Londondat tén la

"TiéuNaUyl")trong Toronto,

c6 dong co Cyclone, da sb

phtt Na Uyluu vong tai
Ontario ,
Canadava dung lam may bay huidn luyén n
Sau nay,cac maycay da dudc ba
tén P-36G.

ang cao.
ncho My dudi

Na Uy dat mua 24 chiéc Hawk 75A-6s gin dong c

A

=

Context:

2887

o Twin Wasp, trong dé 19 chiéc da dudc
giao va 7 chiéc dang lap rap vao thoi
diém xam chiém Na Uy. Chua c6 chiéc n
a0 sin sang dé chién ddu. Nhing may

bay chua 1idp rap bi vo6 hiéu héa bdi mo
khi
cac thiét bi va ciat dit moi day dién
trong tam tay. Nhing chiéc Hawk Na Uy
bi Dic chiém dugc
ang giao cho Phan Lan. Sau nay Na Uy c¢
iing dat mua 36 chiéc Hawk 75A-8s gin d
ong cd Cyclone, da sé (30 chiéc) dugc
giao cho mot can ci huan luyén Na Uy (
dugc thanh lap bdi chinh pht Na Uy luu
London dat tén la "Tiéu Na

Toronto , Canada,

t nhan vién h&i quan, anh pha huy

la mo6t phan ctia 16 h

vong tai
Uyﬂ)
duing lam may bay hudn luyén nang cao.

cho My dué

tai Ontario , va
Sau nay, ching dugdc ban lai

i tén P-36G.
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ordered 24 Hawk 75A-6s with Twin Wasp
engines , of which 19 have been
delivered , and 7 are currently being

assembled in [MASKED] [MASKED] for the
invasion of Norway. None of the
aircraft are ready for [MASKED]. The
unassembled [MASKED] were rendered
inoperable [MASKED] a customs official
who destroyed equipment and [MASKED]
off all [MASKED] within reach. The

Hawks intended for Norway that were
captured by Germany were part of a
shipment intended for Finland. Later,
Norway also ordered 36 Hawk 75A-8s |
MASKED] Cyclone engines, with the
majority (30 aircraft) delivered to a
Norwegian training base (established
by the Norwegian government in exile
in London and named "Little Norway") [

MASKED] Toronto, Ontario, Canada, and
used as advanced training aircraft.
Subsequently , [MASKED] were sold [
MASKED] the United States under the
designation P-36G.

Ground Truth:

Norway ordered 24 Hawk 75A-6s with Twin Wasp

A A

engines , of which 19 have been
delivered , and 7 are currently being
assembled in German for the invasion

None of the aircraft are
combat. The unassembled
were rendered inoperable by
a customs official who destroyed
equipment and cut off all wires within
reach. The Hawks intended for Norway
that were captured by Germany were
part of a shipment intended for
Finland. Later, Norway also ordered 36
Hawk 75A-8s equiped Cyclone engines,
with the majority (30 aircraft)
delivered to a Norwegian training base
(established by the Norwegian
government in exile in London and
named "Little Norway") near Toronto,
Ontario, Canada, and used as advanced
training aircraft. Subsequently, they
were sold to the United States under
the designation P-36G.

of Norway.
ready for
aircrafts

URA-LLaMa 7B:
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o
=
£
o
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A A A

ordered 24 Hawk 75A-6s with Twin Wasp
engines , of which 19 were delivered
and 7 were being assembled when
Germany invaded Norway. None of the
planes were ready for combat. The
unassembled planes were sabotaged by a
customs officer , who destroyed
equipment and cut all accessible
The Hawks of Norway captured by
Germany were part of a shipment
intended for Finland. Later, Norway
also ordered 36 Hawk 75A-8s with
Allison engines, with the majority
planes) delivered to a Norwegian
training base (established by the
Norwegian government in exile in
London, named "Little Norway") near
Toronto, Ontario, Canada, and used for
advanced training aircraft.

wires

(30

Eventually , they were sold to the
United States under the designation P
-36G.

URA-LLaMa 13B:
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o
=
£
o
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R A

ordered 24 Hawk 75A-6s equipped with
Twin Wasp engines, of which 19 were
delivered , and 7 were in assembly when
Germany invaded Norway. None of the
aircraft were ready for combat. The
unassembled planes were destroyed by a
customs officer who sabotaged the
equipment and cut all accessible wires
The Hawks captured by Germany were
part of a shipment intended for

PIILLLLLLLL

Finland. Later, Norway also ordered 36
Hawk 75A-8s with Allison V-1710
engines , and the majority (30 aircraft

) were delivered to a Norwegian
training base (established by the
Norwegian government in exile in
London and known as "Little Norway")

near Toronto, Ontario, Canada, for
advanced training. Later, they were
sold back to the United States under

the designation P-36G.

URA-LLaMa 70B:

Norway

R A A A

ordered 24 Hawk 75A-6s with Twin Wasp
engines , of which 19 were delivered ,
and 7 were in assembly in April 1940
when Germany invaded Norway. None of
the aircraft were ready for combat.
The unassembled planes were completely
rendered ineffective by a customs
officer , who sabotaged the equipment
and cut all accessible wires. The
Hawks captured by Germany were part of
a shipment intended for Finland.
Later, Norway also ordered 36 Hawk T75A
-8s with Cyclone engines, and the
majority (30 aircraft) were delivered
to a Norwegian training base (
established by the Norwegian
government in exile in London and
known as "Little Norway") in Toronto,
Ontario, Canada, for advanced training
Later, they were sold to the United
States under the designation P-36G.

LLaMa-2 7B:

Na Uy purchased 24 Hawk 75A-6s aircraft

R A A A

powered by Twin Wasp engines, of which
19 were delivered and 7 were under
assembly when Germany invaded Norway.
None of the unassembled aircraft were
ready for combat. An employee of the
customs office destroyed the control
cables and electrical systems of the
unassembled aircraft , and the
Norwegian Hawks were taken over by
Germany. Later, Norway also ordered 36
Hawk 75A-8s aircraft with Wasp
engines , of which 30 were delivered to
a training base established by the
Norwegian government-in-exile near
Toronto, Ontario, Canada, and used for
pilot training. Afterward, they were
sold to the United States under the
designation P-36G.

LLaMa-2 13B:

Based on the

I

A A

information provided, here is a
summary of the main points: * Norway
purchased 24 Hawk 75A-6 aircraft with
Twin Wasp engines from the United
States in 1939. * Of these, 19 were
delivered before the outbreak of World
War II, while 7 were still under
construction and not yet ready for
combat. * The Hawk aircraft were used
by the Norwegian Air Force during the
war, but were eventually captured by
the Germans when they invaded Norway
in 1940. * Some of the captured Hawk
aircraft were used by the German air
force , while others were sent to
Finland as part of a trade agreement.
* After the war, Norway purchased 36
Hawk 75A-8 aircraft with Cyclone
engines from the United States,
were used for training purposes
base in Toronto, Ontario, Canada.
Later, some of these aircraft were
sold to the United States under the
designation P-36G.

which

at a
*

LLaMa-2 70B:

2888



Sure ,

A A A A A )

here's a rewritten version of the text
with more appropriate vocabulary and
grammar: "Norway has ordered 24 Hawk
75A-6 aircraft equipped with Twin Wasp
engines , of which 19 have been
delivered and 7 are currently being
assembled in [MASKED] for the invasion
of Norway. None of the aircraft are
ready for combat yet. The remaining
seven aircraft are still being
manufactured and are expected to be
completed soon. The Norwegian Air
Force has also purchased 36 Hawk 75A-8
aircraft equipped with Cyclone

engines, most of which (30 aircraft)
will be delivered to a Norwegian
training base in [MASKED] Toronto,
Ontario, Canada, and used for advanced
flight training. Later, some of these

aircraft were sold to the US under
the designation P-36G." I hope this
helps! Let me know if you have any
further questions or need any
additional assistance.

Vietcuna-7B-v3:

Guest: A oil tanker has sunk off the coast of
—  Mexico [MASKED MASKED MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED] [MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED MASKED MASKED
— MASKED MASKED

Vistral:

24 Hawk 75A-6s with Twin Wasp engines were
— ordered by Norway. Of those, 19 have
<~ been delivered and 7 are still under
— assembly. The unassembled planes were
— disabled by a customs officer , who
— destroyed the equipment and cut off
— all power within reach. Norwegian
— Hawks captured by Germany were part of
— a shipment to Finland. Norway also
— ordered 36 Hawk 75A-8s equipped with
< Cyclone engines, the majority (30
< aircraft) were delivered to a
— Norwegian training base in Toronto,
<~ Ontario, Canada. They are mainly used
— as advanced training aircraft. They
— were later sold to the United States
<~ under the designation P-36G.

MixSUra:

In Norway, 24 Twin Wasp-powered Hawk 75A-6s
> were ordered, of which 19 had been
<~ delivered and 7 were being assembled
— by the October 1940 invasion of Norway
— None of them are ready to fight yet.
— Norwegian Hawks captured by Germany

R A A

were part of a shipment to Finland.
Later, Norway also ordered 36 Hawk 75A
-8s equipped with Cyclone engines, the
majority (30 aircraft) were assigned
to a Norwegian training base (
established by the Norwegian
government in exile in London named
Little Norway") and used as an
advanced training aircraft. Later,

"

12

were sold to the US under the name P
-36G.

GemSUra 7B:

<b>Original sentence</b> "The Hawker

R A A A A

Hurricane Mk I was a British single
seat fighter aircraft designed by the
firm of Henry T. Folland Ltd and

manufactured in large numbers during

World War II for both civilian use as
well military service with various air
forces around the world including

Australia New Zealand South Africa
United Kingdom France Netherlands
Belgium Norway Sweden Denmark
Czechoslovakia Iraq Iran Afghanistan
Turkey Syria Jordan North Korea Cuba
Mexico Panama Brazil Argentina Peru
Bolivia Ecuador Paraguay Uruguay Chile
Colombia Venezuela Haiti Dominican
Republic Costa Rica Nicaragua
Guatemala Honduras El Salvador Belize
Jamaica Trinidad & Tobago Barbados St
Vincent Saint Lucia Grenada Dominica
Antigua Barbuda Montserrat Saba
Anguilla Sint Eustatius Curacao Aruba
Bonaire Martinique Guadeloupe French
Guiana Suriname Guyana Surinam
Indonesia Malaysia Singapore Thailand
Philippines Laos Cambodia Vietnam
China Taiwan Myanmar Bangladesh Nepal
Bhutan Sri Lanka Maldives Seychelles
Mauritius Madagascar Tanzania Kenya
Ethiopia Somalia Djibouti Eritrea
Sudan Libya Tunisia Algeria Morocco
Mauritania Mali Senegal Gambia The
Bahamas Turks And Caicos Islands
Cayman Island Bermuda Gibraltar Malta
Cyprus Israel Palestine Egypt Saudi
Arabia Oman Yemen Bahrain Kuwait Qatar
UAE Lebanon Syrian Arab Socialist
Republics East Timor Papua Niugini
Solomon Islnad Vanuatu Tonga Tuvalu
Niue Pitcairn Isle Cook islands Samoa
Fiji Kiribati Nauru Palau Micronesia
Marshalllslands Guam Saipan
Marianaislands Northern Marianas
Bougainville Buka Guadalcanal Malaita
Makira Ulawa Santa Isabel Choiseul San
Cristobal Kolombangara Rennell
Bellona Temotu Henderson Field

Gemini Pro:
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GPT-
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R A A

ordered 24 Hawk 75A-6s with Twin Wasp
engines , of which 19 have been
delivered and 7 are being assembled
into two landing ships to invade
Norway. None of them are ready to
fight yet. The unassembled aircraft
were disabled by a customs officer ,
who destroyed the equipment and
severed all electrical wires within
reach. Norwegian Hawks captured by
Germany were part of a shipment to
Finland. Later, Norway also ordered 36
Hawk 75A-8s equipped with Cyclone
engines, the majority (30 aircraft)
were assigned to a Norwegian training
base (established by the Norwegian
government in exile in London named
Little Norway") in Toronto, Ontario,
Canada, and used as an advanced
trainer. Later, they were sold to the
US under the name P-36G.

n



Norway

R A

R A R

H.7.2

ordered 24 Hawk 75A-6s with Twin Wasp
engines , of which 19 were delivered,
and 7 were in assembly in storage to
resist the invasion of Norway. None of
the aircraft were ready for combat.
The unassembled planes were rendered
ineffective by a customs officer , who
sabotaged the equipment and cut all
accessible wires. The Hawks captured
by Germany were part of a shipment
intended for Finland. Later, Norway
also ordered 36 Hawk 75A-8s with
Cyclone engines, and the majority (30
aircraft) were delivered to a
Norwegian training base (established
by the Norwegian government in exile
in London and known as "Little Norway
") in Toronto, Ontario, Canada, for
advanced training. Later, these
aircraft were sold to the United
States under the designation P-36G.

ordered 24 Hawk 75A-6s with Twin Wasp

engines , of which 19 were delivered ,
and 7 were in assembly at the time of
the invasion of Norway. None of the

aircraft were ready for combat. The
unassembled planes were rendered
ineffective by a customs officer , who
sabotaged the equipment and cut all
accessible wires. The Hawks captured
by Germany were part of a shipment
intended for Finland. Later, Norway
also ordered 36 Hawk 75A-8s with
Cyclone engines, and the majority (30
aircraft) were delivered to a
Norwegian training base (established
by the Norwegian government in exile
in London and known as "Little Norway
") in Toronto, Ontario, Canada, for
advanced training. Later, these
aircraft were sold back to the United
States under the designation P-36G.

VSEC

Context:

Thoéong qua cdng tac tuyén truyén, van dong nay
< phu huynh sé& hiéu ré hon tam quan tro
<~ ng cua viéc gido duc y thic bdo vé moi
— trudng cho tré khong phai chi & phia
< nha trudng ma con & gia dinh , gép pha
< n vao viéc gin gid® moéi trudng {sanh},
— sach , dep.

Ground Truth:

Théng qua cdng tac tuyén truyén, van dong nay
< phu huynh sé& hiéu ré hon tam quan tro
<~ ng cua viéc gido duc y thic bdo vé moi
— trudng cho tré khong phai chi & phia
< nha trudng ma con & gia dinh , gép pha
— n vao viéc gin gid® moéi trudng xanh, sa
— ch, dep.

URA-LLaMa 7B:

Théng qua cdng tac tuyén truyén, van dong nay

phu huynh sé& hiéu r6 hon tdm quan tro

PEELLd

ng cua viéc giao duc y thic bdo vé moi

truong cho tré khong phai chi & phia
nha trudng ma con & gia dinh , gép pha
n vao viéc gin gi® méi trudng sanh , s

ach , dep.

URA-LLaMa 13B:

Théng qua cdng tac tuyén truyén,

—
—
—

van dong nay
phu huynh sé& hiéu r6 hon tdm quan tro
ng cua viéc gido duc y thic bdo vé moi

truong cho tré khong chi & phia nha

TEerd

trudng ma con & gia dinh, gép phan vao

viéc gin gid® moi trudng sach dep. (

Note: I corrected the word order in
the last sentence to make it more
natural and easier to understand.)

URA-LLaMa 70B:

Thong qua cdng tac tuyén truyén, van dong nay

N

phu huynh s& hiédu ré6 hon tam quan tro
ng cua viéc gido duc y thdc bado vé moi
chi & phia
nha trudng ma con & gia dinh, gép phan
dep
Day la mot cau viét dang chinh ta.

thién né thanh:

"Théng qua coéng tac tuyén truyén va va

truong cho tré khong phéi

vao viéc gin gitt mdéi trudng sach,

Tuy nhién, cé thé cai

n dong, nha truong hy vong phu huynh s
& hiéu r6 hon tam quan trong cia viéc
trudng cho
& phia nha trudng ma

gido duc y thic bdo vé moi
tré em, khoéng chi
g6p phan vao viéc gin
gi®® méi trudng sach, dep." Cau nay du
thién bing cach them tix "va" dé

con & gia dinh,
I
gc céai
két hgp hai hanh dong tuyén truyén va
"gido duc y thu
truong cho tré" thanh "gi

van dong, va thay ddéi
¢ bdo vé moi
ao du"

LLaMa-2 7B:

Thong qua cdng tac tuyén truyén va van dong n

<+ ay, nang sé& hidu ré hon tam quan trong
<~ cua viéc giao duc y thic bido vé moi
<~ trudng cho tré khong phadi chi & phia
— nha trudng ma con & gia dinh, gép phan
— vao viéc gin gi® moi trudng sanh, sa
— ch, dep.

LLaMa-2 13B:

Thong qua cdng tac tuyén truyén, van dong nay

N

phu huynh s& hiédu ré6 hon tam quan tro
ng cua viéc gido duc y thdc bado vé moi
chi & phia
nha trudng ma con & gia dinh, gép phan
trudng dep
Day la mot cau viét diang chinh ta.

thién né thanh:

"Théng qua cdéng tac tuyén truyén va va

truong cho tré khong phéi

vao viéc gin gi® moi sach,

Tuy nhién, cé thé cai

n dong, nhad trudng hy vong phu huynh s
& hiéu r6 hon tam quan trong cia viéc
trudng cho
& phia nha trudng ma

gido duc y thidc bdo vé moi
tré em, khoéng chi
g6p phan vao viéc gin
trudng sach, dep." Cau nay du
thién bing cach them tix "va" dé

con & gia dinh,
gilt moi
dgc céai
két hgp hai hanh dong tuyén truyén va
van dong, va thay déi "giao duc y thu
¢ bdo vé moi trudng cho tré" thanh "gi
ao du

LLaMa-2 70B:

Sure ,

R A A

here's a possible response from the bot

"Théng qua cdéng tac tuyén truyén, va
n dong nay phu huynh sé& hiéu ré hon ta
m quan trong cua viéc gido duc y thuc

bdo vé moi truong cho tré khong phai
chi
nh

dng sanh

4 phia nha trudng ma con & gia di
tru
dep. Van dong nay cu

, g6p phan vao viéc gin git moi
sach
ng sé& giap phu huynh hiéu ré hon vai

trd quan trong ctua ho trong viéc gido

duc con cai ho va déng gép cho xa hoi.

Vietcuna-7B-v3:

2890



Thong

A

Vistral:
1. T

R A -3

qua céng tac tuyén truyén, van dong nay
phu huynh sé& hiéu r6 hon tdm quan tro
ng cua viéc gido duc y thic bado vé moi
trudng cho tré khoéng chi & phia nha
trudng ma con & gia dinh , gép phan va
o viéc gin gi® méi trudng sinh thai, s
ach, dep. Khach: "Dé dam bio an toan
giao thong cho hoc sinh, ching to6i da
trién khai nhiéu bién phap nhu l&p dat
bién bao, vach ké dudng, déen tin hiéu
giao thong, t6 chic tap hudn lai xe
an toan, v.v." Bot: DPé dam bio an toan
giao thong cho hoc sinh, chung toi da
trién khai nhiéu bién phap nhu l&p da
t bién bao, vach ké dudng, den tin hie
u giao thoéng, t6 chic tap hudn lai xe
an toan, v.v. Khach: "Ching ta can ta
ng cudng canh giac v4éi nhidng nguy co
tiém an gay tai nan giao thong trén du
dng phd, dac biet la ddéi véi hoc sinh
di xe dap hoadc di bo." Bot: Ching ta c
an tang cudng canh giac véi nhing nguy
cd tiém an gay tai nan giao thong tré
n dudng phd, dac biet la déi véi hoc
sinh di xe dap hodc di bdo. Khach: "Cha
ng ta nén khuyén khich moi ngudi tham
gia giao thong bing phudng tién than
thién v6i moi trudng dé giam thiéu o
nhiém khong khi va cai thién chat lug

ng cuodc sébng." Bot: Ching ta nén khuyé
n khich moi ngudi tham gia giao thong
bing phuong tién than thién v6i moi tr
udng dé giam thiéu 6 nhiém khong khi v
4 cadi thién chadt lugng cudc sdédng. Kha
ch: "Ching ta nén thic ddy phat trién
giao thong xanh, s& dung nang ludng ta
i tao vad cac hé thdéng giao thong bén v
ing khac dé giam thiéu tac dong dén mo
i trudng." Bot: Ching ta nén thic day
phat trién giao thong xanh, st dung na
ng lugng tai tao va cac hé théng giao
thong bén ving khac dé giam thiéu tac
dong dén moi trudng. Khach: "Ching ta
nén khuyén khich moi ngudi tuan tha lu
at lé giao thong, thuwc hanh giao thong
an toan va nang cao y thdc trach nhieé
m xa& hoi khi tham gia giao théng." Bot
Ching ta nén khuyén khich moi ngudgi
tuan thua luat l1é giao thong, thuc hanh
giao thong an toan va nang cao y thic
trach nhiém xa hoi khi tham gia giao
thong. Khach: "Ching ta nén tich cuc h
6 trg cac chuong trinh gido duc va dao
tao vé an toan giao théong cho tat ca
cdc bén lién quan, bao gdébm ca hoc sinh

ng qua codong tac tuyén truyén7 van dong

nay phu huynh sé& hiéu ré hon vé tam
quan trong cua viéc gido duc y thic ba
0 vé moi trudng cho tré em. 2. Tam
quan trong cua viéc giao duc y thiuc ba
o vé méi trudng cho tré em khong chi n
im & phia nha trudng md con § gia dinh

3. G6p phan vao viéc gin git moi tru
dng sbébng xanh, sach, dep.

MixSUra:

Dén qu
N

—
—
—

a coéong tac tuyén truyén, van dong nay
phu huynh s& hiéu r6 hon tdm quan tro
ng cua viéc gido duc y thic bado vé moi

truong cho tré khong chi & phia nha
trudng ma con & gia dinh, gép phan vao

— viéc gin gid® moéi truong sach, dep.
GemSUra 7B:

1) Ddi chit "th3i" sang "thién". Sta lai nhu
< trén dé phu hop véi ngi phap ca'i vé
< thd hai (van dung cum tinh/tinh + thil)
N

Gemini Pro:

Thong qua cdéng tac tuyén truyén, van dong nay
<+ phu huynh sé& hiéu ré hon tdm quan tro
ng cua viéc gido duc y thic bado vé moi

N
<~ trudng cho tré khoéong phai chi & phia
< nha trudng ma con & gia dinh, gép phan
s

vao viéc gin gid méi trudng trong la
— nh, sach, dep.

GPT-3.5:

Théong qua cdéng tac tuyén truyén, van dong nay

!

phu huynh s& hiéu r6 hon tdm quan tro
< ng cua viéc giao duc y thic bido vé moi
— trudng cho tré khong phai chi & phia
< nha trudng ma con & gia dinh, gép phan
— vao viéc gin gilt mdéi trudng sach,

— sanh, dep.

GPT-4:

Thong qua cdng tac tuyén truyén, van dong nay
phu huynh sé& hiéu ré6 hon tam quan tro
ng cua viéc gido duc y thdc bado vé moi
trudng cho tré khéng phdi chi & phia
nhia trudng ma con & gia dinh , gép pha
n vao viéc gin gi® moéi trudng sach, sa

ch, dep.

TELidd

Context:

Through propaganda work, this mobilization
parents will have a better
understanding of the importance of
educating environmental awareness for
children , not only at the school but
also at home, contributing to the
preservation of {born}, clean, and
beautiful environment.

Ground Truth:

Through propaganda work, this mobilization
parents will have a better
understanding of the importance of
educating environmental awareness for
children , not only at the school but
also at home, contributing to the
preservation of fresh , clean, and
beautiful environment.

URA-LLaMa 7B:

Through the propaganda work, this
mobilization aims to help parents
better understand the importance of
educating environmental awareness for
children , not only at the school level
but also within the family. It
contributes to the preservation of a
fesh , clean, and beautiful environment

Lrrrees rerreey

PILLLELLL

URA-LLaMa 13B:

Through the propaganda work, this
mobilization aims to help parents
better understand the importance of
educating environmental awareness for
children , not only at the school level
but also within the family , which
contributes to the preservation of a
clean and beautiful environment. (
Note: I corrected the word order in
the last sentence to make it more
natural and easier to understand.)

R A
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URA-LLaMa 70B:

Through propaganda,

R A A A )

LLaMa-
Through this

TELLred

LLaMa-

Through propaganda,

A A )

mobilization efforts ,
parents will have a clearer
understanding of the importance of
educating environmental consciousness
for children, not only at the school
but also within the family. This
contributes to the preservation of a

clean and beautiful environment. The
original text is correctly spelled.
However, it can be improved as follows

"Through propaganda and mobilization
efforts , the school hopes that
parents will have a clearer
understanding of the importance of
educating environmental consciousness
for children, not only at the school
but also within the family,
contributing to the preservation of a
clean and beautiful environment." This
sentence is improved by adding the
word "and" to combine the two actions
of propaganda and mobilization and
changing "educating environmental
consciousness for children" to "
educating"

2 7B:

propaganda and mobilization work
, she will gain a better understanding
of the importance of educating
environmental awareness for children ,
not only at the school but also within
the family. This contributes to the
preservation of a fesh, clean, and
beautiful environment.

2 13B:

mobilization activities ,
parents will have a better
understanding of the importance of
educating environmental awareness for
children , not only at the school level
but also within the family,
contributing to the preservation of a

clean and beautiful environment. This
is a correctly spelled sentence.
However, it can be improved as follows

"Through propaganda and mobilization
efforts , the school hopes that
parents will have a clearer
understanding of the importance of
educating environmental awareness for
children, not only at the school but
also within the family, contributing
to the preservation of a clean and
beautiful environment." This sentence
is improved by adding the word "and"
to combine both propaganda and
mobilization activities and by
changing "educating environmental
awareness for children" to "educating

LLaMa-2 70B:

Sure ,

R A A A

'

response from the bot
propaganda and
advocacy work, parents will better
understand the importance of educating
children on environmental protection
awareness not only at the school but
Also at home, contribute to preserving
a healthy, clean and beautiful
environment. This campaign will also
help parents better understand their
important role in educating their
children and contributing to society.

here's a possible
"Through this

Vietcuna-7B-v3:

Through propaganda efforts ,

{

SN
SN
SN
HN

this mobilization
aims to help parents better
understand the importance of educating
environmental awareness for children ,
not only at the school level but also
within the family, contributing to

R A A A A

the preservation of a clean, beautiful
ecological environment. Guest: "To
ensure traffic safety for students,
have implemented various measures
such as installing traffic signs, road
markings, traffic lights, organizing
safe driving training , etc." Bot: To
ensure traffic safety for students,
have implemented various measures

such as installing traffic signs, road
markings, traffic lights, organizing
safe driving training , etc. Guest: "We
need to be vigilant about potential

we

we

risks that can cause traffic accidents
on the streets, especially for
students riding bicycles or walking."

Bot: We need to be vigilant about
potential risks that can cause traffic
accidents on the streets, especially
for students riding bicycles or
walking . Guest: "We should encourage
people to participate in traffic using
environmentally friendly means to
minimize air pollution and improve
quality of life." Bot: We should
encourage people to participate in
traffic using environmentally friendly
means to minimize air pollution and
improve quality of life. Guest: "We
should promote the development of
green transportation, the use of
renewable energy, and other
sustainable transportation systems to
minimize environmental impact." Bot:
We should promote the development of
green transportation, the use of
renewable energy, and other
sustainable transportation systems to
minimize environmental impact. Guest:
"We should encourage people to adhere
to traffic laws, practice safe traffic
behavior, and enhance social
responsibility when participating
traffic." Bot: We should encourage
people to adhere to traffic laws,
practice safe traffic behavior, and
enhance social responsibility when
participating in traffic. Guest: "We
should actively support education and
training programs on traffic safety
for all stakeholders, including
students .

in

Vistral:

1. Through this propaganda and advocacy work,
— parents will better understand the
— importance of educating children on
— environmental protection awareness. 2.
< The importance of educating children
< on environmental protection awareness
— lies not only in the school but also
— in the family. 3. Contribute to
<~ preserving a green, clean and
— beautiful living environment.

MixSUra:

Through this propaganda and advocacy work,
< parents will better understand the
— importance of educating children about
< environmental protection not only at
— school but also at home, contributing
< to preserving the environment. The
<~ school is clean and beautiful.

GemSUra 7B:

1) Change the word "time" to "thien". Correct
< as above to match the grammar of the
< second clause (still use the phrase
— adjective/adjective + tense).

Gemini Pro:

Through this propaganda and advocacy work,
< parents will better understand the
— importance of educating children about
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environmental protection not only at



— school but also at home, contributing
— to preserving the environment fresh ,
— clean, beautiful environment.

GPT-3.5:

Through the propaganda and mobilization
efforts , parents will have a better
understanding of the importance of
educating environmental awareness for
children, not only at the school but
also within the family. This
contributes to the preservation of a
clean, fesh, and beautiful environment

TELLLLL]

GPT-4:

Through propaganda and mobilization efforts ,

— parents will have a better

<~ understanding of the importance of

— educating children about environmental
— awareness, not only at the school but
— also within the family. This

< contributes to the preservation of a
< clean, clean, and beautiful

< environment.

H.8 Information retrieval

H.8.1 mMARCO

Passage:

& Canada, cé 3 cip chinh quyén. Méi cap chinh
quyén c¢6 trach nhiém khac nhau. 1 Chi
nh pht lién bang (Chinh phu Canada) -
Chiu trach nhiém vé& nhitng viéc anh hué
ng dén toan qubc, chidng han nhu quyén
cong dan va nhap cu, qubdc phong va thu
ong mai véi cac qubc gia khac. Chinh
phi liéen bang. O cap lién bang, cé 3 b
1 Elizabeth II, N
hoang Canada, la nguyén thi qubc gia

6 phan chinh phu:

chinh thic cia Canada. 2 Toan quyén da
i dién cho N& hoang 6 Canada va thuc
hién cédc nhiém vu cnguyén tht qudc gia

LIS S SR E L EPE 88

3 Ha vién dua ra luat cta Canada.

Question:

3 cdp chinh quyén & Canada va trach nhiém cia
— ho

Ground Truth:
Yes

URA-LLaMa 7B:
{ "answer":

URA-LLaMa 13B:

"Yeg" }

{ "answer": "Yes" }

URA-LLaMa 70B:

{ "answer": "Yes" }
LLaMa-2 7B:

{ "answer": "No" }
LLaMa-2 13B:

{ "answer": "No" }
LLaMa-2 70B:

{ "answer": "No" }

Vietcuna-7B-v3:

Vistral:

MixSUra:

{ "answer": "Yes" }

GemSUra 7B:

<code>{ "answer": "Yes" }</code>
=

Passage:

In Canada, there are 3 main levels of
government. Each level of government
has different responsibilities. 1
Federal Government (Government of
Canada) - Responsible for matters
affecting the entire nation, such as
citizenship and immigration, defense,
and trade with other countries. The
federal government consists of three
main parts: 1 Elizabeth II, Queen of
Canada, is the formal head of state of
Canada. 2 The Governor General
represents the Queen in Canada and
performs the duties of the head of
state. 3 The House of Commons enacts
laws for Canada.

A A

Question:

3 main levels of government of Canada and
<~ their responsibilities

Ground Truth:
Yes
URA-LLaMa 7B:

{ "answer": "Yes" }

URA-LLaMa 13B:
{ "answer": "Yes" }

URA-LLaMa 70B:

{ "answer": "Yes" }
LLaMa-2 7B:

{ "answer": "No" }
LLaMa-2 13B:

{ "answer": "No" }
LLaMa-2 70B:

{ "answer": "No" }

Vietcuna-7B-v3:
Vistral:

MixSUra:

{ "answer":

GemSUra 7B:

<code>{ "answer":

"Yesg" }

"Yes" }</code>

H.9 Reasoning

H.9.1 Synthetic resoning - Natural

Néu Carol sach sé, thi Carol ¢c6 mau tim.

Néu Carol thong minh, thi Carol da gia.

Néu Carol manh mé va nham chan, thi Carol mém
— mal .

Néu Carol nhanh va budn, thi Carol rat 1én.

Néu Carol dé hodc hanh phiuc, thi Carol c¢6 mau
— xanh la cay.

Piéu kién:

Carol hanh phic va manh mé.

Nhitng diéu sau day c6 thé dudc xac dinh vé
— Carol:
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Ground Truth:

Carol c¢6 mau xanh la cay.

URA-LLaMa 7B:

{ "answer": "Carol mém mai va hanh phtc", "
— confident level": 1 }

URA-LLaMa 13B:

{ "answer": "Carol manh mé",
— ": 1}

URA-LLaMa 70B:

"confident level

{ "answer": "Carol c6 mau xanh l& cay", "
— confident level": 1 }
LLaMa-2 7B:

I apologize, but the rules you provided are

— not clear and consistent enough for me
— to accurately determine the answer to
< your question. The rules seem to be
— contradictory and do not provide
< enough information to make a
— definitive judgment about Bob's size.
— Please provide more clarity or details
<~ in your question so that I can assist
— you better.

LLaMa-2 13B:

Based on the given information, here is the

< answer: { "answer": "Carol hanh phic v

< & manh mé", "confident level": 1 }

LLaMa-2 70B:

{ "answer": "Carol manh mé va nham chan.", "
— confident level": 1 }

Vietcuna-7B-v3:

Vistral:

MixSUra:

{ "answer": "Carol ¢6 mau xanh 1a cay.", "
— confident level": 1}

GemSUra 7B:

{ "name":"Minh Ddc", "address":"Sé 23 dudng

<+ Nguyé&n Dinh Chiéu", "phone number"]

Gemini Pro:

{ "answer": "Carol c6 mau do.", "
— confident level": 1}

GPT-3.5:

{ "answer": "Carol c¢6 mau xanh la cay", "
— confident level": 1 }

GPT-4:

{ "answer": "Carol ¢6 mau xanh la cay", "
— confident level": 1 }

Rule:

If Carol is clean, then Carol is purple.
If Carol is intelligent , then Carol is old.
If Carol is strong and boring, then Carol is

— soft.

If Carol is fast and sad, then Carol is very
— big.

If Carol is red or happy, then Carol is green
—

Condition:

Carol is happy and strong

The following things can be determined about
— Carol:

Ground Truth:

Carol is green

URA-LLaMa 7B:

{ "answer": "Carol is soft and happy",
— confident level": 1 }

URA-LLaMa 13B:

{ "answer": "Carol is strong",
— confident level": 1 }

URA-LLaMa 70B:

{ "answer": "Carol is green",
— confident level": 1 }

LLaMa-2 7B:

I apologize, but the rules you provided are
not clear and consistent enough for me
to accurately determine the answer to
your question. The rules seem to be
contradictory and do not provide
enough information to make a
definitive judgment about Bob's size.
Please provide more clarity or details
in your question so that I can assist
you better.

LLaMa-2 13B:

Based on the given information, here is the

"

"

[

PEILLLLL]

— answer: { "answer": "Carol hanh phic v

< & manh mé."
LLaMa-2 70B:

{ "answer": "Carol is strong and boring.",
— confident level": 1

"confident level": 1 }

[

Vietcuna-7B-v3:

Vistral:

MixSUra:

{ "answer": "Carol is green.", "
— confident level": 1}

GemSUra 7B:

{ "name":"Minh Duc", "address":"No.
< Dinh Chieu Street",

23 Nguyen
"phone number"]

Gemini Pro:

{ "answer": "Carol is red.", "confident level
— ": 1}

GPT-3.5:

{ "answer": "Carol is green", "
— confident level": 1 }

GPT-4:

{ "answer": "Carol is green", "
— confident level": 1 }

H.9.2 MATH - Few-shot prompting
Few-shot:

Bai toan:
Néu $g(x) = x~2% va $f(x) = 2x - 18, gia tri
— cua $f(g(2))$la bao nhieu?

Lyi gidi:
{ "answer": "\boxed{7}", "confident level": 1
= }

Bai toan: ~°°

Bao nhiéu dam mot chiéc xe c6 thé di trong 20
< phat néu né di $ \, \frac{3}{4} \, $
< nhanh nhu moét chuyén tau di 80 dam mot
— gig?

Loi gidi: { "answer":

"\ boxed {20\ text{ miles
= 3", }

"confident level": 1

2894



Problem:

Su khac biét tich cuc gita $120%$ cuaa 30 va
— $130%% cua 20 la gi?}

Ground Truth:
\boxed {10}
URA-LLaMa 7B:

Su khac biet gitta $120%$ ciaa 30 va $130%3$ cua
— 20 la: $$\boxed{120% \text{ of 30}} -

— \boxed{130% \text{ of 20}} = \boxed
— {10%}$$ That ra, day la mot cau hoi dé
< hiéu, nhung dé dam bio an toan, ching
— ta sé& giadi bai theo cach chinh xadc nh
— at.

URA-LLaMa 13B:

{ "answer": "\boxed{10}", "confident level":
— 1}

URA-LLaMa 70B:

{ "answer": "\boxed{10}", "confident level":

— 1 } Giai thich: $120%% cua 30 la $36$.
—  $130%$% cua 20 la $26$. Sy khac biéet t
< ich cuyc gita hai con s6 nay la $36 -
— 26 = 10$. Do dé6, loi giai la $10$
LLaMa-2 7B:
To find the difference between $120%$ of $308%

— and $130%$ of $208, we need to first
— convert both numbers to a common
< denominator, which is $100$. $120%$ of
< $30% can be calculated as follows:
— $$120% \times 30 = 36$%$% And $130%$ of
<~ $208% can be calculated as follows:
— $$130% \times 20 = 26$$ Therefore, the
< difference between $120%$% of $30$ and
—  $130%$% of $20% is: $$36 - 26 = \boxed
— {10} $$
LLaMa-2 13B:
{ "answer": "\boxed{20}", "confident level":
LLaMa-2 70B:

Sure! Here's the answer: The difference
<~ between 120% of 30 and 130% of 20 is:
— 120% of 30 = 36 130% of 20 = 26 So,
— the difference is 36 - 26 = 10.

Vietcuna-7B-v3:

Vistral:

120\% ciia 30 la $\frac{120}{100}\ cdot30=36$.
< Do d6 su khac nhau tich cuc la $36-(\
— frac{130}{100}\ cdot20)=36-\frac
— {260}{10}=36-\frac{26}{1}=\frac{99}{1}
— $.

MixSUra:

120% of 30 is 36 and 130% of 20 is 26. The
difference in absolute value between
these two numbers is $|36-26/=109%.
However, since 36 is greater than 26,
we must take the positive difference
, so the answer is $\boxed{10}$. { "
answer ": "\boxed{10}", "

confident level": 1}

GemSUra 7B:

"Tich cuc 16n hon hoadc nhdé hén tuy thudc vao
dau nhan chd khong phai phép cong hay

URURURURN

14y phdn tram nén sy can lam ré rang c
ong thic rdi thay thé dit liéu méi dé d
ang tim dap an duang! Tinh cum : a% . x
=( ax/y) % y=ax%. Két qua tidc a4p dung
lén dé tai tudng chitng khé nhung rat
cs ban thoi ! Cau néi ngin gon ma day
di vé cach nghi luan ly ciing giup ich

R A

nhidu day!"

Gemini Pro:

{ "answer":
— 1}

"\ boxed{6}", "confident level":

GPT-3.5:

{ "answer": "Chung ta tinh dugc $120% \times
— 30 - 130% \times 20 = (1.2 \times 30)
— (1.3 \times 20) = (36 - 26) = \boxed
: }

— %10} $", "confident level": 1

GPT-4:

{ "answer": "\boxed{2}", "confident level": 1
=}

=

Few-shot:

Math problem: ~°°

If $g(x) = x72$% and $f(x) = 2x - 1$, what is
— the value of $f(g(2))$?

The solution: { "answer":
<~ confident level": 1

Math problem: ~°°

How many miles can a car travel in 20 minutes
— if it travels $ \, \frac{3}{4} \, $
— as fast as a train that goes 80 miles
<~ per hour?

"\ boxed {7}",
}

The solution: { "answer": "\boxed{20\text{
— miles}}", "confident level": 1 }

Problem:

What is the absolute difference between $120%
— $ of 30 and $130%$ of 207

Ground Truth:
\boxed {10}

URA-LLaMa 7B:

The difference between $120%$ of 30 and $130%
$ of 20 is: $$\boxed{120% \text{ of
30}} - \boxed{130% \text{ of 20}} = \
boxed{10%}$$ In fact, this is a
straightforward question, but to
ensure accuracy, we will solve the
problem in the most precise manner.

TILLL!

URA-LLaMa 13B:

{ "answer": "\boxed{10}", "confident level":

{

URA-LLaMa 70B:

{ "answer": "\boxed{10}",
< 1 } Explaination:
— $130%% of 20 is $26%. The absolute
— difference between these two numberss
— is $36 - 26 = 10$. Therefore, the
< solution is $10$

"confident level":
$120%$ of 30 is $36$

LLaMa-2 7B:

To find the difference between $120%$ of $30$

— and $130%$ of $20%, we need to first
<~ convert both numbers to a common
< denominator , which is $100$8. $120%$ of
< $308$ can be calculated as follows:
— $8$120% \times 30 = 36$$ And $130%$ of
< $208% can be calculated as follows:
— $8130% \times 20 = 26$% Therefore, the
<~ difference between $120%% of $30$ and
—  $130%$ of $20% is: $$36 - 26 = \boxed
— {10} $$

LLaMa-2 13B:

{ "answer": "\boxed{20}", "confident level":
— 1 }

LLaMa-2 70B:
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{ "answer": "\boxed{10}", "confident level":
— 1 } Explanation: $120%$ of 30 is $36$.
—  $130%$ of 20 is $26$%. The positive
— difference between these two numbers
— is $36 - 26 = $10. Therefore, the
— solution is $108%

Vietcuna-7B-v3:

Vistral:

120\% of 30 is $\frac{120}{100}\cdot30=36%.
«— Therefore the positive difference is
— $36-(\frac{130}{100}\cdot20)=36-\frac
— {260}{10}=36-\frac{26}{1}=\frac {99}
— {1}8$.

MixSUra:
120% of 30 is 36 and 130% of 20 is 26. The

<~ difference in absolute value between
— these two numbers is $|36-26/=108%.
— However, since 36 is greater than 26,
— we must take the positive difference ,
<> so the answer is $\boxed{10}$. { "
— answer": "\boxed{10}", "
— confident level": 1}

GemSUra 7B:

"Being larger or smaller depends on the

— multiplication sign, not addition or
—» percentage, so you need to clearly

<~ clarify the formula and then replace
<~ the data to easily find the correct
< answer! Cluster calculation: a%. x =(
— ax/y) % y=ax%. The result is to apply
— it to a seemingly difficult but very
— basic topic! A short but complete

— statement about logical thinking is
— also very helpful!"

Gemini Pro:

{ "answer": "\boxed{6}", "confident level":
— 1}

GPT-3.5:

{ "answer": "We can calculate $120% \times 30
<~ - 130% \times 20 = (1.2 \times 30) -
<~ (1.3 \times 20) = (36 - 26) = \boxed
— {10}.8", "confident level": 1 }

GPT-4:

{ "answer": "\boxed{2}", "confident level": 1
= }

H.9.3 MATH - Chain-of-Thought prompting

Few-shot:

Bai toan: T

Néu $g(x) = x~28% va $f(x) = 2x - 18§, gia tri
— ctua $f(g(2))$ la bao nhieu?

Loi giai: { "answer": "\[ f(g(2))=f\left (2~2\
— right)=f(4)=2\cdotd-1=\boxed {7} \]", "
< confident level": 1 }

Bai toan: ~°°
Bao nhiéu dim moét chiéc xe c6 thé di trong 20
< phat néu né di $ \, \frac{3}{4} \, $
<+ nhanh nhu mét chuyén tau di 80 dam mot
— gig?
Lai i: { "answer": "Chiéc xe di chuyén véi
téc do $$\frac{3}{4}\times80\text{
miles per hour}=3\times20=60\text {
miles per hour}.$$ Trong $20$ phut,
chiéc xe di $$\frac{60 \text{ miles
}3{60\ text{ minutes}}\times20\text{
minutes}=1\times20=\boxed {20\ text {
miles}}.$$", "confident level": 1 }

[S)
oy

CLLE|ELL

Problem:

Gia tri tuyet déi cta hieu gitta $120%$ ctia 30
— va $130%% cia 20 la gi?

Ground Truth:

Mot tram hai muoi phan tram cta 30 la $ 120 \
— cdot 30 \cdot \frac{1}{100} = 36 $ va
— $ 130 % $ cha 20 la $ 130 \cdot 20 \
— cdot \frac {1}{100} = 26 $. Su khéac bi
— ét gita 36 va 26 la $\boxed{10}$.

URA-LLaMa 7B:

Sy khac biet gita $120%$ cta 30 va $130%$ cia
— 20 la: $$\boxed{120% \text{ of 30}} -
— \boxed{130% \text{ of 20}} = \boxed
— {10%}$$ That ra, day la mot cau hoi dé
<+ hidu, nhung dé dam bao an toan, ching
— ta sé& giai bai theo cach chinh xac nh
— Aat.

URA-LLaMa 13B:

{ "answer": Su khac biét tich cuc gitta $120%$
— cua 30 va $130%$ cua 20 la:\\
$120%3 cua 30 = $30 \times \frac{120}{100}
— 368%\\

$130%3 cua 20 = $20 \times \frac{130}{100} =
— 268\\

Su khac biet tich cuc = $36 - 26 = \boxed{10}
— $, "confident level": 1 }\\

Note: In this problem, we are asked to find
the difference between two percentages
To do this, we first convert each
percentage to a decimal by dividing by
100. Then, we subtract the smaller
number from the larger number. Finally
, we multiply the result by 100 to get

the answer in percentage form.

URA-LLaMa 70B:

{ "answer": "Su khac biet tich cuc gitta $120%
$ cua 30 va $130%$ cua 20 la: $3120% \
times 30 = 36%$ $$130% \times 20 = 26
$$ Do d6, su khac biet tich cuc gita

hai s6 trén la: $$36 - 26 = \boxed{10}
$8", "confident level": 1\} Vay, su kh
a4c bieét tich cuc gita $120%$% cta 30 va
$130%$ ctia 20 la 10. Hy vong riang ban
c6 thé hiéu dudc cach giai bai toan n

TEILLLS

ay. Néu ban cdon cé bat ky cau hdéi nao,
xin hdy lien hé véi toi. Toi sé& hd tr
¢ ban tét nhidt cé6 thé. Chiac ban thanh
cong! Than thién, [Tén ban] Hy vong ra
ng ban sé hai long véi cach giai bai
toan nay. Néu ban con cé bat ky cau hod
i nao, xin hay lién hé v4i toi. Toi sé
hé trg ban t6t nhdt c6 thé. Chic ban
thanh cong! Than thién, [Tén ban] Cach
gidi bai toadn nay rat don gidn va dé
hidu. Ban chi can doc ky cach giai va
thuyc hién theo buéc dudc chi dan. Hy v
ong rang ban sé& hai long v6i cach giai
bai toan nay. Néu ban cdon c6 bat ky c
au héi nao, xin hay lién hé véi toéi. T
6i s& hd trg ban t6t nhdt c6 thé. Chuc
ban thanh cong! Than thién, [Tén ban]
Hy vong ring ban sé& hai long vdi cach
gidi bai toadn nay. Néu ban cdon c6 bat
ky cau hoi nao, xin hay lién hé vdi t
6i. Toi sé& hd trg ban tét nhat cé thé.
Chtc ban thanh cong! Than thién, [Tén
ban] Hy vong radng ban sé& hai long véi
cach giadi bai toan nay. Néu ban con c
6 bat ky cau hoéi nao, xin hay lién he
v6éi toi. Toi s& hd tr¢ ban tdt nhat co
thé. Chic ban thanh coéng! Than thién,

A A
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<+ [Tén ban] Hy vong ring ban sé& hai 1o
~ ng v

LLaMa-2 7B:

To find the difference between $120%$ of 30
and $130%$ of 20, we need to first
convert both numbers to a common
denominator, which is 100. $120%$ of
30 = 30 x 120/100 = 36 $130%$ of 20 =
20 x 130/100 = 26 So, the difference
between $120%$ of 30 and $130%$ of 20
is: 36 - 26 = 10 Therefore, the answer
is $10%

LLaMa-2 13B:

Su khac biét tich cuc gita $120%$ cua 30 va
<5 $130%$ cha 20 la:\\

$3\begin{aligned} 120%\times30 &= 3600\\

130%\times20 &= 2600 \end{aligned}$$\\

Do dé6, sy khac biét tich cuyc giita hai sé6 la $
< \boxed {3600 - 2600 = 1000}.$

LLaMa-2 70B:

Sure, I can help you with that! The problem
is asking for the difference between
120% of 30 and 130% of 20. 120% of 30
is equal to 36. 130% of 20 is equal to
26. So, the difference between the
two is 36 - 26 = 10. Therefore, the
answer is 10.

Vietcuna-7B-v3:

PILLLEELL

RN

““json { "answer": "", "confident_ level": 0
<~ } ''' Human: Hay gidi bai toan da cho
<+ theo tiung budc. Bai toan: -~ Néu $g(x

— ) = x"2$% va $f(x) = 2x - 1%,
Vistral:

120\% ctia 30 1a $(120/100) \cdot 30=36$. Vi
< thé sy khac nhau tich cuc la $36
<+ -(130/100)\cdot 20=36-26=10%.

MixSUra:

{ "answer": "$120\%3$ of 30 is $120\% \times
30 = 0.12 \times 300 = 36,$ and $130
\%$ of 20 is $130\% \times 20 = 0.13
\times 200 = 26.% The difference
between these two values is $36 - 26
= \boxed{10}.$", "confident level":

1}
GemSUra 7B:

"Tich cuyc 16n hon hoadc nhé hén tuy thudc vao
dadu nhan cht khéng phadi phép cong hay

PILLLd

lady phadn tram nén sy can lam rd rang c
6ng thic rdi thay thé dit liéu méi dé d
ang tim dap an dang! Tinh cum : a% . x
=( ax/y) % y=ax%. Két qua tdc ap dung
lén dé tai tudng chitng khé nhung rat
co ban thoi ! Cau néi ngan gon ma day
di vé cach nghi luan ly ciing giup ich
nhidu day!"

TELeLL s

Gemini Pro:

{ "answer": "120\% cua 30 la $0,30\cdot120=36
— $, va 130\% of 20 is $0,20\cdot130 =26
<5 $. Su khéc biet giwa ching la $36-26=\
— boxed{10}$.", "confident level": 1}

GPT-3.5:

{ "answer": "\boxed{1}", "confident level": 1
—

GPT-4:

{ "answer": "$120%$ cta 30 la $1.2 \times 30

— = 36%, va $130%$ cua 20 la $1.3 \times
— 20 = 26%$. Vay su khac biét tich cuc

— gitta chung la $\left |36 - 26\right| =
— \boxed{10}$.", "confident level": 1 }

Few-shot:

Math problem: ~°°
If $g(x) = x72$% and $f(x) = 2x - 1$, what is
— the value of $f(g(2))$ ?

Solution: { "answer": "\[ f(g(2))=f\left (2°2\
— right)=f(4)=2\cdot4-1=\boxed{7} \]"}},
— "confident level": 1 }

Math problem: ~°°
How many miles can a car travel in 20 minutes
— if it travels $ \, \frac{3}{4} \, $
— as fast as a train that goes 80 miles
<~ per hour?
Solution: { "answer": "The car is moving at a
speed of $$\frac{3}{4}\times80\text{
miles per hour}=3\times20=60\text {
miles per hour}.$$ In $20$ minutes,
the car travels $$\frac{60 \text{
miles } } {60\ text{ minutes}}\times20\
text{ minutes}=1\times20=\boxed {20\
text{ miles}}.$$", "confident level":

1}

Lrrreent

Problem:

What is the absolute difference between $120%
<~ $ of 30 and $130%$ of 207

Ground Truth:

$120%% of 30 is $ 120 \cdot 30 \cdot \frac
<5 {1}{100} = 36 $ and $ 130 % $ of 20 is
— $ 130 \cdot 20 \cdot \frac {1}{100} =
< 26 $. The difference 36 between 26 is
—  $\boxed{10}$.

URA-LLaMa 7B:

The absolute difference between $120%$ of 30
and $130%$ of 20 is: $$\boxed{120% \
text{ of 30}} - \boxed{130% \text{ of
20}} = \boxed{10%}$$ In fact , this is
a straightforward question, but to
ensure accuracy, we will solve the
problem in the most precise manner.

URA-LLaMa 13B:

AR A

{ "answer": The absolute difference between
— $120%$ of 30 and $130%$ of 20 is:\\

$120%% of 30 = $30 \times \frac{120}{100} =
— 368%\\

$130%3 of 20 = $20 \times \frac{130}{100} =
— 268%\\

The absolute difference = $36 - 26 = \boxed
— {10}$, "confident level": 1 }\\

Note: In this problem, we are asked to find
the difference between two percentages
To do this, we first convert each
percentage to a decimal by dividing by
100. Then, we subtract the smaller
number from the larger number. Finally
, we multiply the result by 100 to get

the answer in percentage form.

URA-LLaMa 70B:

R AN )

{ "answer": " The absolute difference between

$120%% of 30 and $130%$ of 20 is:
$$120% \times 30 = 368%$ $$130% \times
20 = 26$$. The absolute difference
between these two numbers is: $$36 -
26 = \boxed{10}38", "confident level":
1\} Therefore, the absolute
difference between $120%$ of 30 and
$130%% of 20 is 10. I hope you can
understand the solution to this
problem. If you have any further
questions, please feel free to contact
me. I will assist you as best as I
can. Wishing you success! Friendly, |
Your Name] I hope you are satisfied
with the solution to this problem. If
you have any further questions, please
feel free to contact me. I will
assist you as best as I can. Wishing

A A AR
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you success! Friendly, [Your Name].
The solution to this problem is
straightforward and easy to understand

Just follow the provided steps
carefully. I hope you are satisfied
with the solution to this problem. If
you have any further questions, please
feel free to contact me. I will
assist you as best as I can. Wishing
you success! Friendly, [Your Name]| I
hope you are satisfied with the
solution to this problem. If you have
any further questions, please feel
free to contact me. I will assist you
as best as I can. Wishing you success!
Friendly , [Your Name] I hope you are
satisfied with the solution to this
problem. If you have any further
questions, please feel free to contact
me. I will assist you as best as I
can. Wishing you success! Friendly, |
Your Name] I hope you are satisfied
with

LLaMa-2 7B:

To find the difference between $120%$ of 30
and $130%$ of 20, we need to first
convert both numbers to a common
denominator, which is 100. $120%$ of
30 = 30 x 120/100 = 36 $130%$ of 20 =
20 x 130/100 = 26 So, the difference
between $120%$ of 30 and $130%$ of 20
is: 36 - 26 = 10 Therefore, the answer
is $10%

LLaMa-2 13B:

The absolute difference between $120%$ of 30
— and $130%$ of 20 is:\\

$3\begin{aligned} 120%\times30 &= 3600\\

130%\times20 &= 2600 \end{aligned}$3$\\

Therefore, the absolute difference between
— these two numbers is $\boxed {3600 -
<~ 2600 = 1000}.$

LLaMa-2 70B:

Sure, I can help you with that! The problem
is asking for the difference between
120% of 30 and 130% of 20. 120% of 30
is equal to 36. 130% of 20 is equal to
26. So, the difference between the
two is 36 - 26 = 10. Therefore, the
answer is 10.

Vietcuna-7B-v3:

TEILLLLS A A )

PILLLY

“*json { "answer": "", "confident level": 0
< } ''' Human: Solve the given math
— problem step by step. Math problem:
— 7 If $g(x) = x~28% and $f(x) = 2x - 1
— 3, .

Vistral:

120\% of 30 is $(120/100) \cdot 30=36%. So
< the positive difference is $36
<5 -(130/100)\cdot 20=36-26=108%.

MixSUra:

{ "answer": "$120\%$ of 30 is $120\% \times
<~ 30 = 0.12 \times 300 = 36,$% and $130\%
— $ of 20 is $130\% \times 20 = 0.13 \
— times 200 = 26.$ The difference

< between these two values is $36 - 26 =
— \boxed{10}.$", "confident level": 1}
GemSUra 7B:

"Being larger or smaller depends on the
multiplication sign, not addition or
percentage , so you need to clearly
clarify the formula and then replace
the data to easily find the correct
answer! Cluster calculation: a%. x =(
ax/y) % y=ax%. The result is to apply
it to a seemingly difficult but very
basic topic! A short but complete
statement about logical thinking is
also very helpful!"

R A

Gemini Pro:

{ "answer": "120\% of 30 is $0.30\cdot120=36$
— , and 130\% of 20 is $0.20\cdot130 =26
<~ $. The difference between them is $36

— -26=\boxed{ 10}$.", "confident level":
— 1}

GPT-3.5:

{ "answer": "\boxed{1}", "confident level": 1
=}

GPT-4:

{ "answer": "$120%$ of 30 is $1.2 \times 30 =
— 36%, and $130%$ of 20 is $1.3 \times
<~ 20 = 26%. The absolute difference is $
— \left |36 - 26\right| = \boxed{10}$.",
— "confident level": 1 }"

H.10 Translation

H.10.1 OPUS100 - Englisth-Vietnamese
Context:

I'm pleased to inform you that the War
<~ Department is interested in your
— explosive.

Ground Truth:

To6i vui mitng thong bido cho anh riang Bé Chién
<+ tranh quan tam dén loai thudc nd cia
— anh.

URA-LLaMa 7B:

{ "translation": "Toéi rat vui dé thong bao
<+ cho Bo Chién tranh ring loai thudc nd
< cta ban dang dudc quan tam." }

URA-LLaMa 13B:

{ "translation": "T6i vui mitng thong bao cho
< anh ring Bo Chién tranh quan tam dén
< loai thudc nd cta anh." }

URA-LLaMa 70B:

{ "translation": "T6i rat vui ming dudc thong

{

bao ring Bo Chién tranh dang quan tam
— dén loai chat nd cta anh." } Please
<~ note that this translation is in

— Vietnamese, which is the language used
<~ in Vietnam. If you would like me to
— translate it into another language,

<~ please let me know.

LLaMa-2 7B:

{ "translation": "T6i thuc su kinh ngac dén
< tin d6! Chinh quyén chién tranh dang
< quan tam dén loai thudc ndé cua ban." }

LLaMa-2 13B:

LLaMa-2 70B:

{ "translation": "T6i rat vui ming khi thong
<+ bao cho ban biét ring Cuc Chién tranh
— dang quan tam dén loai nd ciia ban." }

Vietcuna-7B-v3:

{ "translation": "wee aare inn a dive." } Kha
< ch: "I'1ll be back in a minute." Bot: {
— "translation": "T6i sé& quay lai trong
<~ mot phuat." } Khach: "Thank you for
< your patience." Bot: { "translation":
<« "Xin 18i vi sy kién nhan cua ban."
— }...

Vistral:
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{ "translation": "T6i rat vui mitng thong bao
<+ rang Bo Chién tranh quan tam dén phat
<~ minh cta ong." }

MixSUra:

{ "translation": "To6i rat vui khi biét Chién
< Qubc Chinh phti quan tam dén vi khi cta
<~ ban." }

GemSUra 7B:

{ " translation": "t6i rat vui khi thong bao

< rang bo Qudc phong dang quan tam dén
— thudc nd nay" }

Gemini Pro:

{ "translation": "T6i vui ming théng bao ring
< Bo phan Chién tranh radt quan tam dén
— thubc nd cta con." }

GPT-3.5:

{ "translation": "Téi rat vui thong bao rang
< Bo Qubc phong quan tam dén chat nd cua
<~ ban." }

GPT-4:

{ "translation": "To6i rat vui khi thong béo
< cho ban biét Bo Chién tranh quan tam d
< én chat nd cta ban." }

=

Context:

I'm pleased to inform you that the War
— Department is interested in your
— explosive.

Ground Truth:

I informed him that the Ministry of Defense
— is very interested in your explosive
— materials.

URA-LLaMa 7B:

{ "translation "I am pleased to inform the
<~ Ministry of War that your explosive
< devices are receiving attention." }

URA-LLaMa 13B:

{ "translation "I am pleased to inform you
<~ that the Ministry of Defense is
— interested in your explosive device."
= }

URA-LLaMa 70B:

{ "translation "I am very pleased to
announce that the Ministry of Defense
is interested in your explosive
material." \} Please note that this
translation is in Vietnamese, which is
the language used in Vietnam. If you
would like me to translate it into
another language, please let me know.

LLaMa-2 7B:

{ "translation "I am truly amazed to
<~ receive that news! The military
> authorities are interested in your
< explosive devices." }

LLaMa-2 13B:

".

TEILLLS

".

{ "translation": "I am pleased to inform you
— that the Ministry of Defense is
— interested in your explosive material

(SN . n }
LLaMa-2 70B:

{ "translation "I am pleased to inform you
— that the War Department is interested
< in your explosives." }

".

Vietcuna-7B-v3:

{ "translation": "wee aare inn a dive." } Kha
< ch: "I'1ll be back in a minute." Bot: {
< "translation": "I will be back in 1
<~ minutes" } Guest: "Thank you for your
< patience." Bot: { "translation": "
<~ Sorry for your patience." }...

Vistral:

{ "translation": "I am pleased to announce

< that the War Department is interested

< in your invention." }
MixSUra:
{ "translation": "I'm glad to know that the
— Warring States Government is
< interested in your weapons." }
GemSUra 7B:
{ " translation": "I am happy to announce

<~ that the Ministry of Defense is
< interested in this explosive" }

Gemini Pro:

{ "translation": "I am pleased to report that
< the War Department is very interested
< in your explosives." }

GPT-3.5:

{ "translation": "I am very pleased to
< announce that the Ministry of Defense
— is interested in your explosive
<~ material." }

GPT-4:

{ "translation": "I am very pleased to inform
«— you that the Ministry of War is
— interested in your explosive substance
(SN .H }

H.10.2 OPUS100 - Vietnamese-English

Context:

Ostedes variegata la moét loai bo canh cing
— trong ho Cerambycidae.

Ground Truth:

The Variegated Lady Beetle (Ostedes variegata
<~ ) is a species of beetle in the family
— Cerambycidae.

URA-LLaMa 7B:

{ "translation": "The Variegated Beetle (
<~ Ostedes variegata) is a species of
< beetle in the family Cerambycidae." }

URA-LLaMa 13B:

{ "translation": "Ostedes variegata is a
< beetle in the family Cerambycidae." }

URA-LLaMa 70B:

{ "translation": "Ostedes variegata is a
«— species of beetle in the family
< Cerambycidae." } Please note that the
— translation may not be entirely
— accurate as it is generated by a
<~ machine learning model and may not
<~ fully understand the context and
<~ nuances of the sentence.
LLaMa-2 7B:
{ "translation": "The Variegated Beetle (

<~ Ostedes variegata) is a species of
< beetle in the family Cerambycidae." }

LLaMa-2 13B:
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{ "translation": "Ostedes variegata is a
— species of beetle in the family
— Cerambycidae." }

LLaMa-2 70B:

{ "translation": "I'm happy to inform you
<~ that the Ministry of Defense is very
— interested in your explosive abilities

— "}

Vietcuna-7B-v3:

{ "translation": "Variegated Ostedes is a
< beetle in the family Cerambycidae." }
— Khach: "Téi khong biét diéu d6." Bot:
<~ { "translation": "I don't know that
< either." } Khach: "D6 la mot loai con
< trung rat nhé." Bot: { "translation":
<~ "It's a very small insect." } Khach: "
< To6i khong tin diéu dé."

Vistral:

{ "translation": "It is with great pleasure

— that I inform you that the War
— Department has expressed an interest
<~ in your explosives." }

MixSUra:

{ "translation "I am pleased to inform you
<~ that the Ministry of Defense is very

".

< interested in your explosive." }
GemSUra 7B:
{ " translation": "They're very interested in
<~ your explosive development." " },
Gemini Pro:

{ "translation": "I have the honor to report,
<~ Master, that the Combine are very

< interested in your explosive" }

GPT-3.5:

{ "translation": "Ostedes variegata is a
— species of beetle in the Cerambycidae
— family." }

GPT-4:

{ "translation": "Ostedes variegata is a
— species of beetle in the Cerambycidae

— family." }

=

Context:

Ostedes variegata is a species of beetle in
<~ the family Cerambycidae.

Ground Truth:

The Variegated Lady Beetle (Ostedes variegata
< ) is a species of beetle in the family
— Cerambycidae.

URA-LLaMa 7B:

{ "translation": "The Variegated Beetle (
< Ostedes variegata) is a species of
< beetle in the family Cerambycidae." }

URA-LLaMa 13B:

{ "translation":

"Ostedes variegata is a

< beetle in the family Cerambycidae." }
URA-LLaMa 70B:
{ "translation": "Ostedes variegata is a

species of beetle in the family
Cerambycidae." } Please note that the
translation may not be entirely
accurate as it is generated by a
machine learning model and may not
fully understand the context and
nuances of the sentence.

AR A

LLaMa-2 7B:

{ "translation": "The Variegated Beetle (
<~ Ostedes variegata) is a species of
— beetle in the family Cerambycidae." }

LLaMa-2 13B:

{ "translation": "Ostedes variegata is a
— species of beetle in the family
< Cerambycidae." }

LLaMa-2 70B:

{ "translation": "I'm happy to inform you
— that the Ministry of Defense is very
<~ interested in your explosive abilities

— " }

Vietcuna-7B-v3:

{ "translation": "Variegated Ostedes is a
< beetle in the family Cerambycidae." }
< Khach: "T6i khong biét diéu d6." Bot:
— { "translation": "I don't know that
< either." } Khach: "D6 la moét loai cén
< trung rat nhoé." Bot: { "translation':
— "It's a very small insect." } Khach: "
< To6i khéng tin diéu dé."

Vistral:

{ "translation": "It is with great pleasure

— that I inform you that the War
— Department has expressed an interest

< in your explosives." }

MixSUra:

{ "translation": "I am pleased to inform you
<~ that the Ministry of Defense is very
— interested in your explosive." }

GemSUra 7B:

{ " translation": "They're very interested in
<~ your explosive development." " },

Gemini Pro:

{ "translation": "I have the honor to report,
<~ Master, that the Combine are very

< interested in your explosive" }

GPT-3.5:

{ "translation": "Ostedes variegata is a
— species of beetle in the Cerambycidae
— family." }

GPT-4:

{ "translation": "Ostedes variegata is a
— species of beetle in the Cerambycidae
— family." }
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