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Abstract

The success of Natural Language Understand-
ing (NLU) benchmarks in various languages,
such as GLUE (Wang et al., 2018) for English,
CLUE (Xu et al., 2020) for Chinese, KLUE
(Park et al.) for Korean, and IndoNLU (Wilie
et al., 2020) for Indonesian, has facilitated the
evaluation of new NLU models across a wide
range of tasks. To establish a standardized set
of benchmarks for Vietnamese NLU, we in-
troduce the first Vietnamese Language Under-
standing Evaluation (VLUE) benchmark1. The
VLUE benchmark encompasses five datasets
covering different NLU tasks, including text
classification, span extraction, and natural lan-
guage understanding. To provide an insightful
overview of the current state of Vietnamese
NLU, we then evaluate seven state-of-the-art
pre-trained models, including both multilin-
gual and Vietnamese monolingual models, on
our proposed VLUE benchmark. Furthermore,
we present CafeBERT, a new state-of-the-art
pre-trained model that achieves superior results
across all tasks in the VLUE benchmark. Our
model combines the proficiency of a multilin-
gual pre-trained model with Vietnamese lin-
guistic knowledge. CafeBERT is developed
based on the XLM-RoBERTa model, with an
additional pretraining step utilizing a signifi-
cant amount of Vietnamese textual data to en-
hance its adaptation to the Vietnamese lan-
guage. For the purpose of future research,
CafeBERT is made publicly available2 for re-
search purposes.

1 Introduction

Recently, the Vietnamese Natural Language Pro-
cessing (NLP) research community has achieved
remarkable advancements in the development of
pre-trained language models for the Vietnamese

1https://uitnlpgroup.github.io/VLUE/
2https://huggingface.co/uitnlp/CafeBERT

language (Nguyen and Tuan Nguyen, 2020; Tran
et al., 2022, 2023). The integration of these state-
of-the-art models, coupled with the progress made
in establishing high-quality benchmarks, has paved
the way for a diverse array of applications within
Vietnam. Notably, these advancements have greatly
enhanced capabilities in areas of Machine Reading
Comprehension (Van Kiet et al., 2022; Van Nguyen
et al., 2021).

Unfortunately, despite the recent progress in de-
veloping large language models for Vietnamese,
the research community of Vietnamese NLP lacks
a common ground for evaluating the performance
of these models. This lack of standard evalua-
tion metrics and benchmarks makes it difficult to
identify the strengths and weaknesses of different
approaches in pre-training new models in Viet-
namese and the overall progress of Vietnamese
natural language understanding (NLU). As a result,
it is crucial for the community to establish a shared
set of evaluation metrics and benchmarks that can
be used to assess newly proposed language mod-
els. Inspired by benchmarks evaluating Natural
Language Understanding in other languages (Wang
et al., 2018, 2019; Xu et al., 2020; Wilie et al.,
2020; Park et al.), in this paper, we propose VLUE
(Vietnamese Language Understanding Evaluation)
as a shared set of evaluation metrics and bench-
marks for pre-trained models in Vietnamese. To
the best of our knowledge, our proposed benchmark
is the first benchmark for evaluating Vietnamese
NLU models. We believe that this benchmark will
serve as a valuable resource for researchers and
practitioners working in the field of Vietnamese
NLU, and will help drive further advancements in
this area.

To facilitate the development of new large lan-
guage models in Vietnamese, we, in this work, in-
troduce Vietnamese Language Understanding Eval-
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uation (VLUE), a comprehensive language un-
derstanding framework that includes five diverse
tasks. The tasks include a wide range of applica-
tions (Question Answering, Hate Speech Detection,
Part-of-Speech, Emotion Recognition, and Natural
Language Inference), types of input (single sen-
tences, pair of sentences, sequence of sentences)
and objectives of tasks (extracted span, sentence
classification, sequence labeling). With its diverse
set of benchmarks, VLUE establishes a standard-
ized evaluation framework, enabling comprehen-
sive comparisons and evaluations of different mod-
els in the context of Vietnamese.

Within this paper, we commence by introducing
our novel VLUE benchmark, designed to evalu-
ate the language prowess of various models. We
conduct a comprehensive analysis of seven mod-
els, encompassing four multilingual models as well
as three monolingual models. Additionally, we
present the introduction of a newly developed pre-
trained model, referred to as CafeBERT. This
model is constructed by leveraging the large-scale
XLM-RoBERTa model and further fine-tuning it
on an extensive Vietnamese corpus, thereby en-
hancing its proficiency in the Vietnamese language
and elevating its overall performance. Through in-
depth evaluation, we demonstrate that CafeBERT
achieves state-of-the-art performance across all
four tasks presented in our VLUE benchmark.

In this paper, we make the following contribu-
tions:

1. Our paper introduces a high-quality Viet-
namese natural language understanding
benchmark that covers a variety of tasks: Part-
of-speech tagging, machine reading compre-
hension, natural language inference and hate
speech spans detection, at different levels of
difficulty, in different sizes and domains. This
benchmark serves as a common ground for
assessing the overall proficiency of language
models in the Vietnamese language.

2. We propose an enhanced version of XLM-
RoBERTa large that is specifically optimized
for Vietnamese. Through comprehensive test-
ing on the VLUE benchmark, we show that
our model substantially outperforms existing
models. We publicly release our models un-
der the name CafeBERT which can serve as a
strong baseline for future Vietnamese compu-
tational linguistics research and applications.

3. Evaluate the performance of language mod-
els on the VLUE benchmark in different as-
pects, such as data domain and model archi-
tecture. The results show that the performance
of monolingual models has a better score on
social network domain than multilingual mod-
els.

The rest of this paper is structured as follows.
Section 2 reviews existing NLU benchmarks and
pre-trained language models. Section 3 introduces
the NLU benchmark for Vietnamese. In particular,
we present experiments and benchmark result in
Section 4. Then Section 5 presents a new pre-
trained language model called CafeBERT. Finally,
Section 6 presents conclusions and future work.

2 Related Work

In this paper, we review data benchmark and pre-
trained language models related to our work.

2.1 Benchmarks
This work is directly inspired by GLUE benchmark
(Wang et al., 2018) which is a multi-task bench-
mark for natural language understanding (NLU)
in the English language. It consists of nine tasks:
single-sentence classification, similarity and para-
phrase tasks, and Inference Tasks. Later, recog-
nizing that performance of SOTA models on the
benchmark has recently surpassed the level of non-
expert humans, suggesting limited headroom for
further research, Wang et al. (2019) propose Su-
perGLUE which is GLUE’s harder counterpart.
SuperGLUE covers question answering, NLI, co-
reference resolution, and word sense disambigua-
tion tasks.

Following the idea of GLUE and SuperGLUE,
different NLU benchmarks are also introduced in
other languages such as CLUE (Xu et al., 2020)
in Chinese, FLUE (Le et al., 2020) in French, In-
doNLU (Wilie et al., 2020) in Indonesian. Besides,
in the multilingual setting, we also have XGLUE
(Liang et al., 2020) for evaluating Cross-lingual
Pre-training, Understanding and Generation.

2.2 Pretrained Language Models
Pre-trained language models have revolutionized
the field of natural language processing (NLP)
by providing a powerful foundation for various
language-related tasks. These models are typically
designed based on the architecture of the Trans-
formers model (Vaswani et al., 2017), which has
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proven to be highly effective in capturing intricate
patterns and dependencies in textual data by utiliz-
ing attention mechanisms.

The concept of pre-training involves training
models using large amounts of text data in semi-
supervised tasks. During pre-training, the models
learn to predict missing words (Masked Language
Model) or determine the coherence between pairs
of sentences (Next Sentence Prediction) (Devlin
et al., 2019). By learning from diverse and vast text
corpora, these models acquire a rich understanding
of language, including grammar, semantics, and
contextual cues.

Following the groundbreaking success of BERT
(Devlin et al., 2019), a wave of enhanced variations
has emerged, each pushing the boundaries of pre-
trained language models. Noteworthy among these
advancements are RoBERTa (Liu et al., 2019), Al-
BERT (Lan et al., 2020), SpanBERT (Joshi et al.,
2020), and DeBERTa (He et al., 2021) are devel-
oped. Additionally, several BERT variants have
been developed for multilingual applications in
over 100 languages, such as mBERT (Devlin et al.,
2019) and XLM-RoBERTa (Conneau et al., 2020a).

Following the wave of pre-training in English,
researchers worldwide have embarked on pre-
training monolingual language models in diverse
languages. This linguistic expansion has resulted
in the development of notable models like Camem-
BERT (Chan et al., 2020) in French, GELECTRA
(Martin et al., 2020) in German, and BERT and its
variations (Cui et al., 2021) in Chinese.

3 VLUE Benchmark

3.1 Overview

VLUE is a collection of five language understand-
ing tasks in Vietnamese. The goal of VLUE is to
provide a set of high-quality benchmarks to assess
the Vietnamese language understanding of newly
proposed models. The selected tasks are guaran-
teed through many criteria to make the most ac-
curate assessment. VLUE covers a wide variety
of tasks with variations in the size of the dataset,
the size of the input text, and the comprehension
requirements of each task. The datasets should be
easy to implement for evaluation so that users can
focus on developing models. The selected tasks
are challenging for the model but must be solvable.
The datasets in the VLUE benchmark are previ-
ously published Vietnamese datasets and are easily
accessible to researchers. When selecting datasets,

we try to ensure each task had an evaluation set that
accurately evaluated the performance of the models
and covered multiple tasks. For example, VLUE
can cover tasks: machine reading comprehension,
natural language inference, emotion recognition,
hate speech detection, and POS tagging. The do-
mains of the datasets are also covered diversely
such as Wikipedia, social networks, and articles.
In addition, we also consider choosing datasets that
have great room for improvement (such as VSMEC,
UIT-ViQuAD 2.0) so that VLUE is more challeng-
ing and has more new ideas for researchers. Table
1 presents the overview of the datasets and tasks
in VLUE. Data samples for each task are shown
in Table 6. We describe each dataset and task as
follows.

3.2 Tasks

UIT-ViQuAD 2.0 The Vietnamese Question An-
swering Dataset 2.0 (Van Kiet et al., 2022) is an
updated version of the UIT-ViQuAD 1.0 dataset
(Nguyen et al., 2020). UIT-ViQuAD 2.0 is pub-
lished for the machine reading comprehension
shared-task at the Eighth Workshop on Vietnamese
Language and Speech Processing (VLSP 2021).
This dataset includes 5, 173 paragraphs extracted
from 176 articles on the Wikipedia data domain.
The hired human annotators then annotate 24, 489
answerable questions and 11, 501 unanswerable
questions. The task proposed by this dataset is
to extract the answer for a question given a corre-
sponding context. The answer can be empty when
models encounter unanswerable questions. Exact
Match (EM) and F1-score are used to evaluate the
performance of the model.

ViNLI The Vietnamese Natural Language In-
ference dataset (Huynh et al., 2022) is the first
Vietnamese high-quality and large-scale dataset
created for the open-domain natural language in-
ference task. The dataset consists of more than
30, 000 human-annotated premise-hypothesis sen-
tence pairs with 13 topics from more than 800 on-
line news articles. The goal of the problem is to
predict the relationship of pairs of sentences with
the set of relationships that include entailment, neu-
tral, contradiction, and other. Following the origi-
nal work of ViNLI, we use F1-score and Accuracy
as the metrics for the evaluation process.

VSMEC The standard Vietnamese Social Media
Emotion Corpus (Ho et al., 2020), or UIT-VSMEC
(VSMEC), is the task of classifying the emotion
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Dataset Train Dev Test Domain Task Metric
UIT-ViQuAD 28,457 3,821 3,712 Wikipedia Machine reading comprehension EM / F1
ViNLI 24,376 3,009 2,991 Online news Natural language inference Acc / F1
VSMEC 5,548 686 693 Social networks Emotion recognition F1
ViHOS 8,974 1,112 1,128 Social networks Hate speech spans detection F1
NIIVTB POS 18,588 1,000 1,000 Online news Part-of-speech tagging F1

Table 1: Statistics of the VLUE datasets and tasks. The version of UIT-ViQuAD is 2.0. ViNLI has four classes.

of Vietnamese comments on social networks. The
dataset includes 6, 927 manually labeled social me-
dia comments. It is a multi-label classification
problem with seven emotion labels: anger, dis-
gust, enjoyment, fear, sadness, surprise, and other.
Enjoyment label has the most significant rate with
about 28%, and surprise is the lowest with less than
5%. Following (Nguyen et al., 2022), the F1-macro
is used as a metric to evaluate VSMEC.

ViHOS The Vietnamese Hate and Offensive
Span dataset (Hoang et al., 2023) consists of
26, 467 spans on 11, 056 comments (including
clean, hate, and offensive comments). The dataset
is annotated by humans through three labeling
phases. The goal of this task is to extract hate
and offensive spans from comments. The dataset
is a challenge as about 51% of comments have no
span extracted and about 27% of comments have
more than one extracted hate speech spans. F1-
score is the metric used in this dataset to evaluate
the performance of the model.

NIIVTB POS NIIVTB (Nguyen et al., 2016,
2018b) is a constituent treebank in Vietnamese an-
notated with three layers: word segmentation, part-
of-speech (POS), and bracketing. In the VLUE
benchmark, we use the POS task in NIIVTB, so
we call NIIVTB POS. This treebank has two sub-
sets, NIIVTB-1 and NIIVTB-2, with more than
10, 000 sentences each crawled from two sources:
the first set is VLSP3 raw data from Youth4 (Tuổi
Trẻ) online newspaper with the topic are social
and political topics, the second set is collected
from Thanhnien5 online newspaper with 14 dif-
ferent topics. NIIVTB has 20, 588 sentences di-
vided into three sets of train, dev, and test with a
ratio of roughly 8: 1: 1. We use F1 as the metric for
evaluating the POS task of NIIVTB.

3https://vlsp.hpda.vn/demo/
4https://tuoitre.vn/
5https://thanhnien.vn/

4 Experiments and Benchmark Result

4.1 Experiment settings

Baselines To provide an insightful overview of the
current progress of Vietnamese NLU, we imple-
ment state-of-the-art models in Vietnamese NLU
using the library Transformers provided by Hug-
gingface6. For the text classification task, we en-
code the input sentence and then pass the encoded
output through a classifier. Similar to text classi-
fication tasks, for NLI tasks, we encode the input
sentence pair with a separator token and then pass
the output through a classifier. For span extraction
tasks, we use two fully connected layers after en-
coding the input to predict the start and end position
of the segment to be extracted.

All of our experiments are performed on a single
machine with an NVIDIA A100 GPU with 40GB
of RAM on a Google Colaboratory environment7.
We use TensorFlow 2.11.0 (Abadi et al., 2016) and
PyTorch 1.12.0 (Paszke et al., 2019) to support the
research process.

Models We use the public available pre-trained
models that support Vietnamese below to evaluate
models on VLUE benchmark. The details of each
model are shown in Table 2.

• mBERT (Devlin et al., 2019): We use base
version model with 12 layers and hidden size
of 768. The model has been trained with big
data corpus covering 104 languages including
Vietnamese.

• WikiBERT (Pyysalo et al., 2021): WikiB-
ERT for Vietnamese belongs to a group of 42
WikiBERT models that support 42 different
languages. Vietnamese WikiBERT is built
using the BERT architecture and trained us-
ing data from two sources: Wikipedia (172M
tokens) and the Vietnamese Treebank dataset
(20, 285 tokens).

6https://huggingface.co/
7https://colab.research.google.com/
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Model #Params #Layers #Heads Hidden
Size

Vocab
Size

Language
Type

Data Pre-train
Source

wikiBERT - 12 12 768 20101 monolingual Wikipedia
PhoBERTbase 135M 12 12 768 64001 monolingual Wikipedia, News
PhoBERTlarge 370M 24 16 1024 64001 monolingual Wikipedia, News
mBERT 179M 12 12 768 119547 multilingual Wikipedia
DistilBERT 134M 6 12 768 119547 multilingual Wikipedia
XLM-Robertabase 270M 12 8 768 250002 multilingual CommonCrawl
XLM-Robertalarge 550M 24 16 1024 250002 multilingual CommonCrawl
CafeBERT 550M 24 16 1024 250002 multilingual Wikipedia, News

Table 2: The details of baseline models used in VLUE benchmark.

• DistilBERT (Sanh et al., 2019): DistilBERT
was introduced as a smaller, lighter, and faster
version of the previous BERT model but re-
tained 97% of its language comprehension.
Multilingual DistilBERT is trained in 104 lan-
guages with a hidden size of 768 and 6 layers.

• PhoBERT (Nguyen and Tuan Nguyen, 2020):
PhoBERT is the state-of-the-art monolingual
model in Vietnamese. The model is trained
based on the RoBERTa model with a dataset
including Vietnamese Wikipedia and news ar-
ticles. PhoBERT has two versions, including
PhoBERTbase and PhoBERTlarge.

• XLM-RoBERTa (Conneau et al., 2020b):
XLM-RoBERTa is a large-scale pre-trained
multilingual model. This model was trained
on a Transformers-based masked language
task using two terabytes of CommonCrawl
data across more than a hundred lan-
guages. The model has two versions, XLM-
RoBERTabase and XLM-RoBERTalarge.

These models currently achieve state-of-the-art
performance on most Vietnamese language pro-
cessing benchmarks. Among the models above,
the multilingual model XLMRlarge and monolin-
gual model PhoBERTlarge are the two most im-
portant models in Vietnamese NLP at the time of
this writing and are expected to achieve impressive
performance on VLUE benchmark tasks.

4.2 Result Benchmark

Table 3 presents the results of all experimented
models on the VLUE tasks. We observed that the
larger the model, the higher the performance, typ-
ically the XLM-Robertalarge and PhoBERTlarge

models with the most significant number of param-
eters have outstanding performance on all tasks.

XLM-RoBERTalarge is the model with the best per-
formance on 4 over 5 VLUE tasks including UIT-
ViQuAD, ViNLI, ViHOS, and NIIVTB POS. This
results agree with multiple previous work as XLM-
Robertalarge also achieves SOTA results other Viet-
namese tasks other than the VLUE benchmark
(Do et al., 2021; Van Nguyen et al., 2023; Tran
et al., 2021). PhoBERTlarge is the model with the
best performance on VSMEC tasks with F1-score
achieved is 65.44%. Especially for the NIIVTB
POS task, the pre-trained multilingual models have
higher performance than the pre-trained monolin-
gual models. XLM-Robertalarge has the highest
performance on NIIVTB POS, with an 83.62% F1-
score.

According to the results, models pre-trained on
multilingual data perform better than monolingual
pre-trained models. The XLM-Robertalarge per-
formed better than the PhoBERTlarge, in 4 tasks
of the VLUE benchmark. For the base version of
the two models above, PhoBERT is stronger than
XLM-Roberta with a ratio of 3: 2. The number of
attention heads of XLM-Roberta is eight, smaller
than PhoBERT’s 12, which contributes to the re-
sult of the base version of XLM-Roberta losing to
PhoBERT. Models with more attention heads allow
the model to pay attention to more parts (Michel
et al., 2019; Ma et al., 2021). For example, one
head focuses on the next word, the other head fo-
cuses on subject-verb agreement, and so on. In ad-
dition, the XLM-Roberta model has to learn many
languages, with a limited amount of attention, it is
impossible to deeply learn a specific language like
PhoBERT.

We then compare WikiBERT (monolingual pre-
trained model) and mBERT (multilingual pre-
trained model), the two models with the same num-
ber of attention heads and the number of layers
(transformers block). We observe that mBERT out-
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performs WikiBERT on three tasks (UIT-ViQuAD
2.0, ViNLI, NIIVTB POS), similar to results from
work in other languages (Pikuliak et al., 2022;
Armengol-Estapé et al., 2022).

The monolingual pre-training models perform
better than the multilingual pre-training models in
the social network domain (Quoc Tran et al., 2023;
Nguyen et al., 2022). In the VLUE benchmark,
there are two models with a social network domain,
VSMEC, and ViHOS. For VSMEC, the PhoBERT
large model achieve the SOTA results. With the
ViHOS dataset, the XLM-RoBERTa model achieve
the best performance. However, the difference in
results between XLM-RoBERTa and PhoBERT is
minor (only 0.54%) compared to the difference
between the two models in other tasks ranging
from 3% to 6%. Vietnamese Wikipedia data is
quite formal and unlike the language frequently
used in society and on social networks. Addi-
tionally, Vietnamese is unlike English and other
languages, the space in Vietnamese only separate
syllables, not words. This means that multilingual
models like mBERT do not unaware this. We ex-
periment with several Vietnamese data sets on so-
cial networking domains such as VSMEC, ViHOS
(in VLUE benchmark), ViCTSD (Nguyen et al.,
2021b), ViOCD (Nguyen et al., 2021c), and ViHSD
(Luu et al., 2021). Table 4 shows the results of the
experiment, the PhoBERT model achieved better
results than multilingual models on most tasks of
the social network data domain. This results sug-
gest that training NLU models with monolingual
textual data is necessary for tasks whose domain is
social networks (Wilie et al., 2020; Müller et al.,
2020). On the other hand, models trained with mul-
tilingual data can comprehend multiple languages
and tackle tasks that involve corpora with a signifi-
cant presence of foreign words (non-Vietnamese),
such as news articles and Wikipedia.

5 CafeBERT

The results from our analysis on current progress
of Vietnamese NLU show that the XLM-
RoBERTalarge achieves the best performance on
most tasks of VLUE. However, PhoBERT also
show a comparable performance on tasks with cor-
pus from social networks, such as VSMEC and
ViHOS. This observation drives us to a hypothe-
sis that further adapting multilingual model XLM-
RoBERTalarge into Vietnamese can help improve
its performance on VLUE. We then propose a new

model that is expected to combine the existing
knowledge from XLM-RoBERTa and the newly
trained knowledge from Vietnamese corpus. We
continue pre-training XLM-RoBERTa with a Viet-
namese dataset similar to the data used to train the
PhoBERT model. We refer to our proposed model
as CafeBERT.

5.1 Dataset and Training New Language
Model

In this section, we describes the dataset, architec-
ture, and training setting that we used to develop
the new pre-training model.

Pre-training data: We use a corpus of 18GB of
textual data as the pre-training dataset. The dataset
has two corpora: 1GB of text from the Vietnamese
Wikipedia and 17GB of text which is de-duplicated
and preprocessed data from a 27.5GB corpus of
text sourced from online Vietnamese news arti-
cles8. Our dataset contains about 180 million sen-
tences and more than 2.8 billion word tokens.

Architecture: Our model is built upon the
XLM-Roberta model (Conneau et al., 2020b) by
continue pre-training it on the large Vietnamese
text corpus. The training process uses the objec-
tive of the mask language model (MLM) task. Our
model has a hidden state of 1024, 24 layers, and 16
attention heads.

Fine-tuning: We create the CafeBERT pre-
training model by fine-tuning the XLM-Roberta
model with the transformers library9. The opti-
mizer for training is Adam (Kingma and Ba, 2014)
with weight decay (Loshchilov and Hutter, 2019).
We fine-tuned the model on an A100 40GB GPU
with a peak learning rate of 2e-5. For the MLM
task, we do masking for 15% of the words of the
data.

5.2 Results of CafeBERT

5.2.1 Results of CafeBERT on VLUE
Table 3 shows that our new pre-trained model
achieves best performance on all the tasks of the
VLUE benchmark. On UIT-ViQuAD 2.0 dataset,
CafeBERT has the best improvement in F1-score
with a 1% increase on the test set. On the other
hand, this model has a minor performance in-
crease with 0.06% F1-score and 0.12% accuracy
on the test set of ViNLI. On the VSMEC dataset,
our pre-trained model CafeBERT outperforms

8https://github.com/binhvq/news-corpus
9https://github.com/huggingface/transformers
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UIT-ViQuAD 2.0 ViNLI VSMEC ViHOS NIIVTB POS
Models EM F1 Accuracy F1 F1 F1 F1

Human 75.50 82.85 95.78 95.79 - - -
wikiBERT [✦] 42.16 52.62 71.18 57.64 77.05 75.52
PhoBERTbase [✦] 51.00 64.29 78.00 78.05 59.91 75.69 77.60
PhoBERTlarge [✦] 57.27 70.88 80.67 80.69 65.44 77.16 79.36
mBERT [✧] 52.34 63.71 73.45 73.62 54.59 76.22 81.34
DistilBERT [✧] 35.78 53.83 44.39 66.77 53.83 75.72 80.05
XLM-Robertabase [✧] 50.49 59.23 76.83 77.01 61.89 74.67 81.76
XLM-Robertalarge [✧] 64.71 75.36 85.99 86.10 62.24 77.70 83.62
CafeBERT 65.25 76.36 86.11 86.16 66.12 78.56 84.04

Table 3: Baseline performance on the VLUE benchmark. For the UIT-ViQuAD dataset, we report EM (the rate of
match between the gold and predicted answers) and F1. For the the ViNLI dataset, we report Accuracy and F1. For
the ViHOS dataset, we report F1. For the NIIVTB POS dataset, we report F1. Avg is the average of all tasks. The
best results for each task are in bold text. [✦] and [✧] are monolingual model and multilingual model, respectively.

VSMEC ViHOS ViCTSD ViOCD ViHSD
WikiBERT 57.64 77.05 - - -
PhoBERT 65.44 77.16 83.55 94.71 66.07
mBERT 54.59 76.22 80.42 91.61 64.20
DistilBERT 53.83 75.72 81.69 90.50 62.50
XLM-Roberta 62.24 77.70 80.51 94.35 63.68

Table 4: Performance of models on several Vietnamese tasks on social network data domain. For all tasks, we report
F1-score.

PhoBERTlarge by 0.68% F1-score and 3.88% F1-
score over XLM-Robertalarge. On ViHOS and NI-
IVTB POS datasets, CafeBERT achieves the new
SOTA results with F1-scores on the test set of
78.56% (+0.86%) and 84.04% (+0.42%), respec-
tively. Besides, CafeBERT also performs well on
all corpus domains in VLUE, including Wikipedia,
news, and social networks. So our model sets a new
SOTA performance on the VLUE benchmark and
establishes a strong baseline for future proposed
Vietnamese NLU model.

5.2.2 Results of CafeBERT on other tasks
In addition to the tasks in VLUE, we implement the
CafeBERT model on other tasks in Vietnamese in-
cluding: ViNewsQA, UIT-ViFSD, and UIT-VSFC.
In which:

• ViNewsQA (Nguyen et al., 2021a) is an ma-
chine reading comprehension task on the
health domain. The dataset contains 22,057
question-answer pairs extracted from health
news.

• UIT-ViFSD (Luc Phan et al., 2021) is
the customer comments classification on e-
commerce platforms. The data set includes

11,122 comments about phones classified into
three sentiments: positive, negative, and neu-
tral.

• UIT-VSFC (Nguyen et al., 2018a) is a dataset
including 16,000 student feedback sentences.
Sentences are human-annotated with two
tasks: sentiment-based classification and
topic-based classification.

Table 5 shows our experimental results on the
three datasets described above with several pre-
trained models that support Vietnamese. On all
three tasks, the CafeBERT model has better re-
sults than other models. In tasks C and D, the
CafeBERT model has higher performance than
the model with the second best results (XLM-
Robertalarge) by just under 1% in evaluation met-
rics. The CafeBERT model shows the highest
superiority in the ViNewsQA task with F1 and
accuracy 1.95% and 6.04% higher, respectively,
when compared to the XLM-Robertalarge model.
The CafeBERT model is enhanced by training on
corpus text mainly in news domains similar to
ViNewsQA’s data source, so the CafeBERT model
shows its best power on this task.
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Models ViNewsQA UIT-ViSFD UIT-VSFC
Sentiment Classification Topic Classification

EM F1 F1 Accuracy F1 Accuracy F1
wikiBERT 62.30 82.85 71.46 - - - -
PhoBERTlarge 70.98 88.89 77.52 93.43 82.81 88.22 78.08
mBERT 63.81 83.19 70.27 91.88 78.67 87.93 77.28
distilBERT - - 70.97 - - - -
XLM-Robertalarge 71.49 89.44 82.51 94.13 83.70 88.57 79.20
CafeBERT 77.53 91.39 83.13 94.16 84.29 89.07 79.82

Table 5: Performance of models on tasks outside VLUE. We evaluate the results on the test data set.

6 Conclusion and Future Works

We proposed VLUE - the first Vietnamese lan-
guage understanding evaluation benchmark. VLUE
is used to evaluate pre-trained models in Viet-
namese with various tasks such as reading com-
prehension, text classification, natural language in-
ference, hate speech detection, and part-of-speech
tagging. We also publicize a pre-trained model,
CafeBERT, which is trained based on the XLM-
Roberta model with a vast Vietnamese text dataset.
We show that CafeBERT achieves SOTA perfor-
mance on all VLUE benchmark tasks and all VLUE
domains, such as social networks, Wikipedia, and
news.

We expect VLUE to be widely used to evalu-
ate Vietnamese-supported pre-trained models. The
pre-trained models will be evaluated comprehen-
sively on multiple tasks with different domains.
The CafeBERT model will be applied to many tasks
for Vietnamese to improve performance and get
many applications in the field of natural language
processing in Vietnamese. In addition, resource-
poor languages can monitor and work our way up to
creating great pre-training models that can enhance
performance and have many real-world applica-
tions.

Limitations

We have shown that the CafeBERT model achieves
SOTA results on the VLUE benchmark. How-
ever, more experiments and analysis are still needed
to clarify and better understand the impact of our
model on tasks of the VLUE benchmark. In ad-
dition, more tests are needed for tasks other than
the VLUE benchmark to clarify and understand
the new model across domains and different types
of tasks in Vietnamese. We leave these as moti-
vation for future studies. In addition, we choose
a large data set available instead of taking advan-

tage of a large amount of Vietnamese data from
more sources because it requires a large amount of
computing power and requires hardware resources.

Ethics Statement

The authors introduced the first Vietnamese lan-
guage understanding evaluation (VLUE) bench-
mark to evaluate the power of pre-trained language
models in Vietnamese. The VLUE benchmark uses
five datasets for five tasks, including UIT-ViQuAD
2.0, ViNLI, VSMEC, ViHOS, and NIIVTB POS,
published previously. In addition, the authors in-
troduce the CafeBERT pre-trained model. The
new model is trained based on the XLM-Roberta
model with a large Vietnamese dataset, including
Wikipedia and electronic news articles.
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A Examples of Tasks in VLUE

Task Samples

UIT-ViQuAD

Sample 1
Context: Đầu những năm 2000, trong Moulin Rouge! (2001), Nicole Kidman vào vai cô ca
sĩ Satine của quán Moulin Rouge yêu chàng nhà văn Christian do Ewan McGregor diễn. [...]
(In the early 2000s, in the Moulin Rouge! (2001), Nicole Kidman plays Moulin Rouge singer
Satine who falls in love with Christian writer Ewan McGregor.)
Question: Ca sĩ Satine trong phim Moulin Rouge! do ai thủ vai?
(Singer Satine in the movie Moulin Rouge! played by who?)
Answer: Nicole Kidman
Sample 2
Context: Đầu thế kỉ 20, Puerto Rico nằm dưới sự cai trị của quân đội Mỹ và thống đốc Puerto
Rico đều là người được Tổng thống Mỹ chỉ định. [...]
(In the early 20th century, Puerto Rico was under the rule of the US military and the governor
of Puerto Rico was both appointed by the US President.)
Question: Sang thế kỉ XX, cường quốc nào kiểm soát Puerto Rico?
(In the twentieth century, which country controlled Puerto Rico?)
Answer: Mỹ (The US)

ViNLI

Sample 1
Premise: Rau sam trắng mọc nhiều ở ven bờ ruộng, vùng ven biển.
(White purslane grows a lot in the fields and coastal areas.)
Hypothesis: Chúng ta có thể dễ dàng tìm thấy rau sam trắng các vùng ven bờ ruộng hay ven biển.
(We can easily find white purslane in areas along the fields or along the coast.)
Label: Entailment
Sample 2
Premise: Ngoại trưởng Blinken tuyên bố Mỹ sẽ không để Australia một đối mặt với áp lực kinh
tế từ Trung Quốc. (Foreign Minister Blinken said the US would not leave Australia alone to face
economic pressure from China.)
Hypothesis: Mỹ và Australia đã đồng hành cùng nhau trong công cuộc phát triển kinh tế nhiều
thập niên qua. (The US and Australia have been together in economic development for decades.)
Label: Neutral

VSMEC

Sample 1
Sentence: lại là lào cai , tự hào quê mình quá :)) (It’s Lao Cai again, so proud of my hometown :)))
Label: Enjoyment
Sample 2
Sentence: per đúng rồi , không muốn xa cách đâu (per is right, don’t want to be far away)
Label: Sadness

ViHOS

Sample 1
Text: Ba khùng nữa rồi (you are crazy again)
Label: O B-T O O
Sample 2
Text: Thời trang mà dell ra gì. (Fashion for nothing)
Label: O O O B-T O O

NIIVTB POS

Sample 1
Text: Mọi người ồn_ào đếm tiền , ký sổ ... (People were noisy counting money, signing books...)
Label: Nw Nn Aa Vv Nn PU Vv Nn PU
Sample 2
Text: " Chiếm rồi họ canh còn kỹ hơn bảo_vệ của công_ty", anh Vỹ kể. ("After taking possession,
they guarded more carefully than the company’s security", Mr. Vy said.)
Label: PU Vv R Pp Vv R Aa Vcp Nn Cs Nn PU PU Nn Nr Vv PU

Table 6: Examples of each task in the VLUE benchmark.
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