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Abstract

Reinforcement learning from human feedback
(RLHF) has been extensively employed to align
large language models with user intent. How-
ever, proximal policy optimization (PPO) based
RLHF is occasionally unstable requiring signif-
icant hyperparameter finetuning, and computa-
tionally expensive to maximize the estimated
reward during alignment. Recently, direct pref-
erence optimization (DPO) is proposed to ad-
dress those challenges. However, DPO often re-
lies on contrastive responses generated from hu-
man annotator and alternative LLM, instead of
the policy model, limiting the effectiveness of
the RLHF. In this paper, we addresses both chal-
lenges by systematically combining rejection
sampling (RS) and DPO. Our proposed method,
RS-DPO, initiates with the development of a
supervised fine-tuned policy model (SFT). A
varied set of k responses per prompt are sam-
pled directly from the SFT model. RS-DPO
identifies pairs of contrastive samples based
on their reward distribution. Finally, we apply
DPO with the contrastive samples to align the
model to human preference. Our experiments
indicate that our proposed method effectively
fine-tunes LLMs with limited resource envi-
ronments, leading to improved alignment with
user intent. Furthermore, it outperforms exist-
ing methods, including RS, PPO, and DPO.

1 Introduction

State-of-the-art (SOTA) LLMs such as GPT-4 (Ope-
nAl, 2023), LLaMa (Touvron et al., 2023) etc., are
trained with several stages. With pre-training and
supervised instruction tuning, LL.Ms learns to fol-
low specific instructions to complete various tasks
with zero-shot or few-shot prompts (Chowdhery
et al., 2022). To further improve the LLMs’ in-
telligence as close as to human and ensure a more
helpful and harmless model, alignment is important
as the last-mile LLM training procedure (Ziegler
et al., 2019; Stiennon et al., 2020b; Bai et al., 2022;
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Ouyang et al., 2022). Reinforcement learning with
human feedback (RLHF) (Christiano et al., 2017)
is the most adopted approach for alignment train-
ing and it usually involves training a reward model
with human preference datasets which optimizes
a reward function based on the human-annotated
preference. Then LLMs are fine-tuned to learn to
maximize the reward of their responses using rein-
forcement learning algorithms, including proximal
policy optimization (PPO) (Schulman et al., 2017),
REINFORCE (Williams, 2004), and similar vari-
ants. While PPO is used by SOTA LLMs due to
its ease of use and good performance, training with
PPO has few limitations, including complexity of
training multiple LLMs, and sampling from policy
model in training loop, high GPU memory require-
ment with hosting multiple LLMs during training,
and sensitivity to training data and reward models.

To make RLHF training more efficient, there are
methods proposed from different perspective. In
order to reduce the preference data effort by human
annotation, (Lee et al., 2023) and (Tunstall et al.,
2023) proposed to train the LLM to align to the
LLM’s preference rating in order to save human ef-
fort. (Santacroce et al., 2023) proposed a combined
strategy to merge SFT and reward models as well
as in PPO with LoRA selection in order to reduce
latency and memory footprint. (Dong et al., 2023;
Gulcehre et al., 2023) used reward model to se-
lect ranked high-reward good samples to supervise
fine-tune the models and iteratively repeating this
process yield good results. To reduce the memory
and save training resources, (Rafailov et al., 2023)
proposed the direct preference optimization (DPO)
to remove the need of training reward model, and
directly optimize the policy model using a simple
classification to maximize the difference between
likelihood of human preference pairs. This method
proves equivalent performance by implicitly max-
imize the reward. However, it is mainly trained
on human preference data to learn the alignment,
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instead of sampling the policy model’s response
for optimization. LLaMa2 (Touvron et al., 2023)
adopts several rounds of rejection sampling to se-
lect the best samples from k& model-generated sam-
ples for fine-tuning before PPO in order to boost
the model performance. But rejection sampling
only selects the best samples instead of preference
pairs, with low data usage efficiency. RSO (Liu
et al., 2023) proposes to generate preference data
from the target optimal policy using rejection sam-
pling, enabling a more accurate estimation of the
optimal policy. Compared to RSO, our proposed
method (RS-DPO) directly employs a point-wise
reward model for response ranking and optimiza-
tion, utilizing logistic loss exclusively during pol-
icy optimization. Unlike RSO’s approach of sta-
tistical rejection sampling and tournament ranking
for response generation and selection, RS-DPO
generates a fixed number of responses per prompt
and relies on computing reward gaps between re-
sponses for preference data generation, resulting
in reduced computational expense. Additionally,
while RSO lacks evaluation on standard alignment
benchmarks and comparison against PPO, RS-DPO
demonstrates its effectiveness against other RLHF
methods on such benchmarks.

In this work, we propose RS-DPO method for
RLHF training that combines the advantages of
existing efficient methods, including offline pref-
erence data generation using rejection sampling,
and using DPO in order to reduce the training GPU
memory consumption. Specifically, RS-DPO gen-
erates responses from the large language model
directly, and leverages rejection sampling (RS) to
sample synthetic preference pairs based on the re-
ward distribution of LLMs responses. Then, it
uses the generated preference pairs for alignment
with DPO. The main contributions of our proposed
RLHF training method can be summarized as fol-
lows: (1) RS-DPO demonstrates stability and ro-
bustness against variations in the reward model
quality, consistently outperforming existing meth-
ods like DPO, PPO and RS. (2) In contrast to the
rejection sampling approach that focuses solely on
the best response among k generated responses
for alignment, RS-DPO selects pairs of contrastive
samples based the reward distribution, thereby en-
hancing overall performance. (3) RS-DPO sam-
ples contrastive data directly from the SFT model,
distinguishing itself from DPO which often relies
on responses from alternative language models
or human annotations. This approach contributes

to the superior performance of RS-DPO. (4) Our
proposed method is efficient, being less resource-
intensive compared to PPO, making it practical for
applications in limited resource environments.

2 Method

The aim of this study is to utilize reinforcement
learning from human feedback (RLHF) to train a
policy model with the purpose of aligning a large
language model to user intent. As the pipeline
shown in 1, our proposed method, RS-DPO, sys-
tematically combines RS and DPO. It starts by
generating a diverse set of k distinct responses
for each prompt, selecting a pair of contrasting
samples based on their reward distribution. Sub-
sequently, the method employs DPO to enhance
the performance of the language model (LLM),
thereby achieving improved alignment. Our pro-
posed method consists the following steps:

2.1 Supervised Fine-Tuning (SFT)

As a prerequisite to RLHF, this step involves
fine-tuning a pre-trained LLM, 7, using a dataset
consisting of high-quality instruction and re-
sponse pairs or chat data, denoted as Dsy =
{(z1,v1)s- -, (Tm,ym)} (Ouyang et al., 2022;
Wang et al., 2023a; Chung et al., 2022; Wang et al.,
2022). Starting from a base LLM 7, SFT maxi-
mizes the likelihood of response y given prompt x
as defined in the Equation 1.

LT — argmax Z logm(y|lz) (1)
(xvy)epsft

2.2 Reward Model Training (RM)

This step involves training a reward model to assess
the quality of a response in accordance with human
preferences, with a focus on desired downstream
attributes like helpfulness and harmlessness (Wang
et al., 2023a; Ouyang et al., 2022). The reward
model, denoted as R(x,y), takes a prompt = and a
response y, and maps them to a scalar value . Let’s
assume that we have a preference dataset, denoted
as Drm = {(fL‘l, Yii, ylw)7 sy (xna Ynli, ynw)}’
where x represents the input prompt, and y; and ¥,
are considered the worse and the better responses,
respectively, as determined by human assessment.
Reward model training uses ranked answers from
Drum to estimate the preference distribution p as
written in Equation 2 (Bradley and Terry, 1952).
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Figure 1: The pipeline of RS-DPO. Our proposed method systematically combines rejection sampling (RS) and
direct preference optimization (DPO). We start by creating a SFT model and use it to generate a diverse set of k
distinct responses for each prompt. Then, it selects a pair of contrastive samples based on their reward distribution.
Subsequently, the method employs DPO to enhance the performance of the language model (LLM), thereby

achieving improved alignment.

exp (r(, yuw))
exp (r(z, yw)) + exp (r(2, y1))
2

P(Yw = yilz) =

Subsequently, we can estimate the parameters
of the reward model through maximum likelihood
by maximizing the reward gap between ¥, and y;,
as illustrated in Equation 3 (Wang et al., 2023b;
Rafailov et al., 2023).

R(z,y) = argmin Z

(x:ylvyw)EDRM
—logo(r(z,yw)) — (r(z,w))

3

2.3 Preference Data Generation via Rejection
Sampling (PDGRS)

The goal of this step is to create a synthetic prefer-
ence pair dataset for our alignment task using the
trained SFT and RM. Let’s denote {z1,...,x,} as
a set of sampled prompts from Dry dataset. While
it is possible to sample from other prompt datasets,
it is crucial to ensure that our prompt sampling
remains within the reward model’s prompt distri-
bution for optimal performance. We first gener-
ate k distinct responses from £5FT model for each
prompt x. Then, we evaluate the quality of each
response using our trained reward model R(z, y).
Finally, we compute the reward gap for all possi-
ble pairwise combinations of responses per prompt,

(g) If the reward gap surpasses a predefined thresh-
old, we include the pair of responses in our syn-
thetic preference dataset. The process of preference
data generation is illustrated in Algorithm 1.

Since the preference data generation process
generates responses from Lgpr model, it ensures
that our RLHF is focused on aligning the Lgpr
behaviour to the human preference rather than
distilling knowledge from a larger model or hu-
man annotations. We term this process preference
data generation via rejection sampling (PDGRS),
as it involves evaluating each possible preference
data triplet combination (superior and inferior re-
sponses), and discarding those with reward gaps
below predefined threshold. In addition, our pro-
posed preference data generation process boot-
straps and substantially augments the quantity of
preference data, compared to the initial static pref-
erence dataset Dry used in the reward model train-
ing.

2.4 Direct Preference Optimization (DPO)

DPO fine-tunes £5T by directly optimizing the
policy model on static preference data (z, y;, Y ),
maximizing the likelihood of the preferred y,, over
y;- This approach eliminates the necessity of fit-
ting an explicit reward model by using the ratio of
likelihood between the policy LR model and the
original £5FT model as an implicit reward signal
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Algorithm 1 Preference Data Generation via Re-
jection Sampling
Result:
Dp = {(z, Y1, Yw) }3m : Preference dataset
Input:
{z1,...,2,} : Sample prompts from Dgrym
L5FT: SFT model
R(z,y): Reward model
7: Temperature
n: Threshold for preference data selection
fori=1:ndo
(Wi, - - - yik) | yie ~ LT (z;) > generate
k responses from £5FT model for prompt z;

(rit, .-+ rax) | ij = R(xi,y35) > compute
the reward for each of generated responses
for j=1:kdo
fori=1:kdo
if j == [ then
continue
end if

_ Tij—Til
Tgap = O(=1—1) > compute

the reward gap between the pair of responses y;;
and Yij

if 7gp > 1 then

Dp = {Dr; (i, yi1, Yij) } >

append the accepted sample

end if

end for
end for

end for

(Rafailov et al., 2023). During training process,
DPO optimizes the objective function as written in
Equation 4.

LR = argmax Z

(xvylvyw)EDP

LR (yy|2)
IOg O'(/B log m (4)
LR (yy|)

~ P18 7St ()

Our proposed method employs DPO on the syn-
thetic preference dataset Dp generated in step 2.3
using PDGRS, in order to align the policy model
with human preferences.

3 Experiments Details

This section outlines our experiments to demon-
strate the effectiveness of our proposed RS-DPO

method for the alignment task. We conduct all of
our experiments on the Llama-2-7B LLM (Touvron
et al., 2023) which is one of the state-of-the-art
LLMs at 7B parameter scale. We perform super-
vised fine-tuning (SFT), reward modeling (RM),
DPO training, and PPO training based on Hugging-
face Transformer Reinforcement Learning (TRL)
library (von Werra et al., 2020). We utilize Deep-
Speed ZeRO-3 (Rajbhandari et al., 2020) for op-
timizing GPU memory and training speed. All
experiments are conducted on 8 A100s GPUs with
40G memory per GPU.

3.1 Datasets

We use the following datasets in our experiments:

Open Assistant: Open Assistant (OASST1)
(Kopf et al., 2023) is a multilingual human-
generated conversation dataset ranked for quality.
In our experiment, we utilize the highest quality
partition based on quality ranking, comprising of
9k samples.

Anthropic/HH-RLHF: Anthropic released this
dataset that includes 169.55k conversation pairs
between humans and an Al assistant to train a help-
ful and safe Al assistant. This preference dataset
has two subsets namely helpfulness and harmless-
ness (Bai et al., 2022; Ganguli et al., 2022). In
our experiments, we only use a random sample of
the helpfulness subset of the data with the size of
roughly 10,300 samples.

WebGPT: WebGPT (Nakano et al., 2021)
dataset includes long-form question answering pref-
erence dataset annotated by humans for reward
modeling. After cleaning this dataset, we get
17,814 samples from this dataset.

3.2 Experimental Setup

We start our experiments by training a Llama-2-7B
SFT model using the Open Assistant conversation
dataset. We specifically choose this SFT dataset for
two primary reasons: (1) the same SFT model is
used across different preference datasets in RLHFE.
This helps to examine the influence of preference
dataset on our proposed method, and (2) the utiliza-
tion of high-quality chat data leads to the improved
performance of SFT models (Dettmers et al., 2023).
For SFT step, we employ linear learning rate sched-
ule with starting learning rate of 2 x 10~°, effective
batch size of 64, number of epochs of 2, weight
decay of 0.1, and a sequence length of 4096 tokens.
We do not use LoRA (Hu et al., 2021) finetuning
in the SFT step.

1668



In the response generation step during the
PDGRS (1) of our proposed method, we gener-
ate a total of £ = 16 responses for each prompt,
with the following decoding parameters: a max-
imum of 512 new tokens, a top-k value of 50, a
top-p value of 0.98, and a sampling temperature
of 1. We applied PDGRS on 10,300 samples from
Anthropic/HH-RLHF, and 12,193 samples from
WebGPT.

To assess the quality of generated responses, we
employ the pythia-6.9B reward model developed by
Open Assistant, denoted as pythia-6.9B-RM-OA
in our experiments (OpenAssistant, 2023). This
reward model is trained on a diverse set of datasets,
including Open Assistant preference (Kopf et al.,
2023), Anthropic (Bai et al., 2022; Ganguli et al.,
2022), SHP (Ethayarajh et al., 2022), hellaswag
(Zellers et al., 2019), WebGPT (Nakano et al.,
2021), and summary pairs (Stiennon et al., 2020a).
To control the impact of reward model preference
data with our proposed method, we also trained
a pythia-6.9B reward model using only WebGPT
preference dataset, denoted as pythia-6.9B-RM-
WG in our experiments. We use pythia-6.9B (Bi-
derman et al., 2023) as a base model and train it for
1 epoch with learning rate of 1 x 10> with linear
learning rate schedule.

For DPO training in our experiments, we use co-
sine learning rate schedule with an initial learning
rate of 1 x 1076, effective batch size of 64, number
of epochs of 4, § = 0.1, and a sequence length
of 4096 tokens. We use LoRA with rank = 8 to
enable training Llama-2-7B models with limited
GPU resources.

For PPO (Schulman et al., 2017) training in our
experiments, we use LoRA with rank = 8 and 8-
bit quantization for both policy and reward models.
We adopt effective batch size of 64, learning rate
of 2 x 1075, and Kullback-Leibler (KL) coefficient
of 0.2. We train the policy model between 150-200
steps to converge.

3.3 Evaluation

Assessing alignment to human preference is chal-
lenging, but recent developments have introduced
specialized benchmarks like MT-Bench (Zheng
et al., 2023) and AlpacaEval (Li et al., 2023) to
address this issue. These benchmarks leverage
strong LLM judges like GPT-4, providing a score
that strongly correlates with human preference rat-
ings. We use the following benchmarks to evaluate
model’s performance on instruction following and

alignment to user intent:

MT-Bench: MT-Bench evaluation is based
on GPT-4 judgement and achieves over 80%
agreement with human preference. MT-bench
is designed to test multi-turn conversation and
instruction-following ability of LLMs, covering
8 common categories including writing, roleplay,
extraction, reasoning, math, coding, knowledge I
(STEM), and knowledge II (humanities/social sci-
ence). MT-Bench has 10 multi-turn questions for
each category, and GPT-4 rates each turn’s response
on a scale of 1-10, with the final score being the
mean over two turns (Zheng et al., 2023).

AlpacaEval: It is an LLM-based automatic eval-
uation judged by GPT-4, where it measures the
pairwise win-rate against a baseline model (text-
davinci-003). We use 300 questions mostly focused
on helpfulness from this benchmark in our evalua-
tions (Li et al., 2023).

4 Results and Ablations

This section presents our main results. We show
sample model completions in appendix D. To com-
prehensively assess the effectiveness of our pro-
posed method, we employ a comparative analy-
sis of various preference data generation policies.
These policies guide the selection of the superior
model response, denoted as y,,, and the inferior
model response, denoated as y;, from a set of k
generated answers. The following preference data
generation policies are considered:

Best-vs-worst: This policy ranks the % re-
sponses according to their respective rewards and
selects the response with the highest reward as ¥,
and the response with the lowest reward as y;.

Best-vs-random: This policy selects the re-
sponse with the highest reward as y,,, while y;
is chosen randomly from the remaining k — 1 re-
sponses.

Original annotation: This policy chooses ¥,
and y; from the original preference data annotated
by humans or larger models.

Rejection Sampling: This method utilizes only
the response with the highest reward as y,, for each
prompt x and performs 1-step SFT using samples
(@, Yuw)-

PPO: This method dynamically generates re-
sponses y for a batch of prompts and employs a
reward model for their assessment. Subsequently,
it maximizes the cumulative reward during RLHF
training. PPO does not use any pre-generated re-

1669



sponses.

Proposed method: We consider all possible
combinations of y,, and ¥; from the k answers. We
keep all combinations with reward gap larger than
predefined threshold 7.

We also investigate the performance of our pro-
posed method under varying thresholds 7, main-
taining a constant temperature 7. Generally, lower
values of 7 and 7 lead to an increased size of
preference data in our proposed method. In con-
trast to other policies that limit the sample size
to the original preference data Dry size, our pro-
posed method considers the reward distribution
per prompt and identifies more contrastive sam-
ples (yw, y1), thereby resulting in enhanced perfor-
mance. Table 1 and Table 2 summarizes the results
on the MT-Bench and AlpacaEval benchmarks for
Anthropic/HH-RLHF and WebGPT datasets, re-
spectively.

In Table 1 and Table 2, our proposed method
consistently demonstrates superior performance
compared to other methods on the Anthropic/HH-
RLHF and WebGPT datasets. All policies exhibit
better performance than the SFT model, except for
the best-vs-random policy and PPO on MT-Bench
benchmark. This can be attributed to the best-vs-
random policy’s random selection of y;, which, if it
happens to select a high-quality response as y;, can
make optimization process challenging and noisy.

The best-vs-worst policy consistently outper-
forms other policies except our proposed method,
primarily because it consistently selects high-
quality pairs of contrastive samples. Furthermore,
the best-vs-worst policy also outperforms the origi-
nal annotation policy, despite both policies utiliz-
ing the same amount of data. This observation
holds true even for pythia-6.9B-RM-WG, which
is trained on the same original annotation dataset.
The enhanced performance of the best-vs-worst
policy can be attributed to the fact that both y; and
Y are sampled from the SFT model, as opposed to
utilizing responses from another language model
or human annotation.

Rejection sampling method is not performing
very well which can be attributed the following
factors: (1) it only utilizes ¥, for alignment and
does not take advantage of the remaining k& — 1
responses, (2) it applies 1-step SFT which can be
susceptible to overfitting issues.

The performance of PPO on Anthropic/HH-
RLHF surpasses that of other methods, with the
exception of our proposed approach and the best-vs-

worst policy. However, the performance of PPO on
MT-Bench average scores declines when applied to
WebGPT, primarily attributed to a low 2-turn score
on MT-Bench, as detailed in Tables 4 and 5 in ap-
pendix. This can be attributed to the prompt types
in the datasets, where the Anthropic/HH-RLHF
dataset comprises prompts featuring multi-turn con-
versations between humans and Al assistants, while
the WebGPT dataset exclusively involves single-
turn questions. Consequently, PPO indicates an
enhancement in second-turn performance on the
Anthropic/HH-RLHF dataset in comparison to We-
bGPT within the MT-Bench benchmark.

How does changing the threshold 7 affect our
performance of proposed method? Our proposed
method takes into account the reward distribution
per prompt to determine pairs of y; and y,, by as-
sessing the reward gap. Lower values of 7 lead to
an increased generation of preference data within
our proposed method because it allows selection of
samples with smaller reward gaps. However, set-
ting 1 too low may lead to y; and y,, being similar
in quality, potentially impeding the optimization
process and the convergence. In both datasets, re-
ducing 1 from 0.90 to 0.85 yields improved perfor-
mance as it increases preference data generation
without compromising quality. However, lower-
ing 7 further, from 0.85 to 0.80, results in a slight
performance decline in two cases when using the
pythia-6.9B-RM-OA reward model on MT-Bench
bench. This can be attributed to a substantial in-
crease in sample size, preventing the convergence
of the optimization process and reduced quality of
generated preference data.

How does the reward model impact the re-
sults? In our experiments, we employ two reward
models with identical architectures but trained on
different amount of preference data. Specifically,
pythia-6.9B-RM-OA is trained on a larger prefer-
ence dataset, while pythia-6.9B-RM-WG is exclu-
sively trained on the WebGPT portion of preference
datasets (detailed information is provided in sec-
tion 3.2). As a result, pythia-6.9B-RM-OA exhibits
superior performance in evaluating response qual-
ity in line with human preferences. Typically, a
more effective reward model tends to have a higher
variance in its reward distribution with longer tails,
as it can differentiate the good and bad responses
in a broader range. In contrast, lower quality re-
ward models often have most rewards concentrated
around the mean. Figure 2 shows the reward gap
distribution for both reward models on WebGPT
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Policy Reward Model Sample Size Threshold | MT-Bench (Avg score)  AlpacaEval (win %)
SFT - 9,000 - 5.12 60.202 84
Best-vs-worst pythia-6.9B-RM-OA 10,300 - 5.34 72.489 59
Best-vs-random pythia-6.9B-RM-OA 10,300 - 5.07 70.002 64
Original annotation - 10,300 - 5.26 65.332.75
Rejection Sampling  pythia-6.9B-RM-OA 10,300 - 4.84 60.202.84
PPO pythia-6.9B-RM-OA 10,300 - 5.22 69.239 67
Proposed method  pythia-6.9B-RM-OA 12,795 0.90 5.44 73.759.54
Proposed method  pythia-6.9B-RM-OA 32,640 0.85 5.49 74.179 53
Proposed method  pythia-6.9B-RM-OA 63,938 0.80 5.36 79.675.33

Table 1: Performance of competing methods on Anthropic/HH-RLHF dataset using different policies on MT-Bench
and AlpacaEval benchmarks. A dash (-) sign indicates that the specific parameters is not needed. The SFT model is
trained on Open Assistant conversation dataset. The base LLM for all experiments is Llama-2-7B. The temperature
T is set to be 1 in our proposed method. The subscript in the AlpacaEval win rate indicates the standard error.

Policy Reward Model Sample Size Threshold ‘ MT-Bench (Avg score) AlpacaEval (win %)
SFT - 9,000 - 5.12 60.202.84
Best-vs-worst pythia-6.9B-RM-WG 12,193 - 5.24 69.172.67
Best-vs-random pythia-6.9B-RM-WG 12,193 - 5.04 69.902 66
Original annotation - 12,193 - 5.14 65.5592.75
Rejection Sampling  pythia-6.9B-RM-WG 12,193 - 5.15 68.172.69
PPO pythia-6.9B-RM-WG 12,193 - 4.95 65.172.75
Proposed method  pythia-6.9B-RM-WG 3,449 0.90 5.13 68.902 63
Proposed method  pythia-6.9B-RM-WG 11,458 0.85 5.24 72.332.59
Proposed method  pythia-6.9B-RM-WG 29,698 0.80 5.31 72.919 57
Rejection Sampling  pythia-6.9B-RM-OA 12,193 - 5.23 71.002,62
PPO pythia-6.9B-RM-OA 12,193 - 5.11 69.832.65
Proposed method  pythia-6.9B-RM-OA 12,611 0.90 5.35 71.912.60
Proposed method pythia-6.9B-RM-OA 33,755 0.85 5.35 74.925 51
Proposed method  pythia-6.9B-RM-OA 70,510 0.80 5.20 67.562.71

Table 2: Performance of competing methods on WebGPT dataset using different policies on MT-Bench and
AlpacaEval benchmarks. A dash (-) sign indicates that the specific parameters is not needed. The SFT model is
trained on Open Assistant conversation dataset. The base LLM for all experiments is Llama-2-7B. The temperature
T is set to be 1 in our proposed method. The subscript in the AlpacaEval win rate indicates the standard error.

dataset. The red dashed line represents the thresh-
old for preference data selection in the histograms.
As depicted in Figure 2, the histogram for pythia-
6.9B-RM-OA exhibits longer tails and greater vari-
ance, leading to a higher number of preference
samples falling in after the dashed line. As shown
in the reward model ablation study in Table 2, the
pythia-6.9B-RM-OA reward model enhances the
performance of our proposed method, PPO, and
the rejection sampling method, underscoring the
significance of a high-quality reward model. Nev-
ertheless, the results demonstrate the robustness of
our proposed method to variations in reward model
quality, as it outperforms other methods even when
employing the pythia-6.9B-RM-WG reward model.
Additionally, results indicates that the PPO method
is more sensitive to the quality of the reward model
as transitioning from the pythia-6.9B-RM-OA to
the pythia-6.9B-RM-WG reward model notably
diminishes model performance across both bench-

marks.

How do multi-turn prompts influence perfor-
mance?

The Anthropic/HH-RLHF dataset includes
prompts comprising multi-turn conversations be-
tween humans and Al assistants, while the We-
bGPT dataset exclusively consists of single-turn
questions. Through a comparative analysis of MT-
bench multi-turn scores presented in Table 4 and
5, it is evident that the incorporation of multi-turn
prompts enhances the 2-turn scores for both our
proposed method and PPO. Notably, our proposed
method outperforms PPO. However, there is no
significant impact on performance observed in the
AlpacaEval benchmark as it employs only single-
turn evaluation prompts. Consequently, the inclu-
sion of multi-turn prompts in RLHF is crucial for
improving the multi-turn capabilities of language
models.

How does changing the temperature 7 affect
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Figure 2: Histograms of reward gap for WebGPT datasets with different reward models. The red dashed line
represents the threshold value of 0.85 for preference data selection. Mean and standard deviation values of reward

gaps are shown in the histograms.

our method’s performance? To analyze the im-
pact of temperature on our proposed method, we
design an ablation study where we keep the thresh-
old n = 0.85 the same and change the value of
temperature. Decreasing 7 leads to a heavy-tailed
reward gap distribution, generating more prefer-
ence samples. Conversely, increasing 7 creates
a thin-tailed reward gap distribution, resulting in
fewer preference samples being generated. We con-
duct this ablation study on Anthropic/HH-RLHF
dataset and Table 3 summarizes the results. A
lower temperature value increases the sample size,
enhancing overall performance. As the sample
size increases, a diverse variety of preference pairs
emerges, encompassing both easy (with a higher
reward gap) and hard (with a lower reward gap) in-
stances. The inclusion of easy preference pairs sig-
nificantly helps with the convergence of the DPO
optimization process, facilitating the attainment of
a superior model. In contrast, solely using hard
samples may impede the optimization process, re-
sulting in a failure to converge and yielding a policy
model of inferior quality.

5 Discussion and Conclusion

In this paper, we proposed RS-DPO method that
generates responses from the large language model
directly, and leverages RS to sample synthetic pref-
erence pairs, and DPO for RLHF training. Ex-
tensive experiments show the effectiveness of RS-
DPO compared to existing methods including rejec-
tion sampling (RS), proximal policy optimization
(PPO) and direct preference optimization (DPO).
Additionally, RS-DPO is stable, and is not as sen-
sitive to the quality of the reward model as other

methods. Our proposed method also offers a more
efficient and less time-consuming solution for the
alignment task as compared to PPO, minimizing
resource requirements.

During RLHF training, PPO conducts online
sampling from the policy model and evaluates them
using the loaded reward model in real-time. Con-
sequently, PPO necessitates loading three models
during training: the initial SFT, policy model, and
reward model, demanding a significant amount of
GPU memory and decelerating the training process.
Furthermore, the online sampling from the pol-
icy model incurs increased memory consumption
as the generated sequences lengthen. In practical
terms, even with 1-2 moderate GPUs, training a
small-scale (e.g., 7B) LLM using PPO is unfeasi-
ble. In our experiments, we had 8 A-100 GPUs
each having 40G memory, but we resorted to 8-bit
quantization of both the policy and reward model
to circumvent GPU memory constraints. Our pro-
posed method conducts response sampling offline
from SFT and constructs a dataset of synthetic pref-
erence data to bypass the high computational cost
of PPO, while remaining viable on 1-2 moderate
GPUs. Notably, the operational cost of running
DPO and RS-DPO is identical; the sole disparity
lies in RS-DPO performing offline SFT sampling,
rendering our proposed method an on-policy rein-
forcement learning approach.

Moreover, as emphasized by prior researches
(Singhal et al., 2023), PPO represents an unstable
process prone to sensitivity towards reward model
quality and hyperparameters, necessitating multi-
ple runs to converge to a satisfactory model. For
instance, in Table 2, training two models using PPO
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while altering the reward model quality from high
(pythia-6.9B-RM-0OA) to lower (pythia-6.9B-RM-
WG) significantly impacted the resulting model’s
quality, underscoring PPO’s sensitivity. Conversely,
our proposed method exhibits robustness against
reward model quality, requiring only a single run
to train each model successfully.

6 Limitations

A limitation of our work is its primary focus on
the helpfulness objective derived from open-source
preference datasets. Consequently, the generaliz-
ability of our findings to other objectives, such
as harmlessness may be constrained. While we
have demonstrated the efficacy of our proposed
method on language models at 7B scale, we ac-
knowledge that we have yet to subject our method
to larger or close-source models. Despite these lim-
itations, we maintain confidence that our proposed
method demonstrates robustness towards reward
model quality, and needs fewer resources compared
to existing methods of RLHF training.
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A MT-Bench Benchmark Multi-turn
Results

MT-bench consists of a multi-turn question set
which is deigned for testing the multi-turn conver-
sation and instruction-following ability of LLMs.
In the section, we present the MT-bench scores for
all individual turns in Tables 4 and 5.
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B DPO Reward Accuracy and Reward
Margin

By employing our proposed PDGRS methodology
to generate preference datasets, we leverage the
DPO method to fine-tune the policy model, enhanc-
ing its alignment with human preferences. Figures
3 and 4 illustrate the reward margins and accura-
cies achieved through DPO training across various
methods on the hold-out evaluation datasets for
Anthropic/HH-RLHF and WebGPT, respectively.
According to the results, we observe significant
correlation between increased reward margins, ac-
curacies, and improved model performance. Our
proposed preference data generation method indi-
cates superior reward accuracy and margin in the
plots, thereby underscoring the high data quality in
our preference data generation approach.

C Sample Size Controlling in RS-DPO

One advantage of our proposed method is its ca-
pacity to generate preference data by considering
the reward distribution per prompt. This approach
allows us to determine pairs of ¥; and y,, by assess-
ing the reward gap, freeing our sample size from
being bound to the number of prompts in the data,
unlike methods such as DPO or the Best-vs-worst
method. Our results demonstrate that increasing
the sample size enhances the performance of our
proposed method. However, to control for the sam-
ple size’s effect and showcase our method’s perfor-
mance when the sample size is equivalent to other
methods, we subsample the generated preference
data from our method to match the original num-
ber of prompts, which are 10,300 and 12,193 for
the Anthropic/HH-RLHF and WebGPT datasets,
respectively. Table 6 provides a summary of the
results on the MT-Bench benchmark. Compared to
Tables 1 and 2, our results indicate that controlling
the sample size has no impact on the performance
of our proposed method, which continues to out-
perform other methods.

D Qualitative Examples

To conduct a qualitative comparison of model re-
sponses trained through various methods, we se-
lect sample prompts from two benchmark datasets,
namely MT-Bench and AlpacaEval. Subsequently,
responses are generated across all candidate mod-
els. The results of this comparative analysis are
presented in Tables 7, 9 and 8.
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Figure 3: The left and right plots depict the reward accuracy and reward margin, respectively, of competing methods
during DPO training on the Anthropic/HH-RLHF dataset.
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Figure 4: The left and right plots display the reward accuracy and reward margin, respectively, of competing
methods during DPO training on the WebGPT dataset.

Policy Sample Size Threshold Temperature | MT-Bench (score) AlpacaEval (win %)
Proposed method 63,796 0.85 0.8 5.31 77.332.42
Proposed method 45,668 0.85 09 5.51 76.925 44
Proposed method 32,640 0.85 1 5.49 7417953
Proposed method 22,951 0.85 1.1 5.40 71.002 62
Proposed method 16,160 0.85 1.2 543 71.332.62

Table 3: Performance of our proposed method on Anthropic/HH-RLHF dataset using different temperature 7 on
MT-Bench and AlpacaEval benchmarks. The base LLM for all experiments is Llama-2-7B. The reward model for
all methods is pythia-6.9B-RM-OA. The subscript in the AlpacaEval win rate indicates the standard error.
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Policy Reward Model Sample Size Threshold | Turn-1 Turn-2 Average
SFT - 9,000 - 5.70 4.54 5.12
Best-vs-worst pythia-6.9B-RM-OA 10,300 - 6.06 4.61 5.34
Best-vs-random pythia-6.9B-RM-OA 10,300 - 5.77 4.38 5.07
Original annotation - 10,300 - 5.89 4.62 5.26
Rejection Sampling  pythia-6.9B-RM-OA 10,300 - 5.54 4.13 4.84
PPO pythia-6.9B-RM-OA 10,300 - 6.03 441 5.22
Proposed method  pythia-6.9B-RM-OA 12,795 0.90 5.96 491 5.44
Proposed method  pythia-6.9B-RM-OA 32,640 0.85 6.18 4.81 5.49
Proposed method  pythia-6.9B-RM-OA 63,938 0.80 6.07 4.63 5.36

Table 4: Performance of competing methods on Anthropic/HH-RLHF dataset using different policies on MT-Bench
benchmark. We report turn-1, turn-2, and average score from MT-Bench judged by GPT-4. A dash (-) sign indicates
that the specific parameters is not needed. The SFT model is trained on Open Assistant conversation dataset. The
base LLM for all experiments is Llama-2-7B.

Policy Reward Model Sample Size Threshold | Turn-1 Turn-2 Average
SFT - 9,000 - 5.70 4.54 5.12
Best-vs-worst pythia-6.9B-RM-WG 12,193 - 5.85 4.63 5.24
Best-vs-random pythia-6.9B-RM-WG 12,193 - 5.61 4.45 5.04
Original annotation - 12,193 - 5.80 4.48 5.14
Rejection Sampling pythia-6.9B-RM-WG 12,193 - 5.66 4.63 5.15
PPO pythia-6.9B-RM-WG 12,193 - 5.64 4.26 4.95
Proposed method  pythia-6.9B-RM-WG 3,449 0.90 5.83 4.44 5.13
Proposed method  pythia-6.9B-RM-WG 11,458 0.85 5.86 4.63 5.24
Proposed method  pythia-6.9B-RM-WG 29,698 0.80 5.87 4.73 5.31
Rejection Sampling  pythia-6.9B-RM-OA 12,193 - 5.94 4.49 5.23
PPO pythia-6.9B-RM-OA 12,193 - 5.94 4.27 5.11
Proposed method  pythia-6.9B-RM-OA 12,611 0.90 5.91 4.77 5.35
Proposed method  pythia-6.9B-RM-OA 33,755 0.85 6.13 4.55 5.35
Proposed method  pythia-6.9B-RM-OA 70,510 0.80 5.96 4.42 5.20

Table 5: Performance of competing methods on WebGPT dataset using different policies on MT-Bench benchmark.
We report turn-1, turn-2, and average score from MT-Bench judged by GPT-4. A dash (-) sign indicates that the
specific parameters is not needed. The SFT model is trained on Open Assistant conversation dataset. The base LLM
for all experiments is Llama-2-7B.

Policy Reward Model Sample Size Threshold Dataset ‘ MT-Bench (Avg score)
Proposed method pythia-6.9B-RM-OA 10,300 0.90 Anthropic/HH-RLHF 5.37
Proposed method  pythia-6.9B-RM-OA 12,193 0.90 WebGPT 5.35

Table 6: Performance of our proposed method on MT-Bench benchmark with sample size controlling in
Anthropic/HH-RLHF and WebGPT datasets.
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Prompt: You can see a beautiful red house to your left and a hypnotic greenhouse to your right, an attractive heated pink place
in the front. So, where is the White House?

Policy

Response

Proposed Method

The White House is the official residence and workplace of the president of the United States. It is
located at 1600 Pennsylvania Avenue NW in Washington, D.C. It is a complex of buildings that includes
the West Wing, the East Wing, the Residence, and the Eisenhower Executive Office Building. The White
House is often referred to as "the People’s House" because it is the symbol of the American people and
the presidency. It is a historic landmark and a popular tourist destination. The red house, greenhouse, and
heated pink place are not located near the White House, but they are likely other attractions or landmarks
in the area. The White House can be easily recognized by its iconic white exterior and its prominent
location in Washington, D.C.

SFT

The White House is the large, white building in the center of the picture. It is located in Washington,
D.C., and is the official residence and workplace of the president of the United States. The red house
to the left is the Blair House, which is used for official guest accommodations. The greenhouse to the
right is the United States Botanic Garden, which is a research and educational institution. The attractive
heated pink place in the front is the Ellipse, a park located between the White House and the Washington
Monument.

Original Annotation

The White House is the building in the center of the picture. It is the building with the American flag
flying from the roof. It is the building with the balcony and the columns. It is the building with the lawn
and the trees. It is the building with the fence and the gate. It is the building with the flagpoles and the
flag. It is the building with the windows and the doors. It is the building with the roof and the chimneys.
It is the building with the stairs and the walkway. It is the building with the lights and the sign. It is
the building with the name "The White House" written on it. It is the building that is the home of the
President of the United States.

Rejection Sampling

The White House is the large, white building at the center of the image, directly in front of the greenhouse.
The red house to the left is known as the Blair House, and it is located directly across the street from the
White House. The greenhouse is the United States Department of Agriculture (USDA) Research Center,
and the attractive heated pink place in the front is the USDA South Building.

The White House is the official residence and principal workplace of the president of the United States.
It is located at 1600 Pennsylvania Avenue NW in Washington, D.C., and has been the residence of
every U.S. president since John Adams in 1800. The Blair House is a historic house located at 1651
Pennsylvania Avenue NW, across the street from the White House. It serves as the official guest house
for the president of the United States and is used for official entertaining and visiting dignitaries.

The USDA Research Center is a federal research facility that is part of the U.S. Department of Agriculture.
It is located at 10301 Baltimore Avenue in College Park, Maryland, and is dedicated to research in
agriculture, food, and natural resources. The USDA South Building is a federal office building that is
part of the U.S. Department of Agriculture. It is located at 14th Street and Independence Avenue SW in
Washington, D.C., and houses various USDA offices and programs.

PPO

The White House is the building in the center of the picture. It is the building with the flag flying from
the roof. It is the building with the balcony and the columns. It is the building with the lawn and the
trees. It is the building with the fence and the gate. It is the building with the flagpoles and the flag. It
is the building with the windows and the doors. It is the building with the roof and the chimneys. It is
the building with the columns and the arches. It is the building with the dome and the clock. It is the
building with the flag and the stars. It is the building with the name "The White House" written on it. It
is the building that is the home of the President of the United States.

Table 7: Comparing generations obtained for a cherry-picked MT-Bench prompt from Llama-2-7B trained based on

different methods.
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Prompt: What are the five most common causes of stress among people?

Policy Response

Proposed Method The five most common causes of stress among people are:
Work: Job-related stress is one of the most common causes of stress, as it can involve long hours, tight
deadlines, and demanding workloads.
Money: Financial stress is another common cause of stress, as it can involve worries about debt, income,
and financial stability.
Relationships: Conflict with partners, family members, or friends can cause stress, as can the pressure to
maintain healthy relationships.
Health: Illness, chronic pain, or concerns about one’s own health or the health of a loved one can cause
stress.
Personal problems: Events such as divorce, bereavement, or other personal difficulties can cause stress.
It’s worth noting that these causes of stress can be interconnected, and that different people may
experience stress for different reasons. It’s important to take steps to manage stress and maintain good
mental health.

SFT The five most common causes of stress among people are:

1. Work or career-related issues 2. Money problems 3. Relationship difficulties 4. Health concerns 5.
Personal problems

It is important to note that stress can also be caused by other factors such as personal beliefs, values, and
experiences. Additionally, the perception of stress can vary from person to person, and what may be a
source of stress for one person may not be a source of stress for another.

Original Annotation

The five most common causes of stress among people are:

1. Work or school 2. Money or financial concerns 3. Family responsibilities or relationships 4. Health
concerns 5. Personal or emotional issues

It’s important to note that the causes of stress can vary from person to person and may also be influenced
by cultural and environmental factors. Additionally, it’s possible for more than one cause to contribute to
an individual’s stress.

Rejection Sampling

Stress is a complex issue with many possible causes. The most common causes of stress are often related
to a person’s work or family life, and include: financial difficulties, work-related stress, relationship
problems, and health concerns. Other common causes of stress include: personal problems, such as a
difficult relationship, divorce, or the death of a loved one; and life changes, such as moving, getting
married, or having a baby. Stress can also be caused by a person’s environment, including: living in an
unsafe neighborhood, being a victim of crime, or experiencing discrimination.

PPO

The five most common causes of stress among people are:

1. Work-related stress 2. Money problems 3. Relationship difficulties 4. Health issues 5. Personal
problems

It is important to note that the causes of stress can vary from person to person and may be influenced by
a variety of factors, including personal experiences, lifestyle, and cultural background.

Table 8: Comparing generations obtained for a cherry-picked AlpacaEval prompt from Llama-2-7B trained based

on different methods.
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Prompt: Why does it feel like less effort to watch 3 - hour long TV episodes back to back than a film?

Policy

Response

Proposed Method

There are a few reasons why it might feel like less effort to watch several hours of TV back to back than
a single film:

1. Scope: TV shows often have a longer scope than films, with more time to develop characters, world-
building, and plot. This can make the experience of watching several hours of TV feel more immersive
and less like a single event.

2. Pacing: The pacing of TV shows is often more episodic, with each episode having a self-contained
story that builds towards a larger arc over the course of the season. This can make it easier to follow the
story and feel less overwhelmed by the amount of content.

3. Investment: Watching several hours of TV can also create a sense of investment in the characters and
story, which can make it feel less like a one-time event and more like an ongoing experience.

4. Comfort: Watching TV can also be a comfortable and familiar activity, with a familiar format and
rhythm that can be soothing and relaxing. This can make it easier to engage with the content for extended
periods of time.

However, it’s important to note that both films and TV shows can be enjoyable and engaging experiences,
and the format preference is a personal one that depends on individual preferences and circumstances.
Some people might prefer the immersive experience of a film, while others might find the longer format
of TV more conducive to their lifestyle or entertainment preferences. Ultimately, the choice between
films and TV shows is a matter of personal preference and can vary depending on the specific content,
genre, and format preferences of the individual.

Original Annotation

There are several reasons why it may feel like less effort to watch three-hour long TV episodes back
to back than a film. Firstly, the shorter duration of a film may make it seem more daunting to commit
to watching it in one sitting, while the longer duration of a TV episode may feel more manageable.
Additionally, the episodic format of TV shows often allows for natural breaks and pacing, which can
make it easier to stay engaged and avoid feeling overwhelmed.

Another reason may be the structure of the content itself. TV shows tend to have more character
development, plot twists, and subplots than films, which can make them feel more complex and engaging.
On the other hand, films often have a more straightforward narrative structure and focus on a single story
arc, which can make them feel more straightforward and easier to follow.

Finally, the cultural context in which we consume media may also play a role. With the rise of binge-
watching and streaming services, it has become more common for people to watch multiple episodes of
a TV show in one sitting. This has created a cultural expectation that may make it feel more normal and
acceptable to watch longer periods of time, while the traditional film-going experience may still feel like
a more significant investment of time and effort.

In summary, the combination of shorter duration, episodic structure, complex content, and cultural
expectations may all contribute to the feeling that it is less effort to watch multiple TV episodes back
to back than a film. However, it’s important to note that this is a subjective experience and everyone’s
preferences and priorities may differ.

PPO

There are several possible reasons why it might feel like less effort to watch three-hour long TV episodes
back to back than a film. One reason could be that the longer format of the TV episodes allows for more
breaks and pauses, which can make the viewing experience feel less taxing. Additionally, the pacing
of TV episodes can be more leisurely, which can make the content feel less overwhelming and easier
to digest. Finally, the longer time commitment required for a TV series might make it feel like a more
manageable task than a two-hour film, which can feel like a significant investment of time and attention.
Ultimately, the perception of effort involved in watching content may be influenced by a variety of
factors beyond the inherent length or format of the content itself.

Table 9: Comparing generations obtained for a cherry-picked AlpacaEval prompt from Llama-2-7B trained based

on different methods.
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