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Abstract

Location-based services play a critical role in
improving the quality of our daily lives. De-
spite the proliferation of numerous specialized
AI models within spatio-temporal context of
location-based services, these models struggle
to autonomously tackle problems regarding
complex urban planing and management. To
bridge this gap, we introduce UrbanLLM,
a fine-tuned large language model (LLM)
designed to tackle diverse problems in urban
scenarios. UrbanLLM functions as a problem-
solver by decomposing urban-related queries
into manageable sub-tasks, identifying suitable
spatio-temporal AI models for each sub-task,
and generating comprehensive responses
to the given queries. Our experimental
results indicate that UrbanLLM significantly
outperforms other established LLMs, such
as Llama and the GPT series, in handling
problems concerning complex urban activity
planning and management. UrbanLLM
exhibits considerable potential in enhancing
the effectiveness of solving problems in urban
scenarios, reducing the workload and reliance
for human experts. Our code is available at:
https://github.com/JIANGYUE61610306/UrbanLLM

1 Introduction

Location-based services are ubiquitous in urban
spaces, supporting a range of scenarios from com-
muting assistance for travelers and daily activities
for residents to event monitoring for city regu-
lators. The diverse and substantial demand for
location-based services has driven the development
of specialized AI models tailored to specific tasks
within spatio-temporal context. These tasks include
(spatio-)temporal forecasting (Bai et al., 2020; Wu
et al., 2020; Li et al., 2017), imputation (Cao et al.,
2018; Liu et al., 2023), and anomaly detection
(Goswami et al., 2023; Chen et al., 2022), as well as
travel time estimation (Derrow-Pinion et al., 2021;

*Corresponding authors.

Problem Decomposition Example

User: I want to go to Jurong East for dinner and I will leave from Boon Lay
MRT station at 6PM, where can I park?

1) Check locations for Jurong East and Boon Lay MRT using API
2) Find models to calculate estimated time of arrival
3) Check nearby available carparks
4) Find models to predict available parking lots when user arrive
5) Summarize information and return back to user

Answer: Your ETA is 18 mins, by the time you arrive (6:18PM), your parking
options are: Westgate carpark(68 slots), Jem carpark(124 slots), and Ng Teng
Fong hospital(12 slots)

Database Coding Models

Figure 1: The process of solving a real-world problem
in urban scenarios involving urban activity planning by
human experts.

Li et al., 2019), trajectory prediction (Ren et al.,
2021; Chen et al., 2023), and POI recommendation
(Wang et al., 2022; Lim et al., 2022), etc.

Despite the promising results of specialized AI
models in addressing urban-related tasks with fixed
input formats, these models are inadequate for han-
dling complex queries in natural language that re-
quire strategic planning, reasoning, and collabo-
ration among multiple specialized models across
potentially various data modalities, such as GPS
coordinates, addresses, and traffic records. As il-
lustrated in Figure 1, to answer the given query,
human experts need to decompose it into several
sub-tasks, select and employ an appropriate com-
bination of models for each sub-task, and synthe-
size the response based on model outputs. To en-
hance user experiences in location-based services,
it is critical to design an autonomous and effective
method for solving urban-related problems, partic-
ularly regarding complex urban activity planning
and management.

Large language models (LLMs), such as Chat-
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GPT 1, have attracted significant interest from both
academia and industry (Manvi et al., 2023; Shen
et al., 2023). LLMs have been applied in diverse do-
mains, such as commerce, finance, healthcare, and
the geospatial domain (Bommasani et al., 2021;
Brown et al., 2020; Zhang et al., 2023b; Deng
et al., 2023). Their exceptional capabilities in
language comprehension and reasoning have posi-
tioned them as core modules in autonomous agents,
where they function as problem solvers (Shen et al.,
2023). However, conventional LLMs, as well
as LLM agents built on them, encounter several
challenges specific to our target. First, conven-
tional LLMs, despite their intrinsic ability in rea-
soning and comprehension, possess limited geospa-
tial knowledge about tasks and AI models within
spatio-temporal context in urban scenarios (Manvi
et al., 2023). Second, agents such as AutoGPT 2,
AgentGPT 3, and BabyAGI 4 utilize tools for web
search and code execution, which are not suited
for location-based services. Moreover, they are
designed to refine solutions for individual tasks in
a recursive way, lacking the ability to holistically
analyze and decompose urban-related problems for
multiple specialized models. Third, while Hug-
gingGPT (Shen et al., 2023) proposes to schedule
text and image-related problems into sub-tasks and
coordinate responses from corresponding models,
it still relies on conventional LLMs as its back-
bones, thus inheriting their limitations in solving
tasks in urban scenarios.

To tackle these challenges, we propose Urban-
LLM, a novel urban foundation model to effec-
tively decompose queries into sub-tasks and sched-
ule specialized AI models within spatio-temporal
context for each sub-task, thereby autonomously
solving complex problems in urban scenarios. The
idea is to align the problem-solving process with
the established paradigms of LLMs, and enhance
LLMs with the capability for urban activity plan-
ning and management through targeted fine-tuning.
In this process, LLMs are equipped to serve as
a universal interface capable of handling diverse
tasks for various urban scenarios and producing
appropriate responses.

Specifically, LLMs are initially fine-tuned using
a structured template with high-quality examples
that focus on spatio-temporal task decomposition

1https://platform.openai.com/docs/models
2https://github.com/Significant-Gravitas/Auto-GPT
3https://github.com/reworkd/AgentGPT
4https://github.com/yoheinakajima/babyagi

and scheduling, thus augmenting the reasoning ca-
pabilities for the problems in targeted urban sce-
narios. Subsequently, the processing of new urban-
related problems is conducted in three stages for
inference phase. First, in the task analysis stage, a
query of urban-related problems is effectively de-
composed into a series of sub-tasks, each of which
corresponds to a specific type of specialized AI
models within spatio-temporal context. Next, in
the model matching stage, the most suitable model
is selected for each sub-task from a pool of can-
didate specialized AI models based on their de-
scriptions. Finally, in the results generation stage,
the selected models are executed to obtain output
results, which are then organized into prompts to
formulate a comprehensive response to the original
query. By utilizing UrbanGPT, we facilitate the
efficient and convenient resolution of urban-related
problems without intensive manual efforts. Our
contributions are summarized as follows.

• We propose UrbanLLM, the pioneering appli-
cation of a fine-tuned LLM based on Llama-2-
7B (Touvron et al., 2023a), to solve problems
regarding complex urban activity planning
and management. UrbanLLM is expected to
improve in performance and adaptability as
the community continues to develop AI mod-
els within spatial-temporal context.

• We develop an effective method for LLM
instruction-tuning that enhances the reasoning
capabilities in urban scenarios. Furthermore,
we devise an autonomous pipeline to generate
responses by minimizing the need for human
intervention.

• Extensive experiments on real-world prob-
lems in urban scenarios demonstrate that
our proposed UrbanLLM significantly outper-
forms other advanced LLMs, such as Llama-
3-8B 5 and GPT-4o 6, by a substantial margin.

2 Related Work

Large language models (LLMs), due to their power-
ful capability in reasoning and comprehension, are
increasingly utilized to assist in specific urban ap-
plications. For example, TrafficGPT (Zhang et al.,
2023a) employs ChatGPT as a control agent to in-
teract with various system components, such as

5https://huggingface.co/meta-llama/Meta-Llama-3-8B
6https://platform.openai.com/docs/models/gpt-4o
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databases, visualization and statistical tools, to per-
form basic analytical operations in traffic-related
tasks. TravelPlanner (Xie et al., 2024) assessed the
performance of Large Language Models (LLMs)
functioning as travel planning agents for respond-
ing to travel-related queries under various con-
straints. The experimental results indicate that cur-
rent LLMs, including GPT-4, achieved a success
rate of only 0.6%. GeoGPT (Zhang et al., 2023b)
utilizes ChatGPT to address similar analytical oper-
ations in Geographical Information Systems (GIS)
domain. (Zhou et al., 2024) leverages LLMs to sim-
ulate roles such as planners and residents within
a multi-agent framework to help urban land use
and development planning. LLMob(Wang et al.,
2024a) introduces a framework that considers indi-
vidual activity patterns for urban mobility data gen-
eration. However, these studies typically rely on
original LLMs and possess limited domain knowl-
edge, which restricts their effectiveness in address-
ing challenges regarding complex urban planning
and management.

To overcome such intrinsic limitations, various
initiatives have deployed fine-tuned LLMs in tar-
geted scenarios. For example, LLMlight (Lai et al.,
2023) is fine-tuned based on Llama-2 to improve
decision-making and policies in traffic signal con-
trol. TransGPT (Wang et al., 2024b) is trained on a
corpus of examples from traffic prediction, public
transportation, and autonomous driving, to address
urban transportation tasks such as identifying traf-
fic rules and signs. UrbanGPT (Li et al., 2024)
aims to enhance spatio-temporal forecasting accu-
racy in a zero-shot setting by integrating a special-
ized decoder with an instruction-tuning paradigm.
GeoLLM (Manvi et al., 2023) enhances urban re-
gional questions such as population density and
home value by fine-tuning LLMs with specifically
designed templates. Moreover, several models fo-
cus more on text-related dimensions. PlanGPT
(Zhu et al., 2024) is fine-tuned on a large corpus
of urban planning regulations from numerous local
governments in China, aimed at revising or gen-
erating texts for new regulations and evaluating
planning documents. K2 (Deng et al., 2023) learns
additional geospatial knowledge from a collection
of geoscience text training corpus, enhancing NLP
tasks such as summarization and text classifica-
tion, specifically for the geoscience domain. Un-
like all these studies, we are the first to equip LLMs
with the capability to decompose queries regard-
ing complex urban planning and management into

manageable components that align with specialized
AI models within spatio-temporal context, thereby
autonomously tackling diverse urban-related prob-
lems.

3 UrbanLLM

Our proposed UrbanLLM is structured into two
phases: the learning phase and the inference phase.
In the learning phase, we fine-tune UrbanLLM, em-
ploying meticulously crafted examples from our
constructed self-instruct dataset. This dataset in-
cludes examples that contain reasoning hints, vari-
ous types of backbone spatio-temporal AI models,
diverse queries, and the corresponding decomposed
sub-tasks. This fine-tuning process effectively en-
hances the comprehension and reasoning capabili-
ties of UrbanLLM tailored to address our targeted
objectives in urban scenarios.

The inference phase consists of three stages:
spatial-temporal analysis, model matching, and re-
sults generation. In the spatio-temporal analysis
stage, UrbanLLM receives queries that are orga-
nized within the same prompt template used dur-
ing the training stage with new queries, enabling
it to effectively decompose the query into a se-
ries of types of spatio-temporal tasks, owing to
enhancements achieved through fine-tuning. The
model matching stage involves pairing each identi-
fied spatio-temporal task with suitable AI models
and selecting the most appropriate one. Finally,
in the results generation stage, the selected spatio-
temporal models are executed, and their outputs are
formulated into a prompt to produce the response
to the query. The overall process for the two phases
is depcited in Figure 2.

3.1 Urban Activity Planning Learning

The learning phase of UrbanLLM is designed to
endow LLMs with the capability to comprehend
knowledge for processing different types of spatio-
temporal tasks, facilitating the decomposition of
queries in urban scenarios into these tasks. This
is achieved through the rigorous formulation of
prompts and instructions, followed by the fine-
tuning of a Llama2-7B model (Figure 2 left).

Specifically, we recorded 170 seed prompts in
Singapore from human experts and employed the
self-instruct method (Wang et al., 2023) to generate
additional 15,249 training examples and 1,694 eval-
uation examples using GPT-4-1106-preview. The
training examples are utilized for instruction-tuning
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User: I want to go to Jurong East for dinner and
I will leave from Boon LayMRT station at 6PM,
where can I park?

Input Seeds

Instruction Training Dataset

Train

UrbanLLM

Instruction Evaluation Dataset

Evaluate

Instruction Prompt

Task Understanding Prompt

Causal Understanding Prompt

User Query JSON Output

Spatio-temporal task decomposition
in JSON Format

Input Prompt

Spatio-temporal machine
learning models in

JSON Format

Final Output: Your ETA is 18 mins, by
the time you arrive (6:18PM), your

parking options are…

Database

Execution

UrbanLLM

Results

Formulation

Self-Instruct

Spatio-Temporal Analysis Model Matching Results Generation

Step 1

Step 2

Step 3

Figure 2: The overall process of the proposed UrbanLLM framework. The urban activity planning learning phase is
on the left and the inference phase is on the right.

UrbanLLM in an unsupervised learning paradigm,
while the evaluation examples serve to evaluate the
performance of the all compared models in the ex-
periments. Each example in the dataset comprises
an instruction part and a QA part, with a sample
showcased in Figure 3.

The instruction part features three key compo-
nents: scenario formulation, task understanding,
and causal understanding. Scenario formulation
specifies the requirements of translating task de-
composition into a machine-understandable for-
mat (i.e., JSON), and defines 13 types of potential
spatio-temporal sub-tasks and their associated argu-
ments in the format, resulting in a total of 34 task
combinations (listed in Appendix A). Inspired by
HuggingGPT (Shen et al., 2023), to demonstrate
the dependency relationship among tasks, we use
the ‘dep’ field to denote the task ID of a previous
task upon which the current task relies, and the
<resource>-task_id to indicate the output from
the previous task used as the input for the current
task. Task understanding provides detailed explana-
tions on each type of spatio-temporal task (listed in
Appendix C), enabling UrbanLLM to understand
their functions for subsequent query decomposition.
Causal understanding identifies the connections
and causal relationships among specific task com-
binations, allowing UrbanLLM to grasp and apply
the underlying logic. The QA part includes the spe-
cific queries regarding complex urban activity plan-
ning and management, and its response adhering to
the JSON format specified in the instruction section.
Subsequently, we utilized the constructed training
examples to fine-tune the Llama-2-7B model with
QLoRA (Liu et al., 2021; Touvron et al., 2023b), a

technique that significantly reduces the computa-
tional cost of fine-tuning. Through the fine-tuning
process, UrbanLLM learns to adeptly schedule ur-
ban activity planning and management for diverse
and complex queries in urban scenarios.

3.2 Spatio-Temporal Analysis

In the first stage of the inference phase, UrbanLLM
employs the template in the training phase to craft a
prompt. This prompt is then fed into the fine-tuned
model to produce JSON outputs which present the
results of spatio-temporal task analysis. Specifi-
cally, these outputs provide structured information
on the dependencies and interactions among the 13
defined sub-tasks, outlining the task decomposition
necessary to address the given query. Through the
implementation of fine-tuning in Section 3.1, Ur-
banLLM gains the knowledge to decompose the
query in urban scenarios into manageable spatio-
temporal sub-tasks, each associated with its special-
ized AI models. This decomposition is critical for
solving complex problems regarding urban activity
planning and management, which typically exceed
the capability of single models. Finally, the gener-
ated JSON outputs are utilized in the subsequent
stages of model matching and results generation.

3.3 Model Matching

In the model matching stage, the chat log from pre-
vious interactions is used as input for UrbanLLM
to select the appropriate model for each sub-task.
To facilitate this process, we have organized a com-
prehensive model zoo consisting of more than 50
recent spatio-temporal AI models and tools (some
are presented in Appendix D). Each model is associ-
ated with descriptions that cover model information
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<s>[INST]You are UrbanLLM, a Large language model for urban activity that decompose user input into a list of spatio-temporal tasks with the following JSON format: {task: 

task_name, id: task_id, dep: dependency_task_ids, args: {domain: string, location_name_list: list, location_gps_list: list, time: time, input: sequence, service_no: int, bus_stop: string, 

task_specific: list}}. Task-specific information is stored using a string list and is used in specific models or tools as arguments. The dep field denotes the ID of the previous task that 

the current task relies. A dep field value of '-1' indicates that the current task does not rely on other tasks and can be executed immediately, otherwise always execute the previous task 

first. The executed output, such as the generated location, time, sequence, or POIs from the dependency task is marked as <resource>-task_id. This resource will be used in the next 

task. The spatio-temporal tasks must be selected from the following options: {long_time_series_prediction, time_series_prediction, event_prediction, trajectory_completion, 

trajectory_prediction, time_series_anomaly_detection, time_series_imputation, arrival_time_estimation, trajectory_forecasting, map_mapping, recommendation, 

spatial_relationship_inference, bus_arrival, taxi_availability}. For your better understanding, here is the explanation of each spatio-temporal task: 1) Long Time Series Prediction: This 

task involves forecasting future values in a time series over a long horizon. It is typically used for long-term planning and trend analysis in various domains, such as weather 

forecasting, traffic forecasting, and demand planning…13) Recommendation: This task involves suggesting items or actions to users based on their preferences and historical behavior. 

Applications include recommending points of interest, routes, or services in urban planning. Please note that there exists a logical connection and order between the tasks. 1) If user 

input mentioned some specific locations/POIs, usually map mapping task should be included in the answer, otherwise if user is only asking the situation around all Singapore, map 

mapping task should not be included. 2) If user do not specify the arrival time, usually estimated arrival time task should be included. 3) Include tasks to predict weather and PM2.5 

according to user input if user is going to outdoor activities. 4) When recommendation or taxi_availability task is included, usually map mapping task should be included as 

fundamental task. In case the user input cannot be parsed, an empty JSON response should be provided. Please provide a task analysis JSON response based on the given question. Q: 

I'm at the IMM Outlet Mall now. How can I find the closest taxi stand?[/INST] A: [{task: recommendation, id: 0, dep: [1], args: {location_gps_list: <resource>-1, task_specific: 

['taxi_stand']}}, {task: map_mapping, id: 1, dep: [-1], args: {location_name_list: ['IMM Outlet Mall']}}].</s>

Urban Activity Planning Learning Phase

Urban Activity Planning Inference Phase

Spatio-Temporal Analysis: Instruction Prompt + Task Understanding Prompt + Causal Understanding Prompt + Please provide a task analysis JSON response based on the 

given question. Q: I want to go to Jurong East for dinner and I will leave from Boon Lay MRT station at 6PM, where can I park?

JSON Output. A: [{task: time_series_prediction, id: 0, dep: [1], args: {location_gps_list: <resource>-2, time: <resource>-1, input: history_steps, domain: ‘parking’}}, {task:

arrval_time_estimation, id: 1, dep: [2], args: {location_gps_list: <resource>-2}}, {task: map_mapping, id: 2, dep: [-1], args: {location_name_list:[‘Jurong East’, ‘Boon Lay

MRT']}}]."

Model Matching: {Chat log}+Given the chat log and the generated JSON answer, you serve as UrbanLLM, a large language model for autonomous urban activity planning, 

please match the most appropriate model from a spatio-temporal model zoo to generate results. In this stage, UrbanLLM should output the model_id from spatio-temporal model zoo 

and the reason to choose this model in a JSON format: {"id": "id", "reason": "detailed reason for the choice"}. Please select one model from the model zoo for each task in the JSON 

answer. Models in spatio-temporal model zoo and their descriptions  are listed here: {{ Model Zoo }}.

Results Generation: {Chat log}+Given the chat log and the generated results, you serve as UrbanLLM, a large language model for autonomous urban activity planning, please 

refer to the user query, ‘Q: I want to go to Jurong East for dinner and I will leave from Boon Lay MRT station at 6PM, where can I park?’, answer the questions and state your

{generated results} clearly.

Final Output: Answer: Your ETA is 18 mins, by the time you arrive (6:18PM), your parking options are: 1) Westgate carpark(68 slots), 2) Jem carpark(124 slots), and 3) Ng Teng 

Fong hospital(12 slots)

Instruction Prompt Task Understanding PromptCausal Understanding Prompt User Query JSON Output Dedicate Model Generated Results

Figure 3: A sample of detailed prompt template used in the learning phase and the process of a new query solved by
UrbanLLM in the inference phase.

on the addressed problem settings and scenarios, as
well as the data types or formats in which the model
has been tested or evaluated. Utilizing these de-
scriptions, UrbanLLM is prompted to match each
sub-task identified during the spatio-temporal anal-
ysis stage with a suitable model from the model
zoo. Finally, UrbanLLM outputs the selection of
the most suitable spatio-temporal model for each
sub-task in JSON format, ensuring accurate and
efficient task execution.

3.4 Results Generation
In the results generation stage, UrbanLLM exe-
cutes the selected spatio-temporal models deter-
mined by the JSON output from the model match-
ing stage. The execution sequence follows the de-
pendencies outlined in the JSON output from the
spatio-temporal analysis stage. For each model, Ur-
banLLM retrieves necessary inputs either directly
from the specified arguments, or from the outputs
of previously executed models where dependencies
exist. When the last model in the execution se-
quence is accomplished, the results are aggregated
and compiled into a prompt that is then processed
by UrbanLLM to generate the response. In this
way, we ensure that the spatio-temporal models are

logically executed, producing a final response to
the initial query.

4 Experiments and Results Discussion

In this section, we compare UrbanLLM with sev-
eral strong LLM baselines, such as Llama-3 and
GPT-4o, to demonstrate the urban activity planning
and management capability and superior perfor-
mance of UrbanLLM after instruction fine-tuning.
We then include a case study to visually illustrate
the differences between UrbanLLM and GPT-4o.
Furthermore, we conduct an ablation study to test
the contribution of each component in UrbanLLM.

4.1 Experimental Setup

Datasets. We developed our UrbanLLM based in
Singapore where extensive urban data sources are
available. We recorded 170 seed prompts and ap-
plied the self-instruct method to generate 15294
training examples and 1694 evaluation examples
using GPT-4-1106-preview. The training exam-
ples contains 4787 simple queries, which require a
single model to derive the results, and 10507 com-
plex requests, which require coordinating among
multiple models for problem-solving. The evalua-
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tion examples contain 427 simple queries and 1267
complex queries. In addition to the self-instruct
evaluation dataset, we have further constructed a
human-annotated dataset consisting of 200 queries
with corresponding responses focused on scenar-
ios concerning complex urban activity planning
and management, to rigorously evaluate Urban-
LLM’s performance. The data sources which serve
as inputs for the specialized spatio-temporal AI
models employed in the results generation stage
are retrieved from the Singapore Open Data API,
which provides access to over 4000 datasets from
69 government agencies. This API offers diverse
spatio-temporal data sources from various domains,
such as bus locations, POIs, passenger flow, car
park availability, precipitation records, and PM2.5
levels.
Baselines. We apply our UrbanLLM, and several
LLMs serving as baselines in the inference phase
to evaluate their performances:

• Llama-2-7B: Llama-2-7B is a open-source
LLM developed by Meta AI with 7 billion
parameters.

• Vicuna-7B-v1.57: Vicuna-7B-v1.5 is a open-
source LLM based on Llama-2-7B with addi-
tional fine-tuning and supporting 16k context
length.

• Llama-3-8B: Llama-3-8B is the latest model
in the Llama series from Meta AI, which fea-
tures an expanded architecture with 8 billion
parameters. This model offers further en-
hancements in processing power and language
comprehension.

• GPT-3.58: GPT-3.5 model is a chatbot-based
LLM (gpt-3.5-turbo-0613) developed by
OpenAI. As the model is unavailable, we exe-
cute the inference phase using its API.

• GPT-4o: GPT-4o is a more advanced iteration
of the GPT series after GPT-3.5. Similarly, we
we execute the inference phase using its API.

Evaluation Metrics. We employ four metrics: ac-
curacy, precision, recall, and F1 score, to evaluate
the performance for each evaluation example and
report the weighted average result. Accuracy is
calculated as the proportion of predicted examples
(including sub-tasks and their dependencies) that

7https://huggingface.co/lmsys/vicuna-7b-v1.5-16k
8https://platform.openai.com/docs/models/gpt-3-5-turbo

exactly match the ground truth among the total
number of evaluated examples. Precision, recall,
and F1 score are computed at a macro level for
each example, specifically measuring sub-task pre-
dictions. More details of these evaluation metrics
can be found in Appendix E.
Implementations. UrbanLLM is fine-tuned on the
training examples for 5 epochs on a Linux worksta-
tion with an Intel(R) Xeon(R) Gold 6248 CPU @
2.50GHz and 8 32GB Tesla V100 GPU. We used 4-
bit quantization (Liu et al., 2021) to obtain a more
compact model representation, and low rank adap-
tation (LoRA) (Touvron et al., 2023b) to reduce the
number of trainable parameters and decrease the
GPU memory requirements. We set LoRA atten-
tion dimension to be 64 and initial learning rate to
be 2e-4 with Adam optimizer.

4.2 Performance of UrbanLLM
To evaluate the analytical capabilities of LLMs, we
report the metrics for all evaluated scenarios across
all compared models in Table 1. In addition, we
present their detailed performance in both simple
and complex real-world examples in Table 2 and
Table 3, respectively. The best result for each eval-
uation metric is highlighted in bold and the second
best result is highlighted with an underline.

In these evaluation examples, we generally ob-
serve that baseline LLMs show excellent perfor-
mance in completing both the model matching
and results generation stages, echoing the obser-
vations from previous research(Shen et al., 2023)
(detailed case studies demonstrated in Appendix B).
However, a notable deficiency arises in the spatio-
temporal analysis stage for the baseline LLMs due
to the limited urban-specific training corpus. Dur-
ing this critical stage, baseline LLMs frequently
encounter hallucination issues, such as generat-
ing non-existent tasks. Since this stage is crucial
in translating queries into corresponding spatio-
temporal sub-tasks to be solved using methods
from the model zoom, we observe several LLMs
collapse for the metrics. In contrast, our Urban-
LLM significantly outperforms all baseline mod-
els on all evaluation metrics. Specifically, Ur-
banLLM achieved an overall accuracy of 68.3%,
with 95.78% accuracy in single-task scenarios and
59.08% in complex real-world problems. By com-
parison, GPT-4o, the next best-performing model,
managed only around 50% accuracy in spatio-
temporal analysis, with other baseline models strug-
gling to effectively complete task decomposition.
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This demonstrates UrbanLLM’s superior capability
in handling the intricate demands of urban scenar-
ios.

Table 1: Evaluation for Spatio-Temporal Task Analysis

Accuracy Precision Recall F1
Llama2-7b 0.18% 10.52% 8.75% 9.18%

Vicuna-7b-v1.5 8.44% 14.08% 13.89% 13.95%
Llama3-8b 5.31% 12.96% 15.50% 13.08%

GPT-3.5 17.95% 23.25% 22.35% 22.54%
GPT-4o 49.99% 55.31% 54.42% 54.63%

UrbanLLM 68.30% 80.05% 79.26% 79.49%
% Improve 36.63% 44.73% 45.64% 45.50%

Table 2: Evaluation for Spatio-Temporal Single-Task
Analysis

Accuracy Precision Recall F1
Llama2-7b 0.47% 0.57% 0.57% 0.57%

Vicuna-7b-v1.5 33.26% 33.26% 33.26% 33.26%
Llama3-8b 15.46% 17.51% 21.19% 17.97%

GPT-3.5 13.58% 13.70% 13.74% 13.71%
GPT-4o 67.44% 68.56% 68.60% 68.57%

UrbanLLM 95.78% 96.78% 96.84% 96.80%
% Improve 42.02% 41.16% 41.17% 41.17%

Table 3: Evaluation for Spatio-Temporal Multi-Task
Analysis

Accuracy Precision Recall F1
Llama2-7b 0.00% 13.80% 11.44% 12.01%

Vicuna-7b-v1.5 0.08% 7.62% 7.36% 7.45%
Llama3-8b 1.81% 11.36% 13.52% 11.37%

GPT-3.5 19.35% 26.40% 25.20% 25.45%
GPT-4o 40.13% 50.89% 49.68% 49.97%

UrbanLLM 59.08% 74.47% 73.40% 73.71%
% Improve 47.22% 46.33% 47.75% 47.51%

We also evaluate the performance of Urban-
LLM on a human-annotated dataset from 5 spatio-
temporal domain experts, as detailed in Table 4.
The results demonstrate that UrbanLLM contin-
ues to exhibit substantial improvements over all
baseline models. Furthermore, the performance
metrics on the human-annotated dataset are compa-
rable to the datasets presented in Table 3, which are
generated based on the self-instruct method. This
consistency in performance suggests that our self-
instruct dataset is well-constructed and effectively
representative of real-world scenarios, thereby vali-
dating the robustness and reliability of UrbanLLM
in addressing problems regarding urban activity
planning and management.

4.3 Ablation Study

Based on the superiority of UrbanLLM over other
established LLMs, we have validated the effective-
ness of the training phase. To further demonstrate

Table 4: Evaluation on Human Annotated Dataset

Accuracy Precision Recall F1
Llama2-7b 0.00% 14.75% 14.00% 14.21%

Vicuna-7b-v1.5 0.00% 5.37% 5.08% 5.18%
Llama3-8b 4.00% 13.77% 17.67% 14.67%

GPT-3.5 30.50% 37.22% 36.88% 36.99%
GPT-4o 40.50% 49.32% 48.71% 48.89%

UrbanLLM 55.00% 74.79% 74.92% 74.83%
% Improve 35.80% 51.64% 53.80% 53.06%

Table 5: Ablation Study of UrbanLLM

Accuracy Precision Recall F1
UrbanLLM 68.30% 80.05% 79.26% 79.49%

w/o SF 57.02% 77.88% 76.98% 77.24%
w/o TU 61.63% 78.92% 78.07% 78.31%
w/o CU 62.69% 79.10% 78.26% 78.50%

the contributions of the structured organization of
our instructive prompts, we conduct an ablation
study on UrbanLLM by removing different compo-
nents within the spatio-temporal analysis stage. To
this end, we define three variants of UrbanLLM as
follows:

• w/o SF: The scenario formulation component
is removed from the prompts in the spatio-
temporal analysis stage.

• w/o TU: The task understanding component
is removed from the prompts in the spatio-
temporal analysis stage.

• w/o CU: The causal understanding component
is removed from the prompts in the spatio-
temporal analysis stage.

The results of different model variants on the four
metrics are presented in Table 5. We observe that
the removal of each component leads to a decline
in performance across all metrics, with the scenario
formulation component having the most significant
impact. This is likely because the scenario for-
mulation component provides the task scope and
the definition of arguments, which are foundations
for accurate task decomposition. Moreover, Ur-
banLLM, which includes all the components in
prompts, consistently outperforms all other vari-
ants. This validates the effectiveness of the integra-
tion of scenario formulation, task understanding,
and causal understanding in inputs to solve urban-
related problems. The ablation study confirms that
each component is beneficial in model’s ability in
complex urban activity planning and management.
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User: I want to go to Marina Square for 
shopping in next 2 hours, based on the past 2 
hours parking lots recording, provide me with 
the next 2 hours parking lots prediction. 
The parking lots are recorded every 5 mins, 2 
hours means 24 recordings. Past 2 hours 
recording are: {past recordings}. Please give 
next 24 recordings.

GPT4o: To predict the next …The predicted 
parking lot occupancies for the next 2 hours 
(24 recordings) at Marina Square are 
{predicting recordings}.

UrbanLLM: Based on predictions of time series
prediction model, the next two hours parking
lots at Marina Square will be: {predicting
recordings}.

Figure 4: Visualization of responses and results of park-
ing lot occupancy prediction for Marina Square Carpark.
GPT-4o needs additional input data highlighted in green
for prediction, while UrbanLLM retrieves correspond-
ing data automatically and produces more accurate pre-
diction.

4.4 Visualization and Generalization

We further demonstrate the effectiveness of Urban-
LLM through a case study focusing on real-world
carpark availability prediction problem. In this
study, we compare UrbanLLM with the latest GPT-
4o model, and their respective responses and pre-
dictions are presented in Figure 4. By leveraging
a dedicated time series prediction method tailored
for the parking domain, UrbanLLM provides ro-
bust and accurate predictions. In contrast, GPT-4o,
which lacks the capability to to execute specialized
spatio-temporal models, produce inaccurate predic-
tions. This comparison shows that UrbanLLM’s
pipeline yields more reliable outcomes, thereby val-
idating its superior performance in complex urban
scenarios.

Although initially designed to address urban-
related problems specific to Singapore, UrbanLLM
are found to exhibit reasonable performance in gen-
eralizing to scenarios in other cities, owing to the
zero-shot capabilities inherent in LLMs. As il-

lustrated in Figure 5, UrbanLLM effectively de-
composes urban-related problems in cities such as
Beijing and New York City into relevant spatio-
temporal sub-tasks. This generalization ability
demonstrates UrbanLLM’s versatility and robust-
ness, making it a valuable tool for urban activity
planning and management across urban environ-
ments.

User: I want to go to Wangfujing for dinner and 
I plan to drive from Beijing University at 6PM, 
where can I park at the time when I arrive

A: [{task: time_series_prediction, id: 0, dep: 
[1], args: {location_gps_list: <resource>-2, 
time: 6PM, input: history_steps, domain: 
'parking'}}, {task: map_mapping, id: 1, dep: [-1], 
args: {location_name_list: ['Wangfujing',
'Beijing University']}}].

Input Prompt

Fine-Tuned LLM

User: What's the traffic situation at Atlantic 
Ave, Nwe York, in the coming 2 hours? 

A: [{task: time_series_prediction, id: 0, dep: 
[1], args: {location_gps_list: <resource>-1, 
time: 2h, input: history_steps, domain: 'traffic 
flow'}}, {task: map_mapping, id: 1, dep: [-1], 
args: {location_name_list:['Atlantic Ave, New 
York']}}].

Figure 5: Demonstration of generalization ability across
cities in UrbanLLM. The upper part is sample user
queries in Beijing and New York City, and the lower
part presents the resonable outcomes of spatio-temporal
task decomposition.

5 Conclusions

In this study, we introduce UrbanLLM, a fine-tuned
LLM developed to enhance the ability to perform
autonomous urban activity planning management.
After fine-tuning on a corpus of examples of prob-
lems in urban scenarios, UrbanLLM learns to de-
compose new queries into sub-tasks and identifies
appropriate spatio-temporal AI models for each
sub-task, thereby enhancing the accuracy of urban
planning and the efficiency of management pro-
cesses. Operating through both the learning and the
inference phase and three meticulously designed
stages, spatio-temporal task analysis, model match-
ing, and results generation, UrbanLLM functions
as a pipeline to achieve the problem-solving pro-
cess and produce the response to the given query.
Our experimental results demonstrate that Urban-
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LLM significantly outperforms other LLM models,
including Llama-3 and the GPT-4o, in the context
of urban activity planning and management tasks
by a large margin.(Manvi et al., 2023)

Limitations

Despite the promising results demonstrated by Ur-
banLLM in urban activity planning and manage-
ment, several limitations need to be acknowledged.
1) Dependence on Pre-trained Models. Urban-
LLM relies heavily on the performance and capa-
bilities of the underlying pre-trained Llama-2-7B
model. While fine-tuning has enhanced its suitabil-
ity for urban planning tasks, inherent limitations
of the base model, such as insufficient geospatial
understanding of the target city or specific urban
contexts, may still affect outcomes. 2) General-
ization Issues. The fine-tuning process, while ex-
tensive, is based on a specific set of training data
and scenarios. This means that UrbanLLM might
not generalize well to urban tasks or environments
significantly different from those it was trained on.
Unexpected urban phenomena or novel planning
and management problems may not be adequately
addressed by the model. 3) Resource Intensity.
Although UrbanLLM reduces the need for con-
tinuous human intervention, the initial setup and
fine-tuning process are resource-intensive. Addi-
tionally, as the number of spatio-temporal tasks
increases, the self-instruct and fine-tuning process
must be repeated, which in turn increases the re-
source cost. Addressing these limitations in future
work will involve enhancing the model’s robust-
ness and geospatial knowledge of the target city,
expanding its training datasets to include a more
diverse range of scenarios, and developing more
efficient fine-tuning techniques. Overcoming these
challenges will maximize UrbanLLM’s effective-
ness in real-world urban planning applications.
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A Planning and Management Tasks
Combinations

We list the 34 planning and management tasks com-
binations and their corresponding spatio-temporal
task decomposition answer in JSON format as
follows. We use an even distribution across
a total of 34 task combinations. These task
combinations are generated from 13 sub-tasks.
More fundamental subtasks, such as map map-
ping and recommendation, occur more frequently
in task combinations. We will continue to gen-
erate high-quality data using our instruction tem-
plate and fine-tune the model on the extended
dataset, and post the latest results on Github:
https://github.com/JIANGYUE61610306/
UrbanLLM.

1) Q: I want to go to Jurong East for dinner and
will arrive at 7PM, where can I park? Answer:

1 [{task: time_series_prediction, id: 0, dep:
[1], args: {location_gps_list: <resource
>-1, input: history_steps, domain: '
parking'}}, {task: map_mapping, id: 1,
dep: [-1], args: {location_name_list:['
Jurong␣East']}}].

2) Q: I want to go to Jurong East for dinner and I
plan to drive from lake side station at 6PM, where
can I park at the time when I arrive? Answer:

1 [{task: time_series_prediction, id: 0, dep:
[1], args: {location_gps_list: <resource
>-2, time: <resource>-1, input:
history_steps, domain: 'parking'}}, {task
: arrval_time_estimation, id: 1, dep:
[2], args: {location_gps_list: <resource
>-2}}, {task: map_mapping, id: 2, dep:
[-1], args: {location_name_list:['Jurong␣
East', 'lake␣side']}}].

3) Q: Do you have any bicycle parking location
recommended nearby Lake Garden? Answer:

1 [{task: recommendation, id: 0, dep: [1], args:
{location_gps_list: <resource>-1},

task_specific:['bycycle_parking']}, {task
: map_mapping, id: 1, dep: [-1], args: {
location_name_list:['Lake␣Garden']}}].

4) Q: I would like to go to Starbucks@J-walk, is
it here? 3 Gateway Dr. Unit 02-04/04A Westgate,
Singapore 608532. Answer:

1 [{task: spatial_relationship_infer, id: 0,
dep: [1], args: {location_gps_list: <
resource>-1}}, {task: map_mapping, id: 1,
dep: [-1], args: {location_name_list:['

Starbucks@J-walk', '3␣Gateway␣Dr.␣
#02-04/04A␣Westgate,␣Singapore␣608532'
]}}].

1820

https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2307.09288
https://doi.org/10.1109/ICDE53745.2022.00202
https://doi.org/10.1109/ICDE53745.2022.00202
https://doi.org/10.48550/ARXIV.2402.14744
https://doi.org/10.48550/ARXIV.2402.14744
https://doi.org/10.48550/ARXIV.2402.14744
https://doi.org/10.48550/ARXIV.2402.07233
https://doi.org/10.48550/ARXIV.2402.07233
https://doi.org/10.18653/V1/2023.ACL-LONG.754
https://doi.org/10.18653/V1/2023.ACL-LONG.754
https://openreview.net/forum?id=l5XQzNkAOe
https://openreview.net/forum?id=l5XQzNkAOe
https://doi.org/10.48550/ARXIV.2309.06719
https://doi.org/10.48550/ARXIV.2309.06719
https://doi.org/10.48550/ARXIV.2307.07930
https://doi.org/10.48550/ARXIV.2307.07930
https://doi.org/10.48550/ARXIV.2307.07930
https://doi.org/10.48550/ARXIV.2402.01698
https://doi.org/10.48550/ARXIV.2402.01698
https://doi.org/10.48550/ARXIV.2402.01698
https://doi.org/10.48550/ARXIV.2402.19273
https://doi.org/10.48550/ARXIV.2402.19273


5) Q: I am waiting at the bus stop: 83139. When
will be the next No. 15 bus coming? Answer:

1 [{task: bus_arrival, id: 0, dep: [-1], args:
{bus_stop: '83139', service_no: 15,
task_specific:'next'}}].

6) Q: I would like to aboard bus no.15 at the bus
stop: 83139. How would the bus crowd situation
be for the next 30 mins? Answer:

1 [{task: bus_arrival, id: 0, dep: [-1], args:
{bus_stop: '83139', service_no: 15,
task_specific:'next␣30␣mins'}}].

7) Q: My current location is inside Jem shopping
centre, where are nearby taxi stands? Answer:

1 [{task: recommendation, id: 0, dep: [1], args:
{location_gps_list: <resource>-1},
task_specific:['taxi_stand']}, {task:
map_mapping, id: 1, dep: [-1], args: {
location_name_list:['Jem␣shopping␣centre'
]}}].

8) Q: My current location is inside Jem shop-
ping centre, how many available taxi arounds my
location, like within 2km? Answer:

1 [{task: taxi_availability, id: 0, dep: [1],
args: {location_gps_list: <resource>-1},
task_specific:['2km']}, {task:
map_mapping, id: 1, dep: [-1], args: {
location_name_list:['Jem␣shopping␣centre'
]}}].

9) Q: What’s the traffic situation at Serangoon
road right now? Answer:

1 [{task: time_series_prediction, id: 0, dep:
[1], args: {location_gps_list: <resource
>-1}, time: 0, input: history_steps,
domain: 'traffic␣speed'}, {task:
map_mapping, id: 1, dep: [-1], args: {
location_name_list:['Serangoon␣road']}}].

10) Q: What’s the traffic situation at Serangoon
road in the coming 2 hours? Answer:

1 [{task: time_series_prediction, id: 0, dep:
[1], args: {location_gps_list: <resource
>-1}, time: 2h, input: history_steps,
domain: 'traffic␣speed'}, {task:
map_mapping, id: 1, dep: [-1], args: {
location_name_list:['Serangoon␣road']}}].

11) Q: What’s the traffic situation at PIE express
way in the coming week? Answer:

1 [{task: long_time_series_prediction, id: 0,
dep: [1], args: {location_gps_list: <
resource>-1}, time: 1w, input:
history_steps, domain: 'traffic␣speed'},
{task: map_mapping, id: 1, dep: [-1],
args: {location_name_list:['PIE␣express␣
way']}}].

12) Q: As a land and traffic regulator, can you
tell whether there are any abnormal traffic speed
with Jurong Area? Answer:
1 [{task: time_series_anomaly_detection, id: 0,

dep: [1], args: {location_gps_list: <
resource>-1}, input: history_steps,
domain: 'traffic␣speed'}, {task:
map_mapping, id: 1, dep: [-1], args: {
location_name_list:['Jurong␣Area']}}].

13) Q: As a land and traffic regulator, can you
tell whether there are any abnormal traffic speed in
whole Singapore right now? Answer:
1 [{task: time_series_anomaly_detection, id: 0,

dep: [-1], args: {input: history_steps,
domain: 'traffic␣speed'}}].

14) Q: As a land and traffic regulator, can you
infer the missing traffic speed values with Jurong
Area? Answer:
1 [{task: time_series_imputation, id: 0, dep:

[1], args: {location_gps_list: <resource
>-1}, input: history_steps, domain: '
traffic␣speed'}, {task: map_mapping, id:
1, dep: [-1], args: {location_name_list:[
'Jurong␣Area']}}].

15) Q: As a land and traffic regulator, can you
infer the missing traffic speed values in whole Sin-
gapore right now? Answer:
1 [{task: time_series_imputation, id: 0, dep:

[-1], args: {input: history_steps, domain
: 'traffic␣speed'}}].

16) Q: What is the weather nearby NTU right
now, is it going to rain? Answer:
1 [{task: time_series_prediction, id: 0, dep:

[1], args: {location_gps_list: <resource
>-1}, time: 0, input: history_steps,
domain: 'precipitation'}, {task:
map_mapping, id: 1, dep: [-1], args: {
location_name_list:['NTU']}}].

17) Q: What is the weather nearby NTU right
now, is it going to rain for the next 2 hours? An-
swer:
1 [{task: time_series_prediction, id: 0, dep:

[1], args: {location_gps_list: <resource
>-1}, time: 2h, input: history_steps,
domain: 'precipitation'}, {task:
map_mapping, id: 1, dep: [-1], args: {
location_name_list:['NTU']}}].

18) Q: What is the air quality nearby NTU right
now? Answer:
1 [{task: time_series_prediction, id: 0, dep:

[1], args: {location_gps_list: <resource
>-1}, time: 0, input: history_steps,
domain: 'air'}, {task: map_mapping, id:
1, dep: [-1], args: {location_name_list:[
'NTU']}}].
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19) Q: What is the weather nearby NTU for the
next 2 hours? Answer:
1 [{task: time_series_prediction, id: 0, dep:

[1], args: {location_gps_list: <resource
>-1}, time: 2h, input: history_steps,
domain: 'air'}, {task: map_mapping, id:
1, dep: [-1], args: {location_name_list:[
'NTU']}}].

20) Q: As a land and traffic regulator, can you
infer the missing parking records for HDB carpark
655? Answer:
1 [{task: time_series_imputation, id: 0, dep:

[1], args: {location_gps_list: <resource
>-1}, input: history_steps, domain: '
parking'}, {task: map_mapping, id: 1, dep
: [-1], args: {location_name_list:['HDB␣
carpark␣655']}}].

21) Q: As a land and traffic regulator, can you
infer the missing parking records all singapore res-
idential carparks? Answer:
1 [{task: time_series_imputation, id: 0, dep:

[1], args: {input: history_steps, domain:
'parking', task_specific: ['residential␣
carparks']}}].

22) Q: As a land and traffic regulator, can you
tell whether there are any abnormal parking records
for HDB carpark 655? Answer:
1 [{task: time_series_anomaly_detection, id: 0,

dep: [1], args: {location_gps_list: <
resource>-1}, input: history_steps,
domain: 'parking'}, {task: map_mapping,
id: 1, dep: [-1], args: {
location_name_list:['HDB␣carpark␣655'
]}}].

23) Q: As a land and traffic regulator, can you
tell whether there are any abnormal parking records
form all singapore residential carparks? Answer:
1 [{task: time_series_anomaly_detection, id: 0,

dep: [1], args: {input: history_steps,
domain: 'parking', task_specific: ['
residential␣carparks']}}].

24) Q: As a land and traffic regulator, can you
infer traffic risk for the next one week? Answer:
1 [{task: event_prediction, id: 0, dep: [1],

args: {input: history_steps, time: 1w,
domain: 'traffic␣accident'}}].

25) Q: As a land and traffic regulator, can you
infer traffic risk within Jurong area for the next one
week? Answer:
1 [{task: event_prediction, id: 0, dep: [1],

args: {location_gps_list: <resource>-1},
input: history_steps, time: 1w, domain: '
traffic␣accident'}, {task: map_mapping,
id: 1, dep: [-1], args: {
location_name_list:['Jurong␣area']}}].

26) Q: As a data network provider, you require
abundant user trajectory data to improve signal
service. Please infer the missing trajectory for the
provided trajectory data? Answer:
1 [{task: trajectory_completion, id: 0, dep:

[-1], args: {input: trajectory_records,
domain: 'user␣trajectory'}}].

27) Q: As a data network provider, you require
abundant user trajectory data to improve signal
service. Based on the trajectory provided, predict
the next day user trajectory? Answer:
1 [{task: trajectory_prediction, id: 0, dep:

[-1], args: {input: trajectory_records,
time: 1d, domain: 'user␣trajectory'}}].

28) Q: I would like to have dinner with my girl-
friend at Jurong East at 7PM, can you recommend
a Japanese restaurant with parking space? Answer:
1 [{task: time_series_prediction, id: 0, dep:

[2], args: {location_gps_list: <resource
>-2, time: 7PM, input: history_steps,
domain: 'parking'}}, {task:
recommendation, id: 1, dep: [2], args: {
location_gps_list: <resource>-2,
task_specific: 'Japanese␣restaurant'}}, {
task: map_mapping, id: 2, dep: [-1], args
: {location_name_list:['Jurong␣East']}}].

29) Q: I would like to have dinner with my girl-
friend at Jurong East, we will depart from lake side
at 5PM, can you recommend a Japanese restau-
rant with available parking space when we arrive?
Answer:
1 [{task: time_series_prediction, id: 0, dep:

[2], args: {location_gps_list: <resource
>-2, time: 7PM, input: history_steps,
domain: 'parking'}}, {task:
recommendation, id: 1, dep: [2], args: {
location_gps_list: <resource>-2,
task_specific: 'Japanese␣restaurant'}}, {
task: map_mapping, id: 2, dep: [-1], args
: {location_name_list:['Jurong␣East']}}].

30) Q: I would like to play basketball at NTU
SRC outdoor courts with my friends. I will drive
to NTU and arrive around 7PM, do you have any
suggestions? Answer:
1 [{task: time_series_prediction, id: 0, dep:

[3], args: {location_gps_list: <resource
>-3, time: 7PM, input: history_steps,
domain: 'parking'}}, {task:
time_series_prediction, id: 1, dep: [3],
args: {location_gps_list: <resource>-3,
time: 7PM, input: history_steps, domain:
'air'}}, {task: time_series_prediction,
id: 2, dep: [3], args: {location_gps_list
: <resource>-3, time: 7PM, input:
history_steps, domain: 'precipitation'}},
{task: map_mapping, id: 3, dep: [-1],

args: {location_name_list:['NTU␣SRC␣
outdoor␣courts']}}].
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31) Q: I would like to play basketball at NTU
SRC outdoor courts with my friends. I will drive
from lake side MRT at around 7PM to NTU, do
you have any suggestions including weather and
parking space? Answer:

1 [{task: time_series_prediction, id: 0, dep:
[4], args: {location_gps_list: <resource
>-4, time: <resource>-3, input:
history_steps, domain: 'parking'}}, {task
: time_series_prediction, id: 1, dep:
[4], args: {location_gps_list: <resource
>-4, time: <resource>-3, input:
history_steps, domain: 'air'}}, {task:
time_series_prediction, id: 2, dep: [4],
args: {location_gps_list: <resource>-4,
time: <resource>-3, input: history_steps,
domain: 'precipitation'}}, {task:
arrval_time_estimation, id: 3, dep: [4],
args: {location_gps_list: <resource>-4}},
{task: map_mapping, id: 4, dep: [-1],
args: {location_name_list:['NTU␣SRC␣
outdoor␣courts', 'lake␣side␣MRT']}}].

32) Q: I would like find a gym for exercise and
having dinner with my friends, we prefer the west-
ern food nearby the gym. Can you help to plan out
the activities? Answer:

1 [{task: recommendation, id:0, dep: [1], args:
{location_gps_list: <resource>-1,
task_specific: 'western␣food'}}, {task:
recommendation, id: 1, dep: [-1], args: {
task_specific: 'gym'}}].

33) Q: I would like find a gym for exercise and
having dinner with my friends, we prefer the west-
ern food nearby the gym. Can you help to plan out
the activities within Jurong area? Answer:

1 [{task: recommendation, id:0, dep: [1], args:
{location_gps_list: <resource>-1,
task_specific: 'western␣food'}}, {task:
recommendation, id: 1, dep: [2], args: {
location_gps_list: <resource>-2,
task_specific: 'gym'}}, {task:
map_mapping, id: 2, dep: [-1], args: {
location_name_list:['Jurong␣area']}}].

34) Q: I would like to find a gym for exercise
and having dinner with my friends, we prefer the
western food nearby the gym. Can you help to plan
out the activities within Jurong area? I will arrive
at 5PM to 5:30PM, please let me know where to
park my car as well. Answer:

1 [{task: time_series_prediction, id: 0, dep:
[1], args: {location_gps_list: <resource
>-1, time: 2h, input: history_steps,
domain: 'parking'}}, {task:
recommendation, id:1, dep: [2], args: {
location_gps_list: <resource>-2,
task_specific: 'western␣food'}}, {task:

recommendation, id: 2, dep: [3], args: {
location_gps_list: <resource>-3,
task_specific: 'gym'}}, {task:
map_mapping, id: 3, dep: [-1], args: {
location_name_list:['Jurong␣area']}}].

B Model Selection Case Studies

We utilized the spatio-temporal analysis results
as input to the LLMs during the Model Selection
phase to identify the most suitable machine learn-
ing models for car park lot prediction. Notably, all
LLMs consistently selected the ’SAGDFN’ model,
specifically trained on parking lot data, outperform-
ing other time series prediction models. The de-
tailed response are listed in Figure 6.

C Task Understanding Prompt

In this section, we present a full task understanding
prompt used instruction-tuning of UrbanLLM.

To better understand each spatial-temporal task,
here is the explanation and numbering, along with
the corresponding examples:

1) Long Time Series Prediction: This task in-
volves forecasting future values in a time series
over a long horizon. It is typically used for long-
term planning and trend analysis in various do-
mains, such as weather forecasting, economic fore-
casting, and demand planning.

2) Time Series Prediction: This task focuses
on predicting future values in a time series over a
shorter horizon compared to long time series predic-
tion. It is commonly used for short-term forecasts
like daily stock prices, temperature forecasts, or
short-term sales predictions.

3) Event Prediction: This task involves predict-
ing the occurrence of specific events based on his-
torical data. Examples include predicting natural
disasters, equipment failures, or social events like
concerts or sports games.

4)Trajectory Completion: This task involves
completing missing parts of a trajectory based on
observed segments. It is useful in applications like
tracking moving objects, filling in missing GPS
data, or reconstructing incomplete travel routes.

5)Trajectory Prediction: This task involves fore-
casting the future path of a moving object based on
its past trajectory. Applications include predicting
the movement of vehicles, pedestrians, or animals.

6)Time Series Anomaly Detection: This task in-
volves identifying unusual patterns or outliers in
time series data that deviate from expected behav-
ior. It is used in applications like fraud detection,
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Input Prompt: The AI assistant performs task parsing on user input, generating a list of tasks with the following format: task: task, id, task_id, dep: dependency_task_ids, args: 
{domain: domain, location_name_list: list, location_gps_list:list, time: time, input: sequence, service_no: int, bus_top:string, task_specific:list}}]. Task_specific information is stored 
using string list and used in specific model/tools. The dep field denotes the id of the previous task which generates a new resource upon which the current task relies. The dep field 
denotes of '-1' meaning current task does not rely on other tasks and can be excuted right now. Otherwise, excute the previous task with dep field id first. The tag <resource>-task_id 
represents the generated location, time, sequence, or POIs from the dependency task with the corresponding task_id. Given the question: I want to go to Jurong East for dinner at 
around 7PM, where can I park? The answer in JSON format is: [{task: time_series_prediction, id: 0, domain: 'carpark prediction', dep: [1], args: {location_gps_list: <resource>-1, 
Input:history_steps }}, {task: map_mapping, id: 1, dep: [-1], args: {location_name_list:['Jurong East'] }}]. Now, givn the user request question and generated JSON answer, the AI 
assistant (you) needs to help the user to select a suitable model from a list of candidate models to process the user request. The AI assistant merely outputs the model id of the most 
appropriate model. The output must be in a strict JSON format: {'id': 'id', 'reason': 'your detail reason for the choice'}. We have a candidate model list of models for you to choose 
from {{ Candidate Models }}. Please select one model from the candidate model list for each task in JSON answer. Candidate models: [{'model id':1, 'model name':'DCRNN', 'data 
domain':'road traffic speed', 'description':'DCRNN is a deep learning architecture designed for traffic forecasting tasks, particularly in urban areas. It combines techniques from 
convolutional and recurrent neural networks to effectively capture spatial and temporal dependencies in traffic data. The model takes advantage of the graph structure of traffic 
data, where nodes represent different locations (such as intersections or sensors) and edges represent connections between these locations.'}, {'model id':2, 'model 
name':'SAGDFN', 'data domain':'road traffic speed, carpark availability lots', 'description':'SAGDFN: A Scalable Adaptive Graph Diffusion Forecasting Network for Multivariate Time 
Series Forecasting aims to provide accurate multivariaate time series predictions for both normal and larger datasets and datasets span various times series domains such as traffic 
speed to carpark availability lots.'}, {'model id':3, 'model name':'GPS retrieval', 'data domain':'location name', 'description':'This tool receives location names list and outputs the 
location gps list accordingly.'}. Please select one most suitable model for each sub-tasks like time series prediction and map mapping. Your response should strictly in the JSON 
format containing 'id' and 'reason' only.

Model Selection Phase

LLMs Response

GPT-4o: For the first task, which is time_series_prediction, the most suitable model would be 'SAGDFN' because it is designed for multivariate time series forecasting and can 
handle datasets related to carpark availability lots, which is relevant to the user's request. \n\nFor the second task, which is map_mapping, the most suitable model would be 'GPS 
retrieval' because it is designed to receive location names and output the corresponding GPS locations, which is exactly what the task requires.\n\nSo, the JSON response would 
be:\n\n[\n {'id': '2', 'reason': 'SAGDFN is designed for multivariate time series forecasting and can handle datasets related to carpark availability lots, which is relevant to the user 
request.'},\n {'id': '3', 'reason': 'GPS retrieval is designed to receive location names and output the corresponding GPS locations, which is exactly what the task requires.'}\n]

GPT-3.5: ["id": "2",\n "reason": "SAGDFN model is the most suitable for the task of time series prediction as it is designed for multivariate time series forecasting, which includes 
traffic speed and carpark availability lots data domains. This model can effectively capture the dependencies in the data and provide accurate predictions for the user\'s request."]

Llama2: [Great, let's get started! You have provided me with a user request question, a generated JSON answer, and a list of candidate models. I will now help you select the most 
appropriate model for each task. Firstly, let's analyze the user request question: "I want to go to Jurong East for dinner at around 7PM. Where can I park?" Based on the question, 
the most appropriate task for the AI assistant to perform is "map mapping" with the dep field set to [-1], as it requires the AI assistant to find the nearest parking location to Jurong 
East based on the user's request. Now, let's select a suitable model from the list of candidate models. Based on the description of the models, I will choose model ID 2, "SAGDFN", as 
it is designed for traffic forecasting tasks and can effectively capture spatial and temporal dependencies in traffic data, which is relevant to the user's request for finding a parking 
location. Therefore, the output in JSON format will be: { "id": "2", "reason": "SAGDFN is a suitable model for finding the nearest parking location to Jurong East based on the user's 
request, as it is designed for traffic forecasting tasks and can effectively capture spatial and temporal dependencies in traffic data." } Please let me know if you have any further 
questions or requests!"]

UrbanLLM: [Based on the provided user request and JSON answer, I have selected the GPS retrieval model with id 3 for the task of providing the location gps list for the carpark 
at Jurong East. The reason for this choice is that the user request requires the location gps list for the carpark at Jurong East, which can be obtained using the GPS retrieval model. 
The other tasks in the JSON answer require the prediction of traffic speed and the mapping of carpark availability, which can be handled by the SAGDFN model with id 2. Please 
select the next task in the JSON answer for which you require assistance in selecting a model from the candidate model list.]

Figure 6: A sample of detailed LLMs response in the Model Selection phase.

fault detection in machinery, and monitoring traffic
conditions.

7) Time Series Imputation: This task involves
filling in missing values in time series data to en-
sure completeness and consistency. It is crucial
for maintaining data quality in various applications
like traffic records and climate data.

8)Arrival Time Estimation: This task involves
predicting the arrival time of a vehicle or person at
a specific location based on current and historical
data. It is commonly used in transportation systems
for buses, trains, and delivery services.

9) Taxi Availability Prediction: This task in-
volves predicting the availability of taxis in spe-
cific areas at given times. It helps optimize taxi
dispatching and improve service for passengers by
anticipating demand and ensuring timely availabil-
ity.

10) Map Mapping: This task involves mapping
addresses to GPS locations and mapping GPS loca-
tionsback to addresses .

11) Bus Arrival: This task involves predicting
the arrival times of buses at specific stops based on
real-time data and historical patterns. It enhances
the efficiency of public transportation systems by

providing accurate and timely information to com-
muters.

12) Spatial Relationship Inference: This task
involves deducing spatial relationships between
different entities or locations. It is used in urban
planning to understand spatial dependencies and
interactions, such as proximity analysis, clustering,
and spatial correlations.

13) Recommendation: This task involves sug-
gesting items or actions to users based on their
preferences and historical behavior. Applications
include recommending points of interest, routes, or
services in urban planning.

D Spatio-Temporal Model Description

We demonstrate candidate model description for
time series predictions as below:

[’model id’:1, ’model name’:’DCRNN’,
’data domain’:’road traffic speed’, ’descrip-
tion’:’DCRNN is a deep learning architecture
designed for traffic forecasting tasks, particularly
in urban areas. It combines techniques from
convolutional and recurrent neural networks
to effectively capture spatial and temporal
dependencies in traffic data. The model takes
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advantage of the graph structure of traffic data,
where nodes represent different locations (such as
intersections or sensors) and edges represent con-
nections between these locations.’, ’model id’:2,
’model name’:’SAGDFN’, ’data domain’:’road
traffic speed, carpark availability lots’, ’descrip-
tion’:’SAGDFN: A Scalable Adaptive Graph
Diffusion Forecasting Network for Multivariate
Time Series Forecasting aims to provide accurate
multivariaate time series predictions for both
normal and larger datasets and datasets span
various times series domains such as traffic speed
to carpark availability lots.’, ’model id’:3, ’model
name’:’AGCRN’, ’data domain’:’road traffic
speed’, ’description’:’Adaptive graph convolu-
tional recurrent network for traffic forecasting
takes advantage of the graph structure of traffic
data to assist in traffic speed predictions.’]

E Evaluation Metrics

Precision. Macro precision is the average precision
for each sample.

For each task i:

Precisioni =
TPi

TPi + FPi

Where: - TPi is the number of true positives for
task i - FPi is the number of false positives for task
i

Macro precision:

Macro Precision =
1

N

N∑

j=1

(
1

C

C∑

i=1

Precisioni)j

Recall. Macro recall is the average recall for each
sample.

For each task i:

Recalli =
TPi

TPi + FNi

Where: - TPi is the number of true positives for
task i - FNi is the number of false negatives for
task i

Macro recall:

Macro Recall =
1

N

N∑

j=1

(
1

C

C∑

i=1

Recalli)j

F1 Score. Macro F1 score is the average F1 score
for each sample.

For each class i:

F1i = 2 · Precisioni · Recalli
Precisioni + Recalli

Macro F1 score:

Macro F1 Score =
1

N

N∑

j=1

(
1

C

C∑

i=1

F1i)j

Where N is the total number of samples and N
is the total number tasks types.
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