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Abstract

Spoken language presents a compelling
medium for non-invasive Alzheimer’s disease
(AD) screening, and prior work has examined
the use of fine-tuned pretrained language mod-
els (PLMs) for this purpose. However, PLMs
are often optimized on tasks that are inconsis-
tent with AD classification. Spoken language
corpora for AD detection are also small and dis-
parate, making generalizability difficult. This
paper investigates the use of domain-adaptive
prompt fine-tuning for AD detection, using AD
classification loss as the training objective and
leveraging spoken language corpora from a
variety of language tasks. Extensive experi-
ments using voting-based combinations of dif-
ferent prompting paradigms show an impres-
sive mean detection F1=0.8952 (with std=0.01
and best F1=0.9130) for the highest-performing
approach when using BERT as the base PLM.

1 Introduction

Alzheimer’s disease (AD) results in gradual impair-
ment of memory, executive function, and language
abilities (Alzheimer’s Association, 2023). It is not
treatable, but its effects can be slowed through med-
ical or lifestyle interventions (Kivipelto et al., 2017
Sharma, 2019). Spoken language assessment of-
fers a non-invasive, inexpensive, and scalable way
to automate AD screening (de la Fuente Garcia
et al., 2020; Khojaste-Sarakhsi et al., 2022), and
the natural language processing community has
recently launched popular challenges to acceler-
ate progress on AD detection (Luz et al., 2020,
2021a). Many approaches have used manual fea-
tures (Martinc and Pollak, 2020; Rohanian et al.,
2021; Farzana and Parde, 2023), although recently
the use of pretrained language models (PLMs) has
also grown prominent (Balagopalan et al., 2020;
Yuan et al., 2020; Li et al., 2021; Ye et al., 2021;
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Figure 1: High-level template overview for domain
adaptation via prompt-based fine-tuning, showing the
domain-specific template (D) and class-specific tem-
plate (C) in two sample formats.

Syed et al., 2021; Farzana and Parde, 2022; Wang
etal., 2022). Currently, the most common pipelined
architecture for AD detection feeds text embed-
dings produced by PLMs into back-end classifica-
tion layers optimized for the task (Ye et al., 2021;
Wang et al., 2022), but the discrepency between
AD classification and the PLM feature extractor’s
loss function remains unaddressed. Furthermore,
since AD detection datasets are small and involve
varied language tasks, cross-domain' application
of fine-tuned PLMs remains underexplored.

We address these limitations by framing cross-
domain AD detection as a supervised domain adap-
tation problem, and experiment with cloze-style
prompt-based learning (Sivarajkumar and Wang,
2023; Wang et al., 2023a) for this purpose. There
has been limited research regarding the effective-
ness of prompt-based learning for medical appli-
cations (Taylor et al., 2023), particularly in the
cognitive health domain (Wang et al., 2023b). We
introduce a novel prompt learning approach for
cross-domain adaptation, Domain Adaptation via
Prompt-based Fine-tuning (DAPF, partially sum-
marized in Figure 1), that optimizes PLMs along

'We define domains in this context as different spoken
language tasks with reference labels pertaining to AD status.
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with domain-adaptive prompt parameters while
training the model with source and target domain
data. This dynamically adapts the classifier to each
domain. We show that DAPF outperforms both
p-tuning (Li and Liang, 2021) and prompt-based
fine-tuning (Wang et al., 2023b) that lacks domain
information. Our contributions include:

* We design and adapt prompt learning tech-
niques for supervised domain adaptation
across spoken language AD tasks.

* We introduce a new prompt learning paradigm
(DAPF) for supervised domain adaptation.

* We empirically validate DAPF’s cross-domain
generalizability for AD detection.

In contrast, prior relevant prompting research
focused on a particular AD corpus (Wang et al.,
2023b) or clinical tasks with different characteris-
tics (Sivarajkumar and Wang, 2023; Taylor et al.,
2023). Results from our experiments show that
DAPF outperforms contemporary alternatives. Ad-
ditionally, domain-adaptive manual prompt fine-
tuning outperforms domain-adaptive soft prompt-
ing with frozen PLM weights for AD detection.

2 Related Work
2.1 Language Model Prompting

Cloze-style prompt-based learning (Brown et al.,
2020; Ben-David et al., 2022) with PLM backbones
has performed competitively across many tasks,
especially in few-shot learning scenarios. How-
ever, limited prior research has studied its effective-
ness for medical applications (Sivarajkumar and
Wang, 2023; Taylor et al., 2023). The prompts
themselves can be constructed in numerous ways.
Manual prompting uses carefully constructed tem-
plates with discrete keywords or tokens to elicit the
desired response from the language model. These
prompts are highly interpretable, although the hu-
man prompt designers may fail to identify the most
optimal prompts, leading to underperformance in
some tasks (Shin et al., 2020; Gao et al., 2021).
Recent studies have also experimented with op-
timizing soft prompts in continuous embedding
space. A popular soft prompting technique is prefix
tuning, which prepends a prefix of soft tokens (tun-
able embeddings) to the input layer and each layer
in the encoder stack and then optimizes those to-
kens (Li and Liang, 2021). Other popular versions
of soft prompt tuning prepend trainable continuous

embeddings to the original sequence of input word
embeddings (Lester et al., 2021) or use a long short-
term memory (LSTM) encoder to capture the se-
quential representations of soft prompts (Liu et al.,
2022a). Soft prompting is generally parameter ef-
ficient, yields high performance in low-resource
settings (Li and Liang, 2021), and is fairly robust
with respect to domain transfer (Lester et al., 2021).
However, soft prompts have poor interpretability.
There is also limited evidence that the language
model understands the prompt’s meaning (Webson
and Pavlick, 2022), although some research sug-
gests that embeddings arising from soft prompting
techniques are close when they are clustered se-
mantically or task-specifically (Lester et al., 2021;
Zhang et al., 2021; Su et al., 2021).

2.2 Domain Adaptation via Prompt Learning

Most PLMs are trained on large, general-domain
datasets. Domain-specific PLMs must be pre-
trained from scratch on domain-specific datasets
(Alsentzer et al., 2019; Lee et al., 2019) or adapted
to target domain data using fine-tuning approaches
(Gururangan et al., 2020; Hedderich et al., 2021).
In low-resource settings, a popular approach for
doing this is to employ zero- or few-shot cross-
domain learning, coupled with unsupervised or
semi-supervised domain adaptation techniques
(Hedderich et al., 2021).

Some existing domain adaptation algorithms use
domain-invariant features to minimize the discrep-
ancy between domains (Long et al., 2015, 2017),
or align samples from the source and target domain
via linear projection (Sun and Saenko, 2016). A
family of zero- or few-shot domain adaptation tech-
niques, DANN (Ganin and Lempitsky, 2015) and
CDAN (Long et al., 2018), distinguish source and
target samples using a domain discriminator and
then extract domain-invariant features. Although
aligning domains using these approaches works
well in some cases, it can also distort feature rep-
resentations in settings with complex underlying
data distributions (Cai et al., 2019). Bridging the
gap between semantic and domain representation,
domain-adaptive prompt learning methods for un-
supervised domain adaptation can be an effective
and efficient solution for unimodal and multimodal
classification (Hu et al., 2022; Ge et al., 2023).

Recent studies suggest that prompt tuning holds
promise in low-resource settings across diverse
language tasks (Ben-David et al., 2022; Zhao
et al., 2023; Goswami et al., 2023). The dynamic
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prompting approach SwitchPrompt (Goswami et al.,
2023) prompts PLMs in low-resource domains with
domain-specific keywords and soft prompt vectors,
showing performance superior to baseline meth-
ods in few-shot and all-data settings. Since AD
detection is characterized by varied low-resource
datasets that involve different spoken language
tasks, it is an opportune test bed for investigating
this technique as a domain adaptation strategy.

2.3 Prompt Learning for Healthcare Tasks

Prompt-based learning can also help circumvent
the scarcity of high-quality data for healthcare
tasks. For example, HealthPrompt (Sivarajkumar
and Wang, 2022) shows promise at classifying
new diseases and phenotypes from clinical texts
using prompt learning. Position-based prompting
(Abaho et al., 2022) automatically adjusts prompt
templates, eliminating the need to prepare hand-
crafted prompts when probing PLMs for rare do-
main knowledge. It results in improved perfor-
mance in recalling biomedical entities encountered
during training and generalizing across unseen
prompts for health outcome generation. Zhang and
Guo (2024) present MDSD-T5 and MDSD-BERT
to extract comprehensive semantic features using
prompt learning followed by a post-fusion strategy,
achieving promising performance in fine-grained
depression detection. Although all of these prior
approaches also probed the PLM’s knowledge base
in pursuit of healthcare outcomes, none focused on
cognitive health outcomes specifically.

3 Methodology
3.1 Task Definition

Given a set of labeled source domain data Dj,
Ny is the number of samples in the source do-
main. Dy is thus defined as the set of all paired
samples z; and labels y; for the source domain:
Dy = {(xy, yz)}f\ﬁl Correspondingly, given a set
of low-resource labeled target data D, and letting
N be the number of samples in the target domain,
then D is the set of all paired samples z; and labels
y; for the target domain: D; = {(x;, yz)}f\fz’f1

We domain adaptively train a model jointly on
data from the source domain and the low-resource
target domain, with the goal of transferring knowl-
edge from source to target. This allows us to empir-
ically validate whether (a) data from different dis-
tributions, and (b) domain-adaptive joint training,
improve performance in the target classification

Domain Information

DB and ADReSS:
(1) picture description
(2) description of a

Generic Instruction

(a) Participant
narration on

() This is picture
participant’s (3) cookie theft picture
(¢) This narrative description
CCC:

response was
collected from (€3]
the participant )
when asked to

3)

Table 1: Domain-specific prompt (D) template for dif-
ferent domains, composed from both the generic in-
struction and specific domain information. For example,
for the DB and ADReSS domains, one domain-specific
prompt may be: Participant narration on cookie
theft picture description.

task. We share the same class labels (in our case,
AD and CONTROL) across all domains.

3.2 Domain Adaptation via Prompt-based
Fine-tuning (DAPF)

To implement DAPF, we frame the classification
problem as a probabilistic determination of which
label token should fill a masked template posi-
tion. We design a template (recall Figure 1) with
three segments: a placeholder for the input text
(T), a domain-specific prompt (D), and a class-
specific prompt (C). The domain-specific prompt is
the novel component, fostering capture of special-
ized domain information. Domain-specific prompts
have two segments: a generic instruction, which is
transportable across domains, and specific domain
information, which changes for each domain. Table
1 shows examples of domain-specific templates for
several AD detection domains, described in §4.1.
The class-specific template is tailored for the target
task and consistent across all domains; we use:

e (x): Patient has diagnosis <MASK>.
* (y): Participant has diagnosis <MASK>.
e (z): Diagnosis is <MASK>.

The input texts are concatenated with the
domain-specific and class-specific prompts as de-
fined in Figure 1. The positions of D, T, and C with
respect to one another may vary. We probabilisti-
cally fill <MASK> in C with tokens from the PLM’s
vocabulary-bounded answer space, and these are
then mapped to our label space (AD or CONTROL).
We train the DAPF model jointly on samples from
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source domains and the target domain. The model
predicts logits representing the answer probabilities
to fill <MASK>. These logits are normalized with a
softmax layer to compute binary cross-entropy AD
detection loss over the logits for the source (L;)
and target (L;) data label tokens as follows:

N,
1 & A
Lo=—5 D logPlyfy) ()
5 =1
N¢
1 ~
L= —ﬁtzlogP(yf,yf) )
i=1

The model can then be trained in an end-to-end
manner with a total loss:

L = L(D®) + L(D") 3)

Existing domain adaptation methods train the
classifier on the source domain to learn a condi-
tional probability distribution P(y|z®). By align-
ing the marginal distribution of P(f(z*)) and
P(f(z%)) (where f(.) is the text encoding func-
tion), they can directly make use of the condi-
tional probability for inference on the target do-
main. However, when the conditional probabil-
ity distribution varies (P(y|z®) # P(y|x!)), these
methods risk performance degradation (Wang et al.,
2020). DAPF differs from these methods because
it does not align marginal distributions; instead,
it learns two conditional probability distributions
P(y|z*) and P(y|z?) by learning domain-specific
prompts coupled with input from the respective
source and target domains. Hence, DAPF can han-
dle both conditional and marginal distribution shift.

DAPF Ensemble. We experimented with DAPF
models using different domain- and class-specific
prompt locations and lengths and combined the
three best-performing models via late fusion using
majority voting to create a DAPF ensemble model.
We also experimented with ensembling different
base PLMs, since this has been shown to boost AD
detection performance by exploiting the constituent
PLMs’ complementarity (Wang et al., 2022).

3.3 Alternative Techniques

SwitchPrompt. To broaden our investigation of
prompt learning techniques for domain adaptation,
we also adapted SwitchPrompt (Goswami et al.,
2023) for AD detection. Unlike DAPF, Switch-
Prompt dynamically generates domain-specific key-
words based on the input example. It generates

soft embedding vectors for those keywords using
the PLM, and concatenates the discrete keyword
embedding vectors with the soft prompt vectors
to retrieve domain-specific knowledge from the
PLM. It dynamically switches between general and
domain-specific soft prompts using a gating mech-
anism based on the input instance, while keeping
the underlying PLM frozen. This dynamic switch-
ing facilitates retrieval of different kinds of input-
relevant knowledge from the PLM. SwitchPrompt
is jointly trained on the source and target domain
data similarly to DAPF, but unlike DAPF, manual
prompt design is not required.

P-Tuning (Baseline). To compare our proposed
DAPF model’s performance with a strong base-
line, we leveraged P-tuning v2 which employs deep
prompt tuning (Li and Liang, 2021; Qin and FEisner,
2021). In contrast to the original P-tuning approach
(Lester et al., 2021; Liu et al., 2023), where con-
tinuous prompts are only inserted into the input
embedding space, P-tuning v2 inserts prompts in
different layers of the pretrained language model as
prefix tokens. Therefore, P-tuning v2 offers more
per-task capacity and more tunable task-specific
parameters (increasing from 0.01% to 0.1%-3%)
while presenting a parameter-efficient alternative
to fine-tuning. Unlike other prompt tuning (Liu
et al., 2023) approaches that use a language mod-
eling head to predict masked tokens (Schick and
Schiitze, 2021b), P-tuning v2 applies a randomly-
initialized BERT-like (Devlin et al., 2019) classifi-
cation head on top of the tokens. Since P-tuning v2
has matched fine-tuning performance in a variety
of smaller-scale natural language understanding
tasks (Liu et al., 2022b), we included it as a strong
baseline for our proposed DAPF model. We also
included an ensemble condition, similarly to our
DAPF ensemble, for P-tuning.

4 Evaluation

4.1 Data

We evaluate DAPF using three publicly available
datasets, representing separate domains. These
datasets are the most widely used datasets for AD
detection research in the NLP community, and the
only for which public access is available.> Charac-

Researchers are still required to obtain permission from
the dataset creators prior to using each of these datasets, via
established processes that range from email request (Becker
et al., 1994) to full review and approval by local and external
Institutional Review Boards (Pope and Davis, 2011).
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DementiaBank

INWV: just tell me whats happening in the
picture . .

PAR: the pearl [: poor] [* p:w] &mo moms
gettin(g) her wet [/ /] feet wet (be)cause
she thinking of days gone by and then the
water run . [+ gram] .

PAR: {.) and &uh that boy whether he knows or not
hes gonna [: going to] crack his head on the
back of that counter trying to get too many
cookies out . .

Carolinas Conversation Collection

INV: was it just (overlap)

PAR: um, my doctor was telling me all kind of little
thingies, been so long, | forgot now. But, um,
my nerves was bad.

INV: Your nerves?
PAR: Um hmm. And, um, | had a little heart failure.
Um hmm. And, um, --- (long pause) that all,

what else he tell me that was wrong? He say,
"You got to stop," he just didn't tell me then,
{overlap)

Figure 2: Characteristic language samples from DB
(Becker et al., 1994) and CCC (Davis et al., 2017).

teristics of these datasets are provided in Table 2.
In Figure 2, we provide samples from two of these
datasets, quoted directly from Becker et al. (1994)
and Davis et al. (2017), to illustrate language dif-
ferences between task-oriented and conversational
Alzheimer’s disease detection domains.

DementiaBank (DB). DB (Becker et al., 1994)
contains audio recordings and manual transcrip-
tions of neuropsychological tests administered to
participants with and without AD. The neuropsy-
chological tests include a picture description task
from the Boston Diagnostic Aphasia Examination
(Goodglass and Kaplan, 1972), often referred to as
the “Cookie Theft Picture Description Task.” In
this task, participants are presented with a picture
stimulus depicting numerous events, including a
boy stealing a cookie from a jar. They are asked
to describe everything they see occurring in the
picture. We use an English-language subset of 546
transcripts from the Cookie Theft Picture Descrip-
tion Task, of which 243 were collected from 162
subjects diagnosed with probable AD and 303 were
collected from 99 healthy control subjects.

Alzheimer’s Dementia Recognition through
Spontaneous Speech (ADReSS). ADReSS (Luz
et al., 2021b) is a subset of DB created for a se-
ries of shared tasks on AD detection. Control and
AD subjects were age-, gender-, and diagnosis-
matched, resulting in a balanced set of 156 samples
(78 with AD and 78 control subjects). The goal

Dataset #P #T L SD

r 54 54 1255  81.8
ADReSSa o4 o4 95.0  47.0

r 54 54 1347 594
ADReSSe 24 24 1200 720
DBy 162 243 1248  67.9
DB, 99 303 1339 674
CCCy 46 97 13207 1059.1
CCC, 36 192 7769 4697

Table 2: Descriptive dataset characteristics. The sub-
scripts d and c refer to dementia and control, respec-
tively. Length (L) is provided as average number of
words per transcript. DB and CCC have differing # Par-
ticipants (P) and # Transcripts (T) because some partici-
pants in those datasets had multiple recorded interviews.
ADReSS is subdivided into standardized (#r)ain and
(te)st partitions established by the dataset’s creators.

in developing ADReSS was to eliminate possible
biases that may arise due to label and demographic
imbalance in the original DB, at the expense of
dataset size. It presents an interesting opportunity
for comparison of balanced and unbalanced ver-
sions of the same source data.’

Carolinas Conversation Collection (CCC).
CCC (Pope and Davis, 2011) contains recorded En-
glish conversational interviews of individuals with
and without AD, collected by researchers studying
language and healthcare across numerous institu-
tions. Members of the control cohort have one in-
terview with a clinical professional and one with a
demographically-similar community peer, whereas
members of the AD cohort have 1-10 interviews
with researchers and student visitors. The goal of
these interviews is to elicit autobiographical narra-
tive pertaining to health and wellness, but conversa-
tion topics vary considerably. It is less commonly
used in the NLP community than DB or ADReSS,
although has recently appeared in some studies per-
taining to interaction patterns and dementia status
(Nasreen et al., 2021) and dementia-related linguis-
tic anomalies in human language (Li et al., 2022).
We used the transcribed subset of this corpus, with
97 transcripts from 46 people with AD and 192
transcripts from 36 control subjects.

Data Preprocessing. All datasets are in inter-
view format, with interviews including utterances

3Since these datasets are drawn from the same source, we
do not adapt DB to ADReSS or vice versa in our experiments.
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from both a participant and an interviewer. We pre-
processed the data to retain only the participant’s
utterances from the input text. In doing so, we
concatenated all participant utterances for a given
transcript into a single block rather than feeding
each utterance into the our models individually,
thereby allowing the model to consider the entire in-
terview context in a manner similar to a real diagno-
sis scenario. Neither DB nor ADReSS transcripts
included explicit disclosures of dementia status; we
stripped any explicit disclosures of dementia status
in transcripts from the CCC dataset before feed-
ing them to the model to prevent undue influence
to downstream classification results. While con-
catenating the domain-specific and class-specific
prompts with the input text from transcripts, we
kept the prompt template consistent and truncated
additional input tokens beyond the chosen input se-
quence length. We applied this strategy uniformly
across all class labels and domains.

4.2 Experimental Settings

By comparing DAPF with P-tuning and Switch-
Prompt, we were able to assess performance rela-
tive to both continuous prompt tuning and a domain
adaptation approach found to be effective in other
settings (Goswami et al., 2023). We considered
two source — target adaptations: DB — CCC and
CCC — ADReSS. This enabled performance com-
parisons both when transferring from task-oriented
picture description interviews to conversational dis-
course and vice versa. The second setting had the
added benefit of testing on a popular benchmark,
allowing direct comparison with external AD de-
tection results. We evaluated each model defined
previously (see §3) under each adaptation setting.
We used BERT (Devlin et al.,, 2019) and
RoBERTa (Liu et al., 2019) as our base PLMs,
both from the HuggingFace library.* Given our AD
dataset sizes, we focused on BERT and RoBERTa
since prompt-based fine-tuning is known to sup-
port performance improvements in low-resource
settings with smaller PLMs (Schick and Schiitze,
2021a). We used the OpenPrompt framework
(Ding et al., 2022) to implement and evaluate
DAPF. We trained our models with a batch size=16
and maximum sequence length=512 for both BERT
and RoBERTa. We used the AdamW optimizer
with a ConstantLRwithWarmup® learning rate

4https ://huggingface.co/models
5https ://huggingface.co/transformers/v2.
9.1/main_classes/optimizer_schedules.html#

scheduler, a prompt learning rate of 0.5, and a
PLM learning rate of 1le — 05 when fine-tuning
the PLM. We performed prompt-based fine-tuning
for 10 epochs to update all parameters of the PLMs.
For SwitchPrompt, we used a total prompt length of
16 with soft prompt length=6, and 10 dynamically
chosen keywords from the target domain. For the
P-Tuning baseline, we experimented with different
prompt lengths ({16, 32,40, 64}) and batch sizes
({8,16,32}). Our reported results were achieved
using the best-performing hyperparameter combi-
nation identified via grid search.

Experiments with DAPF models were performed
on a V100 GPU. Each reported result is the aver-
age performance across three runs with different
random seeds, with each run trained for 10 epochs.
When training DAPF in the CCC — ADReSS set-
ting, each epoch took 20.72 seconds. When cross-
validating DAPF in the DB — CCC setting, train-
ing each fold took approximately 39.38 seconds.

5 Results

We present our results in Tables 3 and 4. Since
we experimented with different prompt lengths and
positions for DAPF, we report results for the three
top-performing DAPF models (these were also the
models included in DAPF Ensemble). We indi-
cate the prompt form in the Template column of
Tables 3 and 4. Alphanumeric characters in paren-
theses in the prompt form specify components de-
fined in Table 1. Overall, we observed performance
boosts for the BERT and RoBERTa DAPF models
over P-tuning in both the DB — CCC and CCC —
ADReSS settings. We also observed large perfor-
mance improvements over SwitchPrompt in BERT-
based DAPF; given the extent of the performance
difference, we did not study this condition further.

5.1 CCC — ADReSS Results

When adapting from CCC — ADReSS (Ta-
ble 3), we observe that the top-performing
BERT-based DAPF model (using a template
of the form T+D(a)(3)+C(y), or [INPUT] +
[Participant narration on cookie theft
picture description.] + Participant has
diagnosis <MASK>.) outperforms P-Tuningy, (P-
tuning with BERT-large-uncased)® by 33.20% in
accuracy and 34.64% in F;. BERT-based DAPF

transformers.get_constant_schedule

®P-Tuningp and P-Tuningy, refer to the base and large
versions of the respective PLM used for the P-Tuning model
(e.g., BERT base and BERT large).
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Table 3: Accuracy and F; (on the transcript level) on
the ADReSS test set. CCC and ADReSS (train) are
used as source and target data, respectively, when train-
ing jointly with 73.46% source data (33.78% AD) and
26.54% target data (50% AD) under the supervised P-
tuning and DAPF paradigms. For the DAPF Template
structure, D: domain-specific prompt (content inside the
parantheses indicates the generic prompt and domain
information from Table 1), 7 transcript text, and C:
class-specific prompt.

achieves an overall accuracy of 88.89% + 0.01
and F1=88.80 + 0.01. DAPF Ensemble outper-
forms P-Tuning;, in accuracy and F; by an even
larger margin of 34.23% in accuracy and 35.17%
in Fy, for an overall accuracy of 90.28% =+ 0.01
(best accuracy=0.9167) and F;=89.52 £ 0.01 (best
F1=0.9130). This approaches the performance of
the current state-of-the-art model on the ADReSS
test set, which achieves an accuracy of 93.75%
by first automatically transcribing input recordings
and then passing them to a pipelined classification
architecture with a masked language modeling fine-
tuning objective (Wang et al., 2022).

Experimental results using RoOBERTa-base mod-
els also outperformed the P-tuning baselines. In

Table 4: Transcript level results when DB is the source
dataset and CCC is the target (standard deviation re-
ported in parentheses). Five-fold cross-validation is
used in all cases with each fold having 70.3% source
data (55.5% AD) and 29.7% target data (33.6% AD).
Template shows the template structure for DAPF, with
D: domain-specific prompt, 7 transcript text, and C:
class-specific prompt.

this case, the ROBERTa DAPF model (using a tem-
plate of the form T+D(b)(3)+C(y), or [INPUT]
+ [This 1is participant’s cookie theft
picture description.] + Participant has
diagnosis <MASK>.) achieved the highest per-
formance, outperforming RoBERTa-base P-tuning
(P-Tuningg) by 19.05% and 19.03% in accuracy
and Fy, respectively. We reiterate that in general,
the adaptation of the SwitchPrompt model for AD
detection did not prove to work well;’ we see that
it was outperformed by P-Tuning;, and all DAPF
models by a great margin. The BERT + RoBERTa
DAPF Ensemble outperformed the respective P-
Tuning (BERT-large P-Tuning;, + RoBERTa-base

"We speculate that it may be because it does not involve
fine-tuning; perhaps the model struggles since its weights are
not updated to attend to respective segments of the input.
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P-Tuningp) ensemble, and underperformed the
BERT-only DAPF Ensemble, likely due to the per-
formance discrepancies between the BERT- and
RoBERTa-based DAPF models.

5.2 DB — CCC Results

When adapting from DB — CCC (Table 4),
the top-performing BERT-based DAPF model
(using template D(b)(2)+T+C(y), or [This 1is
participant’s experience with health and
wellbeing] + [INPUT] + [Participant has
diagnosis <MASK>]) outperforms P-Tuning;, by
39.14% in accuracy and 56.42% in F;.® Our BERT-
based DAPF Ensemble outperforms P-Tuningy,
in terms of accuracy by even larger margins of
40.63% and F; by 55.15%. In line with ob-
servations of the BERT-based DAPF model, the
RoBERTa-based DAPF Ensemble also outper-
formed RoBERTa-base P-Tuning  in terms of both
accuracy and F; by 11.55% and 5.04%, respec-
tively. The adaptation of SwitchPrompt for AD
detection again did not prove to work well in this
setting, but it did outperform the P-tuning models
in accuracy and F; by a very small margin. We find
that the BERT + RoBERTa DAPF Ensemble out-
performs the the respective P-tuning (BERT-large
P-Tuning;, + RoBERTa-base P-Tuning 5) ensemble
by a large margin.

5.3 Follow-Up Analyses

Word Choice in Prompts. We used the terms
“diagnosis” and “patient” with careful considera-
tion in our class-specific prompt templates. Our
use of “diagnosis” was motivated by an interest in
nudging the model to consider the health angle of
the given context, since our underlying goal was to
classify the cognitive health status of the subject.
Our use of “patient,” applied consistently across
both AD and control classes for the source and tar-
get datasets, was driven by an interest in learning
how probing with more specific to general (patient
versus participant) terms impacted the final classifi-
cation. Since we experimented with different com-
binations of the class-specific prompt in different
positions, we were able to observe the performance
of many more prompt templates than could fit in
Tables 3 and 4 (we included the top-performing
prompt templates for the DAPF models in those
tables). Overall, we found that models using “pa-
tient” in the class-specific prompt (c(x)) performed

8There is currently no standardized state-of-the-art bench-
mark for the CCC dataset.
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Figure 3: Analyzing performance with varied few-shot
learning and prompt length conditions for the CCC' —
ADReSS setting.

favorably compared to other DAPF models without
significant differences.

Few Shot Learning. In addition to our primary
experiments, we investigated how many target do-
main data points were needed during training for
the model to generalize with reasonable accuracy.
We studied performance with n-shot (with n €
{2, 4, 8, 16, 32}) target domain data from each
class while training with the source domain data
for CCC — ADReSS, and present the results in
Figure 3a. We observe that although in extremely
low-resource few-shot settings (n € {2, 4, 8}), the
BERT-based DAPF model’s output fluctuates, be-
yond that point with n € {16, 32} the accuracy is
quite comparable to that observed in the full-data
training settings reported in Table 3.

Prompt Length. We also experimented with the
length of the domain-specific prompts (Table 1),
since prior research has suggested that prompt
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Figure 4: Analysis on varied prompt position for the
CCC — ADReSS setting.

length may affect the performance of prompt tuning
approaches (Li and Liang, 2021). Specifically, we
varied domain-specific prompt length for the high-
performing prompt order 7+D+C for the CCC —
ADReSS setting. We observed that F; generally
declines when the domain-specific prompt length
extends beyond length=8 (see Figure 3b).

Prompt Position. Finally, prior research has sug-
gested that prompt phrase location may influence
what information is captured, potentially affecting
task performance (Wang et al., 2023b). We ex-
perimented with different combinations of prompt
phrase locations (recall Figure 1 for two examples)
for domain- and class-specific prompts with respect
to the input text. We conducted this study for the
CCC — ADReSS setting with our top performing
BERT-based DAPF model (Table 3) and and its five
other prompt position variations. Each model was
run with three different random seeds. We show
the F; across all six model variations in Figure 4.

We observe that our top-performing model has
the class-specific context (C) in the last position.
The lowest-performing models with prompt or-
der C+D+T and C+T+D are significantly outper-
formed by the top-performing model (7+D+C).
To further support this finding, in Tables 3 and
4 we also observe that our top-performing DAPF
models have the class-specific context (C) next to
the domain-specific prompt (D) or input text (T
with both the BERT and RoBERTa settings. It is
intuitive and logical to have the domain-specific
prompt and the input text before C, as it places the
context in sequence such that it is available prior to
the masked token that must be predicted.

6 Conclusion

In this paper we systematically and comprehen-
sively investigated the use of domain adaptation
via prompt learning for AD detection. We pro-
posed a novel prompt learning paradigm, Domain
Adaptation via Prompt-based Fine-tuning (DAPF),
for this purpose. We showed that DAPF yields
similar performance to the current state-of-the-art
(Wang et al., 2022) on the ADReSS test set when
using a BERT base PLM and ensembling across
three top-performing discrete prompt templates of
different forms. We compare DAPF across mul-
tiple domain adaptation settings, base PLMs, and
prompt template structures relative to strong base-
lines including P-tuning and SwitchPrompt, a com-
petitive contemporary prompt-based domain adap-
tation approach. In doing so, we also study the
interplay between prompt length, prompt template
order, and overall performance.

In follow-up analyses, we find that DAPF also
performs competitively in few-shot settings, achiev-
ing performance comparable to full-data training
settings when using only 16 target domain training
samples. Given the widespread data limitations in
healthcare tasks such as AD detection, this further
supports the utility and anticipated appeal of DAPF
as a novel training paradigm. We make all source
code and models publicly available’ to encourage
further experimentation by others.

7 Limitations

Our work is limited by several factors. First, we
conduct our work primarily using popular, pub-
licly available AD detection datasets, all of which
are in English. Thus, it is unclear whether our
findings generalize to other languages, especially
since there are also fewer PLMs available for non-
English use. Second, we only experiment with two
backbone PLMs (BERT and RoBERTa). These
models are well-suited to cloze-style prompting
and are popular across a broad range of classifica-
tion tasks, including AD detection; however, it may
be the case that other PLMs yield different results.
Finally, as is always the case with manual prompt
design it is possible that our constructed prompt
templates are suboptimal. We experimented with
many subtle prompt variations during our initial
design process; nonetheless, we recognize that we
may have missed better-performing alternatives.

“https://github.com/treena908/DAPF
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Collectively, these limitations present intriguing
avenues for follow-up work.

8 Ethical Considerations

This research was guided by a broad range of ethi-
cal considerations, taking into account factors as-
sociated with fairness, privacy, and intended use.
Although many of these are described throughout
the paper, we summarize those that we consider
most critical in this section.

Data Privacy and Fairness. This research was
approved by the Institutional Review Board at our
institution. Access was granted for all datasets
used in this research, and our use is governed by
approved protocols unique to each dataset. Demen-
tiaBank, ADReSS, and the Carolina Conversations
Collection are all publicly available following ac-
cess request protocols specified by their governing
organizations. We refer readers to the citations
throughout this work if they are interested in ob-
taining access to this data. We are unable to share
it directly, although we can share our processing
scripts and other code to facilitate reproducibility
of our work by others.

Intended Use. Automated models for AD detec-
tion from spoken language present potential bene-
fits in real-world scenarios: they offer opportunity
to expand healthcare access, minimize cost of care,
and reduce caregiver burden. However, they may
also pose risks if used in unintended ways. We
consider intended use of the work reported here to
extend to the following:

* People may use the technology developed in
this work to study language differences be-
tween individuals with and without AD, as a
way of building further understanding of the
condition.

People may use the technology developed in
this work to further their own research into
low-resource NLP tasks, including those asso-
ciated with this and other healthcare problems.

People may use the technology developed in
this work to build early warning systems to
flag individuals about potential AD symptoms,
provided that the technology is not miscon-
strued as an alternative to human care in any
way.

Any use outside of those listed above is con-
sidered an unintended use. To safeguard against
unintended use of our work, we remind readers
that dataset access must be granted through the ap-
proved channels by the creators of the respective
datasets used in this work. This may include pro-
cesses ranging from email request to full review
and approval by local and external Institutional Re-
view Boards. We reiterate our caution against using
any findings from this paper to build systems that
function as intended or perceived replacements for
human medical care.
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