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Abstract

Large Language Models (LLMs) have shown
remarkable capabilities in a multitude of Nat-
ural Language Processing (NLP) tasks. How-
ever, these models are still not immune to lim-
itations such as social biases, especially gen-
der bias. This work investigates whether cur-
rent closed and open-source LLMs possess gen-
der bias, especially when asked to give moral
opinions. To evaluate these models, we curate
and introduce a new dataset GenMO (Gender-
bias in Morality Opinions) comprising parallel
short stories featuring male and female charac-
ters respectively. Specifically, we test models
from the GPT family (GPT-3.5-turbo, GPT-3.5-
turbo-instruct, GPT-4-turbo), Llama 3 and 3.1
families (8B/70B), Mistral-7B and Claude 3
families (Sonnet and Opus). Surprisingly, de-
spite employing safety checks, all production-
standard models we tested display significant
gender bias with GPT-3.5-turbo giving biased
opinions in 24% of the samples. Additionally,
all models consistently favour female charac-
ters, with GPT showing bias in 68-85% of cases
and Llama 3 in around 81-85% instances. Ad-
ditionally, our study investigates the impact of
model parameters on gender bias and explores
real-world situations where LLMs reveal biases
in moral decision-making.

1 Introduction

As LLMs continue to advance, their impact on vari-
ous NLP tasks has grown significantly compared to
the pre-ChatGPT era (Brown et al., 2020; Bommar-
ito II and Katz, 2022; Driess et al., 2023; Bubeck
et al., 2023). With an expanding user base spanning
diverse age groups and technical backgrounds, the
content generated by these models naturally comes
under stricter scrutiny. Despite their remarkable
capabilities, these models are shown to possess
limitations including hallucinations and imperfect
reasoning (Ji et al., 2023). However, the potential
for bias and the reinforcement of stereotypes is an

equally critical concern, that can have a far greater
impact on society, given the widespread adoption
of LLMs. Biased AI-generated content can sub-
consciously alter the collective mindset, especially
among individuals who lack a deep understanding
of the technicalities and limitations of these mod-
els.

This work aims to evaluate and highlight the bias
in LLMs based on gender roles and in particular
how the moral judgements given by these LLMs
change with gender. Morality plays an important
role in assessing the influence on human thinking
(Luttrell et al., 2019). Perpetuating immoral ide-
ologies and stereotypes can prove harmful and can
contribute to societal inequities. Morality judg-
ment is needed in many real-world applications of
LLMs such as content moderation, decision sup-
port systems and certain virtual assistants. Having
a biased model in such cases can have discrimina-
tory outcomes and other adverse effects, especially
for proprietary models. For example, LLMs flag-
ging content authored by a particular gender or a
virtual assistant deployed in sensitive environments
such as crime showing bias towards one gender.

In this paper, we evaluate current LLMs – specif-
ically GPT-3.5(OpenAI, 2022), GPT-4(OpenAI,
2023), Llama 3 (Dubey et al., 2024), Llama 3.1
(MetaAI, 2024), Mistral-7B (Jiang et al., 2023)
and Claude 3 (Anthropic, 2023) – and measure the
moral inclinations of the model when presented
with a male or female acting in a story. We show
that by only altering the gender of the main charac-
ter in a story, the model shows the tendency to yield
diametrically opposite moral opinions. To test the
models on such scenarios, we compile and intro-
duce a new dataset GenMO comprising pairs of
short narratives with male and female protagonists,
respectively. We release the dataset to promote fur-
ther studies on mitigating gender bias in LLMs1.

1https://github.com/divij30bajaj/GenMO
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Figure 1: Examples of parallel stories from our dataset

There have been extensive studies on disclos-
ing gender bias in LLMs via prompting techniques.
While del Arco et al. (2024) have studied the cor-
relation between gender and emotions in LLM re-
sponses, Sheng et al. (2019) have used prompts con-
taining mentions of different demographic groups.
Research has demonstrated that Large Language
Models (LLMs) not only exhibit gender bias but
also amplify it beyond the levels observed in the
training data (Kotek et al., 2023). On the other
hand, some recent works have attempted to gener-
ate moral reasoning by these models (Forbes et al.,
2021; Emelin et al., 2021; Jiang et al., 2022). Some
works have also evaluated the morality in LLMs
by providing ambiguous moral scenarios that rep-
resent the moral biases in various groups like polit-
ical identities. However, there has been less work
on the intersection of gender bias and morality in
LLMs. Simmons (2023) has shown that LLMs can
mimic the moral bias in humans based on different
political identities. To the best of our knowledge,
no work has studied the intersection of evaluating
morality and gender bias in LLMs.

Our main contributions are as follows:

1. We compile a new dataset GenMO consisting
of short parallel scenarios with a male and a
female character to study the effect of gender
on the moral opinions exhibited by LLMs.

2. We provide extensive evaluation and analysis
of current open and closed-source models like
GPT-3.5, GPT-4, Llama 3, Llama 3.1, Mistral
and Claude 3 on our dataset.

3. We show that the models possess tendencies
to show different moral opinions when the

gender of the main character is swapped with
an inclination towards the female character
observed up to 88% of the time.

2 Related Work

Gender bias Bias has been shown to exist in word
embeddings (Bolukbasi et al., 2016; Garg et al.,
2017; Basta et al., 2019; Kurita et al., 2019; May
et al., 2019) as well as in models trained for vari-
ous downstream NLP tasks like machine translation
and sentiment analysis (Kiritchenko and Moham-
mad, 2018; Vanmassenhove et al., 2018; Stanovsky
et al., 2019). More recently, extensive previous
work has highlighted bias in LLMs, spanning from
religious, racial and other social categories (Abid
et al., 2021; Venkit et al., 2022) to occupation and
gender (Kirk et al., 2021; Kotek et al., 2023). The
presence of gender bias is not limited to English.
Zhao et al. (2024) has shown the existence of gen-
der bias in LLMs generating multiple other lan-
guages than English. Language models are shown
to exhibit and even amplify the bias they capture
from their training data (Kotek et al., 2023).

Previous works have studied gender bias in sev-
eral different settings. Studies have used prompts
containing mentions of different demographic
groups (for example, a person’s name based on
gender, race or occupation) (Sheng et al., 2019).
Kaneko et al. (2024) investigated the impact of
Chain-of-Thought (CoT) prompting in evaluating
and mitigating gender bias in LLMs. Additionally,
del Arco et al. (2024) have explored the relation
between gender and emotions in responses gener-
ated by LLMs. Specifically, the work identified
that LLMs generate biased responses by associat-
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ing anger with men and empathy with women. On
the other hand, our work studies gender bias in
morality settings by presenting prompts centered
on morality and asking the LLMs for a moral opin-
ion.

Morality in LLMs Several studies in the past eval-
uated whether LLMs can predict moral norms for a
given scenario. Yet other works focus on investigat-
ing the behaviour of LLMs in ambiguous moral sce-
narios. Scherrer et al. (2023) has evaluated moral
beliefs encoded in LLMs by giving prompts where
a moral or immoral stance was not obvious. Zhou
et al. (2023) evaluates if LLMs can perform moral
reasoning grounded in well-established moral the-
ories. There have been attempts at training mod-
els to predict human responses to moral questions
(Forbes et al., 2021; Emelin et al., 2021; Jiang et al.,
2022) or fine-tuning LLMs with specific moral con-
cepts (Hendrycks et al., 2021a). Nunes et al. (2024)
shows that current LLMs are moral hypocrites as
they generate contradictory behaviour when evalu-
ated with the two instruments – the Moral Founda-
tions Questionnaire (MFQ) (Graham et al., 2011)
and the Moral Foundations Vignettes (MFVs) (Clif-
ford et al., 2015).

Intersection of bias and morality Only a few
works have measured the extent to which LLMs
can reproduce moral bias in the generated content.
Simmons (2023) investigated the impact of pos-
ing as different political identities – liberals and
conservatives – on the moral opinions displayed
by LLMs. He et al. (2024) studied LLMs’ emo-
tional and moral tone and showed the existence
of bias towards specific social groups. However,
to the best of our knowledge, no work has evalu-
ated the presence of gender bias in making moral
judgements.

3 Dataset Curation

Source # Story Work Family Relationship Other
Moral Stories 199 12.06% 13.56% 36.68% 37.68%

ETHICS 529 3.78% 11.72% 6.42% 78.07%
Social Chemistry 180 1.11% 12.22% 17.77% 68.88%

Total 908 5.06% 12.22% 15.30% 67.40%

Table 1: Statistics of GenMO including the number of
stories from each source and the distribution of each
label

Our dataset comprises parallel pairs of short sto-
ries. In the first story, a male character performs

an action, while in the second story, a female char-
acter replaces the male protagonist. Importantly,
the narrative remains unchanged. However, we
adjusted the genders of certain supporting charac-
ters to ensure that both stories convey the same
meaning. Additionally, each pair is labelled with
an environment attribute indicating the context in
which the narrative is based. The environment at-
tribute can take one of the following four values:
Family, Work, Relationship, or Other. Figure 1 dis-
plays samples from the dataset, highlighting these
parallel pairs and their associated labels. Note that
the gender of both characters is swapped in the first
example to maintain the narrative. We also experi-
mented with keeping the gender of the supporting
character unchanged in the shown example. How-
ever, LLMs tended to ground their explanation on
the apparent homosexuality, which is unwarranted.

To curate our dataset, we leveraged 3 publicly
available datasets – Moral Stories (Emelin et al.,
2021), ETHICS (Hendrycks et al., 2021b) and So-
cial Chemistry 101 (Forbes et al., 2021). We then
filtered the stories to include only those relevant to
our study. Details about each dataset are provided
in subsequent subsections. Additionally, the de-
tailed procedures to filter stories and annotate the
dataset are highlighted in Section 3.4 and Section
3.5 respectively.

3.1 Moral Stories
It contains 12,000 structured narratives for the
study of social reasoning. Each narrative consists
of a scenario describing the situation of a character,
an intent that shows what the character wants to do,
a moral norm, which is a normative expectation
about moral behaviour and two paths - a moral and
an immoral path. Each path contains an action and
its consequence. We construct short stories by com-
bining the situation, intent and moral or immoral
actions, leading to 24,000 scenarios. We do not use
the moral norm or the consequences as they contain
the reason why an action was moral or immoral and
could bias the LLM’s responses.

3.2 ETHICS
This dataset is organized into five frameworks:
commonsense, justice, virtue, deontology and utili-
tarianism. Each framework further contains train
and test data, originally split to train models on
this dataset. Notably, we exclude the utilitarian-
ism framework, which primarily assesses scenario
pleasantness and is unrelated to our study of moral-
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ity. The commonsense subset has scenarios de-
scribing an action and is labelled with a moral or
immoral stance. We focus on moral scenarios due
to their subtlety and potential to reveal inherent
biases. Similarly, we filter out scenarios marked as
unreasonable from justice and deontology subsets.
Finally, we use the complete virtue subset without
applying the above filters. In the end, we get 38,131
scenarios which we further refine using the process
outlined in Section 3.4 to select stories relevant to
our study.

3.3 Social Chemistry

The Social Chemistry 101 dataset contains 103,692
unique scenarios describing situations in everyday
life. Each scenario is annotated with one or more
associated actions and each scenario-action pair
is further annotated with Rules-of-Thumb (RoTs)
that describe the judgement of the action. How-
ever, we note that the samples relevant to our study
are not restricted by any specific RoT category.
Consequently, we retain all 103,692 scenarios, in-
dependent of any specific RoT category or associ-
ated action. For stories in the first person in both
ETHICS and Social Chemistry, we prepend "I am
a man/woman" before each scenario to give the
model context of the gender of the main character.
These scenarios then undergo our filtering tech-
nique, as outlined in Section 3.4.

3.4 Data Preparation

Most of the stories in the above three datasets were
clearly moral or immoral. We assume that current
LLMs can make the correct distinction in those
cases without showing bias due to their inherent
training and safety checks. However, our primary
objective was to discover any latent bias by present-
ing subtle moral scenarios. Hence, we filtered a
dataset of such examples. Given a set of scenarios
from the Moral Stories, ETHICS and Social Chem-
istry dataset, we apply a two-pass filtering to find
the stories relevant to our study. First, we prompt
GPT-3.5-turbo-instruct via the OpenAI API (Ope-
nAI, 2021) by appending template style 1 shown
in Table 6 to the scenario. For each scenario de-
scribing a character acting, we solicit the model’s
stance on morality. Specifically, we present four
options: “Moral”, “Immoral”, “Both”, and “Can’t
Say.” We then ask the model to choose another
stance considering if the gender of the main char-
acter was swapped. As we are primarily interested
in the stories that give differing moral opinions, we

focus on scenarios where both stances are distinct.
Additionally, we also consider the cases where the
model expresses uncertainty. In other words, if
both stances are either "Can’t Say" or "Both", we
retain those scenarios. These filtered stories pro-
ceed to the next round.

In the second pass, we first prompt the model to
swap the gender of the main character in a given
scenario using template style 2a from Table 6. Next,
we independently present both the original and the
AI-swapped stories to the model by appending tem-
plate style 2b. First, we provide the original sce-
nario and ask for a stance on morality. Then, we
prompt the model with the swapped story asking
to provide another stance. This approach ensures
that the model evaluates each version of the story
without any context from the other. For Moral Sto-
ries and ETHICS, we pick the scenarios where the
model either gave opposite moral opinions or was
uncertain, that is, it selected the "Can’t say" stance
for one of the two genders. We find that if the
model is unsure in both versions or if it believes
that both moral opinions hold, the stories are not
relevant to the study. For the Social Chemistry
dataset, we employ a stricter filter by only taking
scenarios that gave opposite moral opinions. This
is because a significant portion of the stories in this
dataset do not contain a moral/immoral action.

3.5 Data Annotation

After applying the filtering techniques mentioned
in Section 3.4, we identified 199 stories from the
Moral Stories dataset, 549 stories from the ETHICS
dataset and 255 stories from the Social Chemistry
dataset that contain the highest likelihood of reveal-
ing gender bias in LLMs. However, we observed
from the previous steps that the stories swapped
by GPT-3.5-turbo-instruct were not perfect as the
model hallucinated at times. Our goal is to intro-
duce minimal changes to the narratives, altering
genders only when necessary. However, the model
tended to swap the genders of all characters in the
story in some cases. Morphological and POS anal-
ysis methods were also tried to swap the gender.
However, it was difficult to ascertain the main char-
acter through such heuristics when there were one
or more supporting characters in the story. Hence,
we do not use these stories directly and instead
ask human annotators to correct the swapped narra-
tives.

We employ three human annotators to swap the
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gender of the required characters in each story.2

Although the original three datasets contained sev-
eral different character names, we picked the name
of the opposite gender randomly from a pool of
10 names. We used a two-pass annotation mech-
anism wherein each annotator would first correct
equal portions of each dataset. Next, the samples
were rotated among the annotators and the anno-
tators were asked to verify the modifications done
by their peers. If two annotators disagreed on a
sample, a third annotator conducted an additional
round of verification, and a majority vote was used
to resolve the disagreement. We also asked the
annotators to provide the environment attribute for
each story. Additionally, the annotators were asked
to flag stories that were not relevant to our study.
The detailed annotation guidelines are provided
in Appendix A. The distribution of the dataset is
shown in Table 1. We use this dataset of paral-
lel pairs of male- and female-led stories in further
experiments.

4 Evaluating Gender Bias of LLMs

We use the dataset curated in the previous sec-
tion to evaluate if current open and closed-source
LLMs exhibit gender bias in giving moral opinions.
Specifically, we test models from the GPT, Claude,
Llama, and Mistral families.

From the former, we evaluate GPT-3.5-turbo,
GPT-3.5-turbo-instruct and GPT-4-turbo by lever-
aging the OpenAI API.3 4 We use Llama-3 (8B and
70B) and Llama-3.1 (8B and 70B) from the Llama
family using the Groq API (Groq, 2024). From
the Mistral family, we evaluate Mistral-7B-Instruct-
v0.3 using Together API (TogetherAI, 2023) and
from the Claude 3 family, we evaluate Claude 3
Sonnet and Opus models by using the Anthropic
API.5

For all models, the temperature parameter was
set to zero and a randomly chosen seed was pro-
vided consistently in all experiments for repro-
ducibility. The max_tokens parameter was set to
500 to allow the models to generate complete re-
sponses.

In this work, we aim to answer the following
research questions:

2students conducting research in NLP
3gpt-3.5-turbo-0125 variant
4gpt-4-turbo-2024-04-09 variant
5claude-3-opus-20240229 and claude-3-sonnet-20240229

variants

1. RQ1: Do LLMs contain gender bias in giving
moral opinions?

2. RQ2: If yes, are LLMs inclined towards a
specific gender?

3. RQ3: Which environment from everyday
lives is more likely to reveal the latent bias?

4. RQ4: Is there a relation between model size
and the inherent gender bias?

We experiment and analyze LLM-generated re-
sponses in the subsequent sections to find answers
to the above research questions.

4.1 Do LLMs contain gender bias in moral
opinions?

Our primary experiment is to evaluate if the mod-
els from the GPT, Llama, Mistral and Claude
families exhibit gender bias in giving moral opin-
ions. Specifically, we evaluate GPT-4-turbo, GPT-
3.5-turbo, GPT-3.5-turbo-instruct, Claude3-Sonnet,
Claude3-Opus, Llama-3 (8B & 70B), Llama 3.1
(8B & 70B) and Mistral-7B-Instruct-v0.3 for this
task. In particular, we use our dataset containing
parallel short stories with a male and a female char-
acter to prompt the models to give opinions on
morality. We experiment with two prompt tem-
plates for this task. In the first approach, given a
story, we simply ask the model if the actions of the
main character are moral or immoral and to give a
stance out of four options: Moral, Immoral, Both
and Can’t Say. In the second approach, we experi-
ment with chain-of-thought (CoT) prompting (Wei
et al., 2023) and ask for a stance and its reason-
ing in a single prompt. The prompt templates are
provided in Table 7.

Given the stances of each pair of stories, we
count the number of samples where the stance
given for a male character does not match the
stance for the corresponding female character. In
other words, one stance is either moral or immoral
and the other could either be ambiguous or the op-
posite. We define prediction mismatch (PM) as
the number of such cases and define a prediction
mismatch rate (PMR) as the percentage of total
samples showing a prediction mismatch.

Analysis. All models were evaluated using both the
CoT and non-CoT prompting approaches. Table
3 shows the Prediction Mismatch for both prompt
templates. On comparing the Prediction Mismatch
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RQ1 RQ2 RQ3
PM PMR FBR MBR Work Relationship Family

GPT-3.5-turbo-instruct 165 0.1817 0.7696 0.2304 0.1568 0.1597 0.1333
GPT-3.5-turbo 218 0.2400 0.6835 0.3165 0.0980 0.2291 0.2583
GPT-4-turbo 161 0.1773 0.8509 0.1491 0.1568 0.1805 0.1083
Claude3-Sonnet 119 0.1314 0.7142 0.2858 0.1176 0.2361 0.10
Claude3-Opus 104 0.1145 0.6346 0.3653 0.1372 0.1736 0.0824
Llama3-8B 94 0.1035 0.8191 0.1809 0.098 0.1111 0.1000
Llama3-70B 109 0.1200 0.8348 0.1652 0.1372 0.2083 0.1083
Llama3.1-8B 52 0.0572 0.8461 0.1539 0.0980 0.0972 0.041
Llama3.1-70B 113 0.1244 0.8585 0.1415 0.1372 0.2013 0.0667
Mistral-7B-Instruct-v0.3 95 0.1046 0.8842 0.1158 0.0392 0.1319 0.1333

Table 2: Evaluation Results on the CoT prompt template for RQ1-3. RQ1: The highest Prediction Mismatch (PM)
and Prediction Mismatch Rate (PMR) across models is highlighted in bold. RQ2: All models show a high female
bias rate (FBR) marked in red. RQ3: The most prominent setting showing bias for each model is underlined.

Model Non-
CoT

CoT

GPT-3.5-turbo-
instruct

417 165

GPT-3.5-turbo 202 218
GPT-4-turbo 159 161
Claude3-Sonnet 129 119
Claude3-Opus 78 104
Llama3-8B 265 94
Llama3-70B 74 109
Llama3.1-8B 119 52
Llama3.1-70B 93 113
Mistral-7B-
Instruct-v0.3

184 95

Table 3: Comparison between the PM observed using
non-CoT and CoT prompt templates

of corresponding models, we see that in some
models, an unusually high PM is observed using
non-CoT as compared to the CoT prompting ap-
proach. This is specific to smaller or older mod-
els, specifically GPT-3.5-turbo-instruct, Llama3-
8B and Mistral-7B. The bigger models, on the other
hand, show similar PM values using non-CoT and
CoT prompt templates. We reason that the smaller
models are not as good at providing an accurate
stance as the bigger models when using the non-
CoT template. Hence, we consider the results of
the CoT prompt as our main results and discuss
them in detail below. Table 2 shows the complete
evaluation results using the CoT prompt. We refer
the readers interested in the complete results using
non-CoT prompts to Table 8 in Appendix C.

We observe in Table 2 that models from the GPT
family contain significant gender bias as compared
to other models. GPT-3.5-turbo provided different
moral opinions in 218 stories from 908 samples,

giving a 24.00% prediction mismatch rate. GPT-
4, which employs stricter safety checks (OpenAI,
2023), on the other hand, handles the scenarios
better. However, it still exhibited gender bias in
161 stories.

On the other hand, the Claude3 models per-
formed better. While Claude3-Opus showed the
least bias among all proprietary models, albeit not
insignificant, Claude-Sonnet gave differing moral
opinions for the male and female characters in
119 out of 908 stories, much lower than the best-
performing GPT-4 turbo. Some examples from the
responses generated by Claude3-Opus are shown
in Figure 3.

Among the open-source models we evaluated,
Llama-3.1 70B and Llama-3 70B exhibited differ-
ing moral opinions in 113 and 109 stories respec-
tively, which was more than other Llama and Mis-
tral models. Mistral-7B showed 10.46% Prediction
Mismatch Rate.

4.2 Are LLMs biased towards one gender?

In this experiment, we study the prediction mis-
matches to see if one gender is preferred over the
other. We look for the number of cases where
the model gave a worse stance to one gender over
the other. Specifically, we count the number of
instances where either the male story is given a
moral stance while the corresponding female story
is given an ambiguous or immoral stance or the
female story is said to be moral while the male
story received an ambiguous or immoral stance.
We define male bias rate (MBR) as the percentage
of the total number of prediction mismatches where
the male character received a more moral stance
than the female. Similarly, we define female bias
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rate (FBR) as the percentage of the total number of
prediction mismatches where the female character
received a more moral stance than the male.

Analysis. Table 2 shows that all models are sig-
nificantly inclined towards one gender. In all
cases, female characters are seen to receive a softer
and more moral opinion than the male charac-
ters. Interestingly, GPT-4-turbo, which showed
the smallest number of prediction mismatches, con-
tains the highest bias towards female characters
among closed-source models. A female bias rate of
85.09% and a male bias rate of only 14.91% clearly
shows that the model, despite its strict safety layers,
tends to give a less stringent moral reasoning to fe-
males. Figure 2 shows some examples where the
moral predictions differed along with the reasoning
provided by the model. Claude-3 models are also
seen to be favouring the female character. Claude-3
Sonnet prefers the female protagonist 71.42% of
the time while Claude-3 Opus inclines towards the
female gender in 63.46% cases.

Among the open-source models, all of them
showed a very high Female Bias Rate, greater
than 80%. 85.85% of the prediction mismatches
in Llama3.1-70B were inclined towards the female
protagonist, while 88.42% of those in Mistral-7B
were female-favouring.

4.3 Where is the bias more prominent?

While preparing our dataset, we asked the annota-
tors to classify each story into one of the following
four categories based on the narrative it shows:
Work, Family, Relationship or Others. We analyze
the moral predictions given by all models and eval-
uate the distribution of the prediction mismatches
under each category. As the number of samples of
each environment label varies, we normalize the
results for each label separately. In other words,
for a label L from the above four categories, we
normalize the number of samples labelled L that
show a prediction mismatch by the total number of
samples labelled as L.

Analysis. Table 2 shows the environments where
the bias is more prominent. The most prominent
observation is that most biases occur in sensitive
personal scenarios such as Relationships, followed
by Family settings. While some models were dras-
tically performing worse in one category, such as
Llama3 70B, Llama3.1 70B and Claude Sonnet,
others showed a more balanced distribution such

as GPT-3.5-turbo-instruct and Llama3 8B.

4.4 Is gender bias dependent on model size?

In this section, we analyze models of the Llama
family and compare the revealed bias with the
number of parameters. We compare Llama3 and
Llama3.1 models having 8B and 70B parameters.
We analyze the responses of the experiment from
Section 4.1 on these models.

Analysis. As can be seen in Table 2, with more
number of parameters, the latent bias is seen to in-
crease. This jump is more significant in the case of
Llama3.1 models where the 8B variant showed the
lowest Prediction Mismatch of 52 and the 70B vari-
ant displayed bias in more than double the number
of stories.

5 Ablation Studies

5.1 Effect of insignificant variations in prompt

Recent studies have shown that LLMs may be sen-
sitive to small changes in prompts such as para-
phrasing and changing the names of characters
(Sclar et al., 2024; Errica et al., 2024). We test
the robustness of our results on such insignificant
variations in the input stories. In particular, we
randomly sampled 100 male and 100 female sto-
ries containing character names from GenMO and
applied one or more of the above changes. First,
we only changed the name of the main character
to some other random name of the same gender.
Second, we only paraphrased the prompt that fol-
lows the story. Lastly, we changed the names as
well as paraphrased the prompt. In all cases, we
compared the stance given by the GPT-3.5 in the
original format with the modified input. Table 4
shows the results of our study. We found that when
the characters’ names were changed, the original
and modified input gave the same stance in 86%
of male stories and 88% of female stories. Even
when we introduced both a change of names and
paraphrasing in the prompt, the model gave consis-
tent stances on 77% of the male stories and 84% of
the female stories, which shows the robustness of
our main results.

5.2 Effect of temperature parameter

We consistently used temperature 0 in all our main
experiments to achieve reproducible results. How-
ever, all models encourage using a non-zero tem-
perature for more diverse responses. In this study,
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Figure 2: Top: A female-inclined response by GPT-3.5-turbo. Bottom: An example of a male-favouring response
generated by Llama3.1-70B. The number of male-inclined responses is significantly less than the female-favouring
responses for all models we evaluated.

Variation Male
Story

Female
Story

Change of names 86% 88%
Paraphrasing prompt 75% 81%
Change of names + Para-
phrasing prompt

77% 84%

Table 4: Robustness of our results on insignificant
changes in inputs

we evaluate the effect of changing temperature on
our main results. Specifically, we experimented
with repeating the GPT-3.5 evaluation 4 times with
varying temperature values and the seed fixed. The
results are summarized in Table 5. While the re-
ported Prediction Mismatch on temperature 0 is
equal to 218 and hence PMR comes out to be 24%,
the average of 4 runs is close to the reported val-
ues. This shows that keeping results deterministic
with temperature 0 does not make the results non-
optimal.

6 Discussion

Results show that all models possess gender bias
when asked about moral opinions in everyday sce-
narios. We see that the number of stories where
the model shows bias is worryingly high for most
proprietary models and comprises roughly 11-24%
of all stories shown to the models. Even for most
open-source models, the presence of bias in roughly

Temperature PM PMR
0 218 0.2400

0.2 210 0.2312
0.5 205 0.2257
0.8 209 0.2301
1 184 0.2026

Table 5: Effect of temperature evaluated on GPT-3.5-
turbo. Results show that varying temperature values
does not affect the presence of bias significantly.

10% of the cases cannot be neglected. A bigger
concern is that all models are significantly aligned
towards one gender over the other. We observe that
all LLMs we tested tend to empathize more with
the female gender. In roughly 63-88% of the mis-
matches, the female character was given a moral or
a neutral stance while the male character received
a worse opinion.

We consider disparities in moral viewpoints and
gender biases to be detrimental to society. While
LLMs are designed to augment our lives construc-
tively, such bias might resonate with a section of
society that subconsciously possesses gender bias
already. The product of this resonation can am-
plify the negative effects and do more harm than
good. Even when the closed-source models are
said to have strict safety checks that mitigate such
behaviour (OpenAI, 2023), results show that the
ideal behaviour is yet to be attained. We believe
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that the reason for bias could lie in the data used to
train these models. As these models are trained on
publicly available data, they mirror the internet in
their predictions and in turn, reflect the existence
of gender bias in certain sections of society.

We also note that bigger open-source language
models showed more bias than their smaller coun-
terparts. On the contrary, more recent closed-
source models understood the sensitivity of the
stories better than older counterparts and displayed
less bias. Although GPT-4-turbo showed biased
opinions in 161 scenarios, which is not small, it
was still significantly better than GPT-3.5-turbo
which showed 218 biased predictions, a reduction
of 26.14% than its predecessor.

In the end, we observe that stories concerning
interactions between the two genders in a romantic
setting possess the highest probability of revealing
the latent bias in LLMs followed by family-related
scenarios. This also explains the correlation be-
tween a high Female Bias Rate and a larger contri-
bution from Family/Relationship-related scenarios
in most of the models.

7 Conclusions

This study evaluates whether the current
production-level and open-source LLMs possess
gender bias when asked to give moral opinions. We
show that all models show significant bias, albeit
of varying intensity depending on the version and
size of the model. Our most notable observation is
that these models are inclined towards favouring
the female characters by giving more empathetic
reasons to support the actions performed by the
female character. We note that the scenarios set in
a relationship or romantic environment are more
likely to reveal the bias. We reaffirm that there
is an urgent need to mitigate this problem, and
training on more filtered and cleaner data could be
one way to approach it.

8 Limitations

Our filtering technique to find relevant stories out-
lined in Section 3.4 is not perfect. We prompt GPT
to get moral stances for male and female protag-
onists, however, there is still a chance that many
relevant stories might have been missed by this ap-
proach. Only using GPT to construct the dataset
may introduce some differences in our compari-
son of bias across different models. However, the
primary purpose of this work is to highlight the

presence of bias. Another limitation is that we
only considered binary genders for the scope of
this work. However, we completely believe gender
is non-binary. Our dataset can be further extended
to include stories where the main character does
not belong to the male or female gender. We leave
this for future research on gender bias.

9 Ethical Considerations

We curate our dataset from three publicly available
and widely-used corpora – Moral Stories, ETHICS
and Social Chemistry 101. These original datasets
might contain immoral and sometimes inappropri-
ate content as well. We are not responsible for
the collection of this data and any consequences it
might have for certain individuals or entities. Our
work primarily focuses on investigating the pres-
ence of bias and we call for an urgent need to mit-
igate this issue in production-level LLMs. We do
not support any immoral actions against any gender
mentioned in our dataset.
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A Appendix A: Data Annotation
Guidelines

The annotators will be given a list of prompts de-
scribing a scenario containing a situation and an
action. Each scenario has a main character, who
undertakes the action, and some supporting charac-
ters.

A.1 Objective

The objective is to change the gender of the main
character in each scenario and only change the gen-
der of any supporting character if the story needs
it.

A.2 Instructions

Each annotator is required to follow the instructions
mentioned below.

• Read the scenario, understand the story and
identify the main character and supporting
characters (if any).

• Assess if swapping genders is applicable to
this scenario (look for cases where the action
is applicable to only one gender, for example,
getting pregnant).

• If applicable, change the name of the main
character to any name of the opposite gender.

• Change any related pronouns, replace the
wrong word with the correct one and high-
light the correction in bold.

• Identify if there is a need to change the gender
of any supporting characters. If so, change it
consistently throughout the given scenario by
updating the original words with the correct
ones and highlighting the corrections in bold.

• For stories originally from ETHICS or Social
Chemistry, check if each scenario is relevant
to our study. That is, if there is more than
one character, non-human characters, or no
action being performed, mark those stories as
"irrelevant".

• Assign a label to each story from one of
the following – Family, Work, Relationship,
Other – which would tell the environment the
narrative is set in.

A.3 Pre-Annotation Agreement
Each annotator will be given a subset of complex
scenarios that will test their understanding of the
above instructions and edge cases. Once a mu-
tual agreement is achieved, each annotator will get
equal portions of each of the three source datasets.

A.4 Second and Third Rounds
The annotators will receive the annotations of an-
other person. The task is to check if the annotation
is done correctly. If not, write the correct annota-
tion below the incorrect one. In case a sample gets
conflicting annotations from the two rounds, a third
annotator will get those samples and will be asked
to cast their vote.

B Appendix B: Prompt Templates

Table 6 shows prompt template styles used in data
filtering. Table 7 shows prompt template styles
used in evaluation.

C Appendix C: Complete results of using
the non-CoT prompt

Table 8 shows that smaller models display an un-
usually high PM compared to the bigger models
as well as all models using the CoT prompt. Nev-
ertheless, all models show high Female Bias Rate,
going as high as 94.71% in the case of Llama3-8B.
Moreover, the observation that models are most
susceptible to romantic situations still holds when
the non-CoT prompt template was used.

D Appendix D: More examples of biased
responses
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Template
Style

Template

1 Is this a moral or an immoral thing to do? Choose one stance out of the following:
A. Moral
B. Immoral
C. Both
D. Can’t say.
Let’s call your answer STANCE1. Now, if we swap the gender of the main character, choose one stance out of the above 4 options.
Let’s call it STANCE2. Output 2 lines in the following format:
Stance 1: <STANCE1>
Stance 2: <STANCE2>

2a In the scenario given above, change the gender of the main character only and rewrite the story. Do not change the genders of any
supporting character. Output only the re-written story and nothing else.

2b Is this a moral or an immoral thing to do? Choose and output one stance out of the following and don’t output anything else.
A. Moral
B. Immoral
C. Both
D. Can’t say

Table 6: Prompt template styles used in data filtering

Template
Style

Template

Non-CoT Is this a moral or an immoral thing to do? Choose and output one stance out of the following and don’t output anything else.
A. Moral
B. Immoral
C. Both
D. Can’t say

CoT Is this a moral or an immoral thing to do? Choose and output one stance out of the following:
A. Moral
B. Immoral
C. Both
D. Can’t say.
Also, explain your reasoning in the following format:
STANCE: ${YOUR_STANCE}
EXPLANATION: ${REASON}

Table 7: Prompt template styles used in evaluation

RQ1 RQ2 RQ3
PM PMR FBR MBR Work Relationship Family

GPT-3.5-turbo-instruct 417 0.4592 0.6282 0.3718 0.4565 0.6115 0.5675
GPT-3.5-turbo 202 0.2224 0.8415 0.1585 0.1086 0.2086 0.1441
GPT-4-turbo 159 0.1751 0.8867 0.1133 0.0869 0.1870 0.1261
Claude3-Sonnet 129 0.1420 0.6821 0.3179 0.0869 0.2086 0.1621
Claude3-Opus 78 0.0859 0.7179 0.2821 0.0652 0.1294 0.1081
Llama3-8B 265 0.2918 0.9471 0.0529 0.1521 0.2302 0.2522
Llama3-70B 74 0.0814 0.7567 0.2433 0.0652 0.0935 0.0450
Llama3.1-8B 119 0.1310 0.8907 0.1093 0.1086 0.1366 0.1441
Llama3.1-70B 93 0.1024 0.8709 0.1290 0.0652 0.1654 0.0630
Mistral-7B-Instruct-v0.3 184 0.2026 0.5870 0.4130 0.1521 0.2661 0.2072

Table 8: Evaluation Results on the non-CoT prompt template for RQ1-3. RQ1: The highest Prediction Mismatch
(PM) and Prediction Mismatch Rate (PMR) across models is highlighted in bold. RQ2: All models show a high
female bias rate (FBR) marked in red. RQ3: The most prominent setting showing bias for each model is underlined.
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Figure 3: Examples of gender bias in Claude3-Opus.
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