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Abstract

Knowledge-based Visual Qustion-answering
(K-VQA) often requires the use of background
knowledge beyond the image. However, we dis-
cover that a single knowledge generation strat-
egy is often insufficient for all K-VQA ques-
tions. To this end, we propose Diversification,
Evidence Truncation, and Combination for
Knowledge-based Elucidation (DIETCOKE),
which utilizes a bundle of complementary
question-answering tactics and aggregates their
answers using textual rationales. DIETCOKE
comprises of three stages: diversification, ratio-
nalization, and ensemble. The diversification
stage generates three distinctive decision con-
texts, each leading to its own answer candidate.
The rationalization stage generates two ratio-
nales, the automatic rationale and the mechanis-
tic rationale, for each answer candidate using
decorrelated techniques. Finally, in the ensem-
ble stage, an LLM informed by the rationales
selects one answer from the three candidates.
Experiments show that DIETCOKE signifi-
cantly outperforms state-of-the-art LLM-based
baselines by 2.8% on OK-VQA and 4.7% on
A-OKVQA and that the strategies in the ensem-
bles are highly complementary. Code is avail-
able at: https://github.com/limiaoyu/DietCoke

1 Introduction

Knowledge-based Visual Question-answering (K-
VQA) requires background knowledge beyond the
image content. For example, to answer the question
in Fig. 1 (b), it is necessary to know the carbohy-
drate content of different types of food. Zero-shot
K-VQA provides an effective evaluation of AI mod-
els in applying their knowledge to answer novel
vision-informed questions.

An effective technique for zero-shot VQA is to
translate an image to a textual decision context
for a text-based model, such as an LLM, which
the answers the question using the context (Yang
et al., 2022; Tiong et al., 2022). For example,

Yang et al. (2022) translate the image to captions;
Guo et al. (2023) further generate question-answer
pairs to demonstrate the VQA task. To cater to the
knowledge-intensive nature of K-VQA, Cao and
Jiang (2024) generate a paragraph describing rele-
vant background knowledge, from which an LLM
extracts the answer. These approaches rely on a
single question-answering strategy using a single
type of decision context.

Interestingly, we observe that one LLM strategy
is often not sufficient for K-VQA datasets. For
some questions, merely the captions are sufficient
for finding the right answer. Other questions bene-
fit from knowledge extracted from LLMs, but it is
often not clear if a short, one-sentence knowledge
statement or a paragraph would beget the right an-
swer from the LLM. As an illustration, in Fig. 1
we show three questions and three AI-generated
decision contexts for each question, including cap-
tions, short-form knowledge as a single sentence,
and long-form knowledge, which contains multi-
ple sentences. In each question, only one decision
context leads to the right answer.

In light of this, we propose Diversification,
Evidence Truncation, and Combination for
Knowledge-based Elucidation (DIETCOKE) to
achieve dynamic ensemble of different question-
answering strategies. DIETCOKE comprises a di-
versification phase, a rationalization phase, and
an ensemble phase. In each phase, we use an in-
context-learning LLM without training. In diver-
sification, we generate three decision contexts for
each K-VQA question, including image captions,
short-form knowledge, and long-form knowledge,
with an increasing amount of background knowl-
edge. The LLM generates three answer candidates,
one from each decision context.

In the ensemble phase, the LLM selects one cor-
rect answer from the three candidates. To encour-
age informed decisions, we design the rationaliza-
tion phase, which generates two complementary
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Captions: A three-plated meal of soup 
with bread and muffins...
Prediction: Muffin

Short-form Knowledge: Soups tend to 
have fewer carbs than other food.
Prediction: Soup

Long-form Knowledge: ... Soups contain 
fewer carbs ... Proteins like meat, 
poultry, and fish are very low in carbs...
Prediction: Protein

Which food has 
the least carbs?
Ground-truth

Answer:
Soup

Captions: A paved brick walkway in a 
crowded alley...
Prediction: Brick

Short-form Knowledge: A gray street is 
typically made up of concrete.
Prediction: Concrete

Long-form Knowledge: A gray street is 
typically made up of paving stones or 
concrete that has a gray color....  
Prediction: Concrete

What is the gray 
street made up of?

Ground-truth 
Answer:

Brick

Captions: A little herd of elephants crossing 
some desert...An elephant is drinking water.
Prediction: Desert

Short-form Knowledge: Elephants are 
often found near water sources.
Prediction: Water

Long-form Knowledge: Elephants are large, 
intelligent mammals ...They are often found 
in savannas...
Prediction: Savanna

What kind of 
terrain is It?

Ground-truth
Answer:
Savanna

(a) (b) (c)

Figure 1: The three K-VQA questions are best answered using distinctive decision contexts, including image
captions, (a), and two forms of generated knowledge statements, (b) and (c). This is due to (1) the difficulty in
controlling the generation of captions and knowledge statements and ensuring they contain relevant information,
and (2) the inability of LLMs to identify correct answers from noisy contexts.

types of rationales for each answer candidate. A
rationale summarizes the portion of a decision con-
text that can support the correctness of the answer.
The first type, automatic rationale, is generated by
simply asking an LLM to summarize the reasoning
behind the answer into one sentence. The second
type, mechanistic rationale, is one sentence from
the decision context that contributes the most to the
generation of the answer, as identified by a model
interpretation technique, GradCam (Selvaraju et al.,
2017). These brief rationales preserve the most rel-
evant information in the original decision contexts,
and prevent irrelevant information from mislead-
ing the ensemble LLM. Informed by the rationales,
the LLM in the ensemble phase selects one final
answer from the candidates, achieving dynamic
ensemble of the question-answering strategies.

On two popular K-VQA datasets, OKVQA and
A-OKVQA, DIETCOKE outperforms state-of-the-
art baselines that use frozen LLMs without training
by 2.6% to 4.7%. Ablation studies reveal that the
fusion of three answers improves performance over
the best single answer strategy by 1.1% on OK-
VQA and 1.6% on A-OKVQA. Further, adding
both the automatic and mechanistic rationales ob-
tains gains of 1.2% and 1.4%, respectively on the
two datasets.

The success of DIETCOKE can be understood
from multiple perspectives. First, DIETCOKE cre-
ates an effective ensemble by employing decorre-
lated QA strategies and rationalization strategies.
Classic theory on ensemble learning (Clemen and
Winkler, 1985; Breiman, 2001) indicates that an

ensemble of weak classifiers becomes more pow-
erful as the individual classifiers become less cor-
related and more diverse. Intuitively, different QA
contexts lead to diverse answers. Also, disparate
mechanisms used by the two rationalization strate-
gies utilize reduce correlation. In §4.3, we perform
a series of ablation studies that demonstrate the
synergy among the three QA strategies and the two
rationalization strategies.

Second, rationales in DIETCOKE can be un-
derstood from a chain-of-thought (CoT) perspec-
tive. Recently, Li et al. (2024) prove that chain-of-
thought prompting expands the circuit complex-
ity of problems solvable by an LLM from the
class AC0 with constant circuit depth to the class
P/poly with polynomial circuit depth. This is
made possible by saving intermediate computa-
tional results as CoT tokens. Analogically, pro-
viding the QA contexts (i.e., intermediate results)
to the answer-selecting ensemble LLM should be
beneficial. However, in practice we observe that
long decision contexts may contain many irrele-
vant facts that can mislead the ensemble LLM. By
summarizing the contexts into rationales, we pro-
vide abridged chains-of-thoughts that expand cir-
cuit depth while avoiding misleading tokens.

Our contributions include:

• We identify the need for combined use of mul-
tiple question-answering strategies in K-VQA,
and propose DIETCOKE, which fuses multiple
answers and answer strategies dynamically us-
ing frozen in-context learning LLMs, achiev-
ing state-of-the-art performance on zero-shot
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OKVQA and A-OKVQA.

• We propose that rationales serve an impor-
tant role in answer ensemble. Further, we
devise two rationale generation techniques,
automatic LLM summarization, and mecha-
nistic LLM interpretation. These rationales
complement each other in enhancing VQA
performance.

2 Related Work

Knowledge-based VQA. Knowledge-based
VQA requires background knowledge beyond the
image content to answer questions. The popular
K-VQA datasets include OK-VQA (Marino et al.,
2019) and A-OKVQA (Schwenk et al., 2022), both
of which cover a wide range of knowledge cate-
gories. For OK-VQA, answering questions usually
only requires knowledge recall, without the need
for additional reasoning. A-OKVQA, on the other
hand, is an enhanced version of OK-VQA, where
questions often require further reasoning based on
background knowledge to answer. Early studies
(Gardères et al., 2020; Marino et al., 2021; Wu
et al., 2022; Zhu et al., 2020; Narasimhan et al.,
2018; Narasimhan and Schwing, 2018; Gao et al.,
2022) retrieve related knowledge from external
knowledge bases such as Wikipedia, ConceptNet,
and Google Images. Recent approaches (Yang
et al., 2022; Hu et al., 2022; Wang et al., 2023;
Shao et al., 2023; Xing et al., 2023; Si et al., 2023;
Khan et al., 2024) require no explicit knowledge
retrieval; they leverage implicit world knowledge
stored in LLMs or Large Vision-Language Mod-
els (LVLMs) by using them as QA models. To
further improve the QA performance of LLMs or
LVLMs, many few-shot methods (Yang et al., 2022;
Shao et al., 2023; Xenos et al., 2023; Khan et al.,
2024) are proposed, which use the training sam-
ples as exemplars in the prompt. Unlike existing
LLM-based methods that utilize knowledge im-
plicitly, our method explicitly generates relevant
background knowledge from an LLM and uses it
to assist in answering questions.

End-to-end LVLMs and LVLM Prompting
for Zero-shot K-VQA. End-to-end training is
adopted to align the vision and text modalities, so
that a pretrained visual encoder can work seam-
lessly with a pretrained LLM, resulting in LVLMs
(Wang et al., 2022; Alayrac et al., 2022; Liang et al.,
2022; Mañas et al., 2022; Li et al., 2023; Jiang and

Zheng, 2023; Zhu et al., 2023; Lin et al., 2024; Liu
et al., 2024). While these LVLMs achieve high
performance on zero-shot K-VQA, they require
training on an enormous quantity of image-text
pairs and are hence compute-intensive.

To enable the LVLMs to better understand
questions and perform reasoning, one concurrent
method explore question rephrasing in the prompt
(Prasad et al., 2024). However, it is difficult for
this method to change to a different LLM, which
provides crucial knowledge for K-VQA, without
expensive retraining of the LVLMs. In contrast, our
method translates images into textual descriptions
and directly utilizes frozen LLMs to answer ques-
tions, enabling us to easily change the knowledge
source at any time.

Text-mediated Zero-shot K-VQA. Another
type of zero-shot method converts visual infor-
mation to textual descriptions and applies frozen
LLMs to answer questions based on these descrip-
tions alone. We classify these methods based
on the number of types of descriptions used and
whether answer ensemble is employed. Most meth-
ods (Yang et al., 2022; Tiong et al., 2022; Guo
et al., 2023; Chen et al., 2024) translate images
into a single type of description: captions, and gen-
erate one answer from them. Chen et al. (2024)
uses two different LVLMs to generate different
captions and answer candidates, and one LLM to
choose the final answer. To accommodate the need
for external knowledge in K-VQA, Cao and Jiang
(2024) generate two types of descriptions, captions
and long-form knowledge and concatenates into
one prompt. Hence, we consider it to be a single-
strategy method. In contrast, DIETCOKE explicitly
combines different QA strategies by selecting from
their answers.

3 Method

The goal of our method is to jointly utilize mul-
tiple decision contexts to answer each question
and achieve a dynamic ensemble of these differ-
ent strategies. To accomplish this, we propose
DIETCOKE, which consists of three phases: di-
versification, rationalization and ensemble. This
section provides detailed descriptions of them.

3.1 Diversification

In diversification phase, we generate three types of
decision contexts for each question, including cap-
tions, short-form knowledge consisting of one sen-
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(a) Diversification
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GradCam
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Rationale
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Candidate

LLM

GradCam

A.
Rationale

M.
Rationale

Answer
Candidate

LLM

GradCam

A.
Rationale

M.
Rationale

Which food has the 
least carbs ?

Final
Answer

(c) Ensemble

Figure 2: The framework of DIETCOKE. The diversification phase contains three question-answering strategies,
which generate three different decision contexts for the answer-predicting LLM. The short-form knowledge contains
a single sentence, whereas the long-form knowledge consists of a paragraph of background information. The
caption-only strategy generates only image captions and no background knowledge. For each strategy, the LLM
generates an answer candidate. In the rationalization phase, for each candidate, we generate an Automatic (A.)
Rationale and a Mechanistic (M.) Rationale, which guide the ensemble LLM in selecting the best answer.

tence, and long-form knowledge containing multi-
ple sentences. They provide three different strate-
gies for each question, resulting in three answer
candidates.

The Caption-only Strategy. Since LLMs can
only process textual information, we use an off-
the-shelf image captioning model to transform
an image into multiple textual captions. To en-
sure the relevance to the question, we employ the
question-guided caption generation mechanism in
PNP-VQA (Tiong et al., 2022), which first identi-
fies the image patches most relevant to the question
and then generates captions only from these rel-
evant patches. The prompt for the caption-only
strategy is shown in Tab. 4 of Appendix B.

To achieve in-context learning, we follow
Img2LLM (Guo et al., 2023) and generate
Question-answer (QA) pairs from the image cap-
tions. The QA pairs serve as demonstration of the
QA task for LLM in-context learning. As the task
demonstration is necessary for LLMs to perform
QA, we include these QA pairs in the prompt of all
three strategies of diversification.

The Short-form Knowledge Strategy. We gen-
erate relevant background knowledge for each ques-
tion using an LLM. To ensure that the generated
knowledge is relevant to the question and the image
content, we provide the captions and the question
in prompt: “⟨Captions⟩ ⟨Question⟩ Please provide
background knowledge related to this question in
a single sentence.”. To generate short-form knowl-

edge, we add the length constraint “in a single
sentence”. The short-form knowledge ideally rep-
resents the most relevant background knowledge
to the question. The prompts for generating short-
form knowledge and the answer to the question are
detailed in Tab. 5 and Tab. 4 in Appendix B.

We observe that short-form knowledge tends to
be highly relevant to the visual question. However,
due to its short length, it may not be comprehensive
enough to get the correct answer.

The Long-form Knowledge Strategy. In this
strategy, we remove the length constraint “in a
single sentence” from the prompt, so that the LLM
can generate as much text as it wants. In most
cases, this leads to one or two paragraphs, which
ideally could capture comprehensive background
knowledge related to the question. The prompts for
generating long-form knowledge and utilizing it to
generate answer are detailed in Tab. 5 and Tab. 4
of Appendix B.

The short-form knowledge and the long-form
knowledge are synergistic. Constrained to a sin-
gle sentence, the short-form knowledge context is
succinct but may leave out relevant information.
In comparison, the long-form knowledge strategy
prioritizes knowledge recall over precision, and
may contain many irrelevant facts that potentially
distract the LLM. Their synergy is further demon-
strated in the experiments (§4.3 and Fig. 4). Bal-
ancing different strategies is hence important for
high performance.
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3.2 Rationalization

Since not all question-answering strategies are suit-
able for a given question, selecting the correct an-
swer is crucial. To allow the LLM to make in-
formed choices, the rationalization phase generates
two types of rationales with different methods for
each answer candidate, which we call automatic
rationales and mechanistic rationales. These brief
rationales retain only the most relevant information
from the decision context, thus mitigating the risk
of the LLM being misled by a plethora of irrelevant
information.

Automatic Rationale. To generate the automatic
rationale, we feed the original question, the deci-
sion context, and the predicted answer to an LLM
and directly ask the LLM to summarize the ratio-
nale behind the answer to a single sentence. The
LLM is not restricted to selecting a sentence from
the decision context and performs open-ended gen-
eration. The prompt for generating automatic ratio-
nales is shown in Tab. 6 of Appendix B.

Mechanistic Rationale. Though the automatic
rationale is easy to acquire and often reasonable,
there are occasions when the LLM generate in-
correct rationales by ignoring part of the decision
context or hallucinating (see examples in Fig. 8).
Although this could be partially alleviated by ex-
haustive prompt engineering, we opt for a more
systematic solution, which is to obtain the rationale
through mechanistic interpretation of the answer-
generating LLM.

Inspired by GradCAM (Selvaraju et al., 2017),
we devise a method to compute the contribution of
each sentence in the decision context to the answer
candidate. We first introduce some notations. The
prompt to the LLM, including the instruction and
the decision context (captions or knowledge state-
ments), contains NP tokens. The answer generated
by the LLM contains NA tokens. When generating
the k-th answer token wk, the Transformer-based
LLM attends to all previous Nk = NP + k − 1
tokens. We extract the attention weight vector
a(h) ∈ RNk from the h-th attention head. The
components of a(h) sum up to 1,

∑Nk
i=1 a

(h)
i = 1.

We seek the contribution of every token preced-
ing the k-th answer token. Instead of the raw at-
tention scores, which may be redundant and in-
accurate, we weigh the attention scores with its
gradient from the probability pk of the predicted
answer token wk. We disregard negative gradients

as we focus on positive contributions. Formally,
the relevance scores of each of the Nk tokens is

rk =
1

H

H∑

h=1

max

(
0,

∂pk
∂a(h)

)
a(h), (1)

where H is the number of attention heads. Next,
we re-normalize and aggregate the contribution of
prompt tokens to all answer tokens.

r =

NA∑

k=1

softmax(rk[0 : NP ]), (2)

where [0 : NP ] selects the first NP components of
rk. Finally, we obtain sentence-level contributions
by summing over the contributions of all tokens
in each sentence in the decision context. The sen-
tence with the highest contribution is picked as the
mechanistic rationale. As the short-form knowl-
edge context contains only a single sentence, it is
always selected as the mechanistic rationale.

3.3 Ensemble
In the final ensemble stage, we provide all three
answer candidates with corresponding rationales,
including both the automatic and the mechanistic
rationales, in the prompt. The LLM is instructed to
select the best answer, thereby achieving dynamic
strategy ensemble. To ensure the model perceives
the image content during ensemble, we also include
caption-generated QA pairs in the prompt. The ex-
act prompt for question-answering strategy fusion
is in Tab. 7 of Appendix B.

4 Experiment

4.1 Setup
Datasets. We evaluate our method on two main-
stream K-VQA datasets: OK-VQA (Marino et al.,
2019) and A-OKVQA (Schwenk et al., 2022).
Questions in both datasets require knowledge be-
yond the images to answer. We utilize the test split
of OK-VQA and the validation split and the test
split of A-OKVQA for evaluation. These splits
contain 5,046, 1,100, and 6,700 questions, respec-
tively. We follow the official evaluation protocols
of direct answer and report VQA scores for each
dataset.

Implementation Details. Since the quality of
captions significantly impacts the results, we fol-
low the previous approaches (Guo et al., 2023; Lan
et al., 2023; Cao and Jiang, 2024) to use BLIP (Li

1556



Method
QA

Model
Model
Size

Decision Context OK-VQA A-OKVQA
Captions Knowledge test val test

LLM-based Zero-shot Methods
PICa GPT-3 175B ✓ × 17.7 - -
PNP-VQA UnifiedQA 11B ✓ × 35.9 - -
Cola-Zero FlanT5 11B ✓ × 39.4 - -
Img2LLM OPT 175B ✓ × 45.6 42.9 40.7
Img2LLM∗ Gemma 7B ✓ × 45.6∗ 44.9∗ -
Img2LLM∗ Mistral 7B ✓ × 46.3∗ 44.3∗ -
KGenVQA UnifiedQA 11B ✓ long 45.4 39.1 -
RQprompt GPT-3 175B ✓ × 46.4 43.2 43.9
DIETCOKE Gemma 7B ✓ long & short 47.6 47.3 46.8
DIETCOKE Mistral 7B ✓ long & short 49.2 47.5 48.6

LVLM-based Zero-shot Methods
REPARE BLIP2 3B - - - 44.9 -
REPARE BLIP2 11B - - - 47.3 -
REPARE MiniGPT-4 7B - - - 33.2 -
REPARE MiniGPT-4 13B - - - 47.9 -

Table 1: Comparison with state-of-the-art methods on zero-shot K-VQA. We report the VQA score of direct answer
on OK-VQA and A-OKVQA datasets. The best score is indicated in bold, while the second best score is indicated
in underline. The results marked with * represent the baselines we implemented ourselves.

Question: What country do these planes belong to?

Prediction: America

Captions: Two large planes are parked on display for 
visitors. A person standing in a room with some very 
big planes in it. Airplanes are sitting stacked together 
next to each other in a hangar. Two old military 
planesthat are all on a field. This is a photo of a 
museum of american airplanes. Two older military 
war planes sitting on a hanger. A bunch of airplanes 
with propellers are on display for us air forces. Military 
planes with propellers on display, some green box 
boxes and people standing.  Two airplanes docked in 
an airplane hangar together. Fighter prop vehicles 
displayed at the museum of flight in San Francisco...

M. Rationale: 
This is a photo of a museum of american airplanes.

Relevance Score

Figure 3: The heatmap of relevance scores of sentences
in captions. The relevance score represents the contribu-
tion of the sentence to the answer.

et al., 2022) as the captioning model. We generate
30 captions for each image. Additionally, we uti-
lize a finetuned T5-large model (Raffel et al., 2020),
as in Img2LLM, to generate 30 QA pairs from the
captions to enable in-context learning when gener-
ating answers. To demonstrate the generalization
ability of our method, we use two different models,
Mistral-7B and Gemma-7B, in our experiments.
The LLMs cannot access answer lists or training
samples, achieving zero-shot K-VQA.

Baselines. We compare DIETCOKE with pre-
vious zero-shot K-VQA methods without training.
The methods using frozen LLMs can be roughly
divided into two categories: (1) Methods employ-
ing the caption-only strategy, PICa (Yang et al.,
2022), PNP-VQA (Tiong et al., 2022), Cola-Zero
(Chen et al., 2024), Img2LLM (Guo et al., 2023),
and RQprompt (Lan et al., 2023). (2) Methods
employing the long-form knowledge strategy. The
only method in this category is KGenVQA (Cao
and Jiang, 2024). Unlike translating visual informa-
tion into textual descriptions for frozen LLMs, the
concurrent method REPARE (Prasad et al., 2024)
directly utilizes an LVLM as QA model1.

4.2 Main Results

To demonstrate the effectiveness of our dynamic en-
semble of question-answering strategies, we com-
pare our method with state-of-the-art baselines us-
ing different types of decision contexts and frozen
LLMs. The results are shown in Tab. 1.

DIETCOKE establishes a new state-of-the-art on
LLM-based zero-shot KVQA. Compared to pre-
vious best scores achieved by frozen LLMs, DI-
ETCOKE with Mistral-7B outperforms them with
large margins of 2.8%, 2.6% and 4.7% on the OK-

1The REPARE+LLaVA-1.5 model does not meet the zero-
shot requirement, as LLaVA-1.5 is pretrained on OK-VQA and
A-OKVQA. Hence, we omit that result from the comparison.
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Cap. SK LK
OK-VQA A-OKVQA

test val

#1 ✓ 46.3 44.3
#2 ✓ 48.1 45.9
#3 ✓ 46.7 45.5
#4 ✓ ✓ 48.4 47.1
#5 ✓ ✓ 47.1 46.8
#6 ✓ ✓ ✓ 49.2 47.5

Table 2: Ablation study results of diversification with
Mistral-7B. Cap. denotes captions. SK and LK are
short-form knowledge and long-form knowledge, re-
spectively.

VQA, A-OKVQA validation split and test split,
respectively. These results strongly demonstrate
the effectiveness of our approach.

We also compare against a concurrent method,
REPARE (Prasad et al., 2024), which directly
prompts an end-to-end trained LVLM. Since RE-
PARE does not translate image to text, it avoids any
information loss in the process. Nevertheless, DI-
ETCOKE remains highly competitive, outperform-
ing all results of REPARE but that from MiniGPT-
4-13B with a much larger LLM, and the differ-
ence is merely 0.4%. The fact that a blind LLM,
when prompted properly, is competitive with a well-
prompted LVLM at a visual task is surprising to us.
As the text-as-visual-representation approach can
benefit from advances in LLMs without extensive
vision-language alignment training, DIETCOKE of-
fers strong practical benefits.

We also compare the time cost of DIETCOKE

with Img2LLM on Mistral-7B. We randomly select
50 questions from the OKVQA test split and 50
from the A-OKVQA val split. We report the av-
erage time spent on each question using two RTX
3090 24G GPUs. Img2LLM takes 1.7 seconds.
If we maximize parallelism of LLM calls, DIET-
COKE takes 15.8 seconds. In completely sequential
execution, DIETCOKE takes 29.5 seconds. DIET-
COKE provides another point on the time-accuracy
Pareto front and allows a VQA system to trade com-
pute for answer quality when additional compute
is available.

4.3 Ablation Studies

The QA Strategies. We systematically ablate
the three answer strategies, the caption-only, the
short-form knowledge, and the long-form knowl-
edge. The outcomes are detailed in Tab. 2.
Ablations #1, #2, and #3 utilize each question-

P
er

ce
n

ta
ge

 (
%

)

Caption-Only (CO)
Short-form 

Knowledge (SK)
Long-form 

Knowledge (LK)

Figure 4: The success rate of the other two strategies
on all questions successfully answered by one strategy.
In left group, we show the percentage of correctly an-
swered questions by SK and LK out of all the questions
that are correctly answered by CO. The other two bar
groups are drawn similarly.

MR AR
OKVQA A-OKVQA

test val

#1 Rand. Answer Selection 47.4 45.0

#2 48.0 46.1
#3 ✓ 48.5 46.4
#4 ✓ 48.7 47.2
#5 Rand. ✓ 48.7 46.6
#6 ✓ ✓ 49.2 47.5

Table 3: Ablation study of rationalization with Mistral-
7B. MR and AR denote mechanistic rationale and auto-
matic rationale, respectively.

answering strategy independently. Ablations #4
and #5 utilize partial combinations of the strate-
gies.

Comparing #1 with #2 and #3, we observe that
the short-form knowledge strategy and long-form
knowledge strategy achieve better performance
than caption-only strategy, demonstrating that gen-
erated background knowledge is advantageous in
K-VQA. After fusing caption-only and short-form
knowledge in #4, the performance on OKVQA
and A-OKVQA improves by 2.1% and 2.8% over
#1. This demonstrates the importance of strategy
ensemble and the effectiveness of the short-form
knowledge strategy. The same phenomenon can be
observed in #1 and #5. Finally, the full DIETCOKE

system, #6, achieves the best performance.
Further, we quantify how much each QA strat-

egy complements others. In Fig. 4, for each QA
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)
P(selected|MR hits) P(selected|¬MR hits)

P(selected|either hits) P(selected|neither hits)

P(selected|¬AR hits)P(selected|AR hits)

Figure 5: Conditional probabilities of the three answer
candidates being selected conditioned on the exact oc-
currence of the answer in the rationales. There are six
different conditions, including the answer candidate oc-
curring in the automatic rationale (AR), the mechanistic
rationale (MR), either rationale, and their respective
negations. The abbreviations of strategy names are: CO
= caption-only, SK = short-form knowledge, and LK =
long-form knowledge.

strategy, we first extract all questions that this strat-
egy can successfully answer by itself. Out of these
questions, we show the success rate of the other
two strategies. The results indicate that out of the
questions answerable by one strategy, 15-19% can-
not be answered by another strategy. Hence, each
QA strategy is indispensable for the success of DI-
ETCOKE.

The Rationalization Strategies. We incremen-
tally integrate automatic and mechanistic rationales
into DIETCOKE. The results are shown in Tab. 3.
The additional baseline (#1) selects answer can-
didate randomly without LLM-based answer fu-
sion. The ablation #2 selects answers using an
LLM without rationales. #5 replaces the mecha-
nistic rationale with a random sentence from the
decision context.

Comparing #1 with #2, we observe minor im-
provements (0.6% and 1.1%) from the simplistic
answer ensemble without rationales. #3 and #4
improve over #2 by 0.5% and 0.7% on OKVQA
and by 0.3% and 1.1% on A-OKVQA, demonstrat-
ing both types of rationales are effective by them-
selves. Adding a random mechanistic rationale to
#4, we obtain ablation #5, which retains the same
performance on OKVQA but decreases by 0.6%

on A-OKVQA. This highlights the importance of
selecting proper mechanistic rationales, as wrong
rationales are harmful. Most interestingly, leverag-
ing both rationales, #6 attains the best performance,
+1.2% / +1.4% over #2. Notably, the improvements
are exactly the sum of the improvements attained
by the individual rationales (#3 and #4), suggesting
the two rationales are perfectly complementary and
the ensemble over rationales is effective.

Finally, with Fig. 5, we analyze the relation be-
tween the rationale surface form containing exactly
the answer candidate, which we refer to as a “hit”,
and the candidate being selected by the ensemble
phase LLM. Similar to the finding of Tiong et al.
(2022), we observe a positive correlation between
the two events. This suggests that the surface form
of the rationales plays a role in the decisions of
the answer-selecting LLM. The largest differential
is with caption-only, where having the answer in
either rationale increases the selection probability
by 22.5%2. In contrast, having the candidate in
the rationales under SK or LK is not as important
(probability differences of 17.5-10.3%). A possible
reason is that the LLM conducts more complex op-
erations on questions requiring external knowledge
than simple surface-form matching.

4.4 Case Study

We show some example K-VQA questions in Fig.
6. To conserve space, we do not repeat the corre-
sponding captions and knowledge details, available
in Fig. 1. In strategy ensemble, we provide an-
swer candidates with corresponding rationales and
caption-generated QA pairs in the prompt. More
examples can be found in Fig. 7 of the Appendix
B.

In example (a), since “Brick walkway” appears
in the captions, the answer from caption-only strat-
egy is “Brick”. However, as concrete is a more
common street material, the answers from short-
form and long-form knowledge are both “Con-
crete”. Still, the model selects "Brick" as the final
answer, possibly due to the strength of the rationale.
In example (b), the answer from the caption-only
strategy is "Muffin", but the its rationales are not
proper explanations. The answer from the short-
form knowledge strategy is correct and has sensible
rationales, and it is selected as the final answer. In
example (c), desert and savanna are both possi-
ble answers, which are hard to distinguish without

2P(selected | either hits)−P(selected | neither hits)=22.5%
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Prediction: Muffin
A. Rationale: A muffin is a small, baked 
good, often sweetened...
M. Rationale: A three-plated meal of 
soup with bread and muffins.

Prediction: Soup
A. Rationale: Soups typically contain 
fewer carbohydrates...
M. Rationale: Soups tend to have fewer 
carbs than other food.

Prediction: Protein
A. Rationale: The background knowledge 
mentions proteins are very low in carbs...
M. Rationale: Proteins like meat, poultry, 
and fish are very low in carbs.

Which food has 
the least carbs?
Ground-truth

Answer:
Soup

Prediction: Brick
A. Rationale: The context indicates a 
narrow alley with a brick walkway...
M. Rationale: A paved brick walkway in a 
crowded alley.

Prediction: Concrete
A. Rationale: ... it is inferred that streets 
are likely constructed with concrete.
M. Rationale: A gray street is typically 
made up of concrete.

Prediction: Concrete
A. Rationale: Concrete is a gray material 
often used to build streets...
M. Rationale: A gray street is typically 
made up of paving stones or concrete...

What is the gray 
street made up of?

Ground-truth
Answer:

Brick

Prediction: Desert
A. Rationale: The context mentions 
elephants in a desert...
M. Rationale: A little herd of elephants 
crossing some desert.

Prediction: Water
A. Rationale: Rivers provide water for 
elephants to drink...
M. Rationale: Elephants are often found 
near water sources.

Prediction: Savanna
A. Rationale: Savanna is a common 
habitat for elephants...
M. Rationale: Elephants are often found 
in savannas.

What kind of 
terrain is It?

Ground-truth
Answer:
Savanna

(a) (b) (c)

Final Answer: Brick Final Answer: Soup Final Answer: Savanna
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Figure 6: Examples from A-OKVQA val split where our method can help model select the correct answer. From top
to bottom are the caption-only strategy, the short-form knowledge strategy, and the long-form knowledge strategy.
To save space, please refer to Fig. 1 for the relevant captions and knowledge information.

visual information. The model may have been in-
formed by the rationales from the second strategy
mentioning rivers, which are more common in a
savanna than in a desert.

5 Conclusion

We propose DIETCOKE, which ensembles several
QA strategies for knowledge-based VQA. DIET-
COKE first generates three types of decision con-
texts: image captions, short-form knowledge and
long-form knowledge, and answers the question
from each decision context separately. After that,
DIETCOKE generates two types of rationales for
each answer. An ensemble LLM selects the best
answer from the rationales. DIETCOKE achieves
state-of-the-art results on OK-VQA among com-
parable methods and showcases LLM-informed,
rationale-based ensemble as an effective VQA
method. DIETCOKE allows potential trade-off be-
tween compute and answer quality and may con-
tribute to research on scaling LLMs with inference-
time compute, a research direction pioneered by
OpenAI-o1 (OpenAI, 2024).
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Limitations

In this paper, we generate three different types of
decision contexts for each question, including cap-
tions, short-form knowledge, and long-form knowl-
edge, where both types of knowledge are generated
based on captions. However, in the process of
converting images to captions, some visual details
are inevitably lost, resulting in inaccurate captions.
Therefore, the knowledge generated based on these
captions may also be inaccurate. These inaccurate
decision contexts may lead to incorrect answers. In
extreme cases, if all answer candidates are wrong,
our method will fail. Hence, improving the quality
of decision contexts is an important direction for
future research. Moreover, our method requires
multiple calls to the LLM for inference, which
allows inference-time scaling up of model capabili-
ties but may take too long. Reducing the running
time could be a direction for future research.

Although our work has achieved good results,
it also inherits any existing biases of LLMs and
their training datasets. Future work can focus on
addressing these issues.
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A Experimental Details

We use the instruction-tuned LLM in generation of
the knowledge text and the automatic rationale, and
the LLM before instruction tuning in generation
of the answer and the mechanistic rationale. For
the standard version of the LLM, we use a greedy
decoding strategy. For the instruction-tuned ver-
sion of the LLM, we use top-k sampling, where
k is set to 50. We set the temperature, the length
penalty and the repetition penalty all to 1.0, and set
the diversity penalty to 0.
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B Prompt Templates

In this section, we demonstrate prompt tem-
plates for generating answer candidate, background
knowledge, automatic rationale, and question-
answering strategy fusion, as shown in Tab. 4,
Tab. 5, Tab. 6 and Tab. 7, respectively. We use
the same prompt templates across different datasets
and models.

C Interactions Between Decision Contexts

To explore the effects of interactions between deci-
sion contexts, we conduct additional experiments
using Mistral-7B by concatenating different deci-
sion contexts in one prompt. The result is 41.7%
(44.7% resp.) on A-OKVQA val split (OKVQA
test split resp.), which is much lower than 47.5%
(49.2% resp.) of our method. Consistent with our
observation, Cao and Jiang (2024) also concatenate
captions and long-form knowledge in KGenVQA,
and the result is 39.1% (45.4% resp.). We hypothe-
size that concatenating different decision contexts
into a single prompt can introduce contradictory
or redundant information, making it difficult for
the model to effective utilize the information in the
context to answer questions.

D Ensemble of Different Caption-only
Strategies

We conduct experiments using three different im-
age captioning models, BLIP (Li et al., 2022), In-
structBLIP (Dai et al., 2023) and OFA (Wang et al.,
2022) to generate different captions. We replace the
short-form and long-form knowledge in our method
with the captions generated by InstructBLIP and
OFA. The result with Mistral-7B on A-OKVQA
val split (OKVQA test split resp.) is 44.5% (46.7%
resp.), much lower than 47.5% (49.2% resp.) from
our method.

E Examples

In this section, we display more examples from
OK-VQA where DIETCOKE can help model select
the correct answer, as shown in Fig 7.

Understanding why the LLM selects certain an-
swers is challenging for two main reasons. First, as
recent research (West et al., 2023) indicates, LLMs
exhibit behaviors drastically different from humans
and may not fully comprehend the outputs they
generate. That is, even if the LLM generates the
right answer, it may not be able to explain why

it selects a particular answer, or do other things
that we expect a human who make the right choice
would be able to do. Second, without ground-truth
annotations for errors in the rationales, it is difficult
to quantitatively assess if LLMs correctly detect
illogical rationales or factual errors.

Despite these challenges, in Fig. 5, we analyze
the relation between the rationale surface form
containing exactly the answer candidate and the
candidate being selected by the answer-selecting
ensemble LLM. The positive correlation between
the two events suggests that the surface form of
the rationales plays a role in the decision of the
answer-selecting LLM.

In addition, we provide three examples by ask-
ing the LLM to explain its choice to illustrate how
the LLM selects answers. We use “Can you ex-
plain briefly how you select the final answer based
on the three answer candidates and corresponding
rationales?” as the instruction, and providing the
final answer and three answer candidates with their
rationales in the prompt. For question (a) in Fig.
7, the output is “1847 is the final answer because
it marks the historical introduction of donuts to
North America, supported by corresponding ratio-
nale.” We speculate that the rationale behind the
answer "1847" is more relevant to the question re-
garding the "first introduced" date, so the model
selects "1847" as the final answer.

For question (b), the output is “The final answer
‘Yacht’ was selected because multiple rationales
consistently describe a large luxury vessel in the
scene, and the term ‘yacht’ aligns more specifically
with that description than the more general term
‘boat’.” For question (c), the output is “I selected
the final answer ‘8’ because it provides the most
precise and direct explanation by identifying the
number of sides (8) of an octagonal stop sign.”

We also provide some examples containing
wrong rationales in Fig. 8.
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Prompt Template for Generating Answer Candidate

Please answer questions according to the given context.
Context: <Captions>/<Short-form Knowledge>/<Long-form Knowledge>
<Question-Answer Pairs>
Question: <Question>
Answer:

Table 4: Prompt template for generating answer candidate. Choose one from three decision contexts.

Prompt Template for Generating Background Knowledge

User: You are going to answer questions according to the context: <Captions>
Assistant: Ok, please go ahead and ask your questions.
<Question-Answer Pairs>
User: <Question>
Assistant: I don’t have enough knowledge to answer this question.
User: Please provide background knowledge related to this question (in a single sentence).

Table 5: Prompt template for generating background knowledge. We assume the model cannot answer the question
using a caption-only strategy and ask it to generate relevant background knowledge.

Prompt Template for Generating Automatic Rationale

User: You are going to answer questions according to the context:
<Captions>/<Short-form Knowledge>/<Long-form Knowledge>

Assistant: Ok, please go ahead and ask your questions.
<Question-Answer Pairs>
User: <Question>
Assistant: <Answer>
User: Please explain the reasoning behind your answer in a single sentence.

Table 6: Prompt template for generating automatic rationale. Choose one from three decision contexts. We provide
the answer candidate of corresponding strategy and ask the model to explain the reasoning behind it.

Prompt Template for Strategy Fusion

Please answer the question based on the most reasonable rationale.
Rationales:
1.< A.Rationale of Answer1 > . < M.Rationale of Answer1 >
2.< A.Rationale of Answer2 > . < M.Rationale of Answer2 >
3.< A.Rationale of Answer3 > . < M.Rationale of Answer3 >
< Question−Answer Pairs >
Question: < Question >< Answer1 > or < Answer2 > or < Answer3 >?
Answer:

Table 7: Prompt template for ensemble. We first provide rationales for each answer, then ask the model to select a
final answer from the answer candidates based on these rationales.
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Captions: A white and gray yacht 
catamaran. Large yacht boat near large 
yacht in harbor. A boat in the river near a 
very large yacht. A white ship and a boat 
in the water. The motor yacht is in front 
of a yacht. A large yacht is a huge boat 
and one man. A big boat approaching a 
big brown & white yacht on the harbor...
Prediction: Boat
A. Rationale: Based on the context 
provided, it mentions a boat in the water 
multiple times. Therefore, the answer is 

“boat”.
M. Rationale: A boat in the river near a 
very large yacht.

Short-form Knowledge: The context 
describes scenes of various boats, 
including yachts, anchored or sailing on 
the water, with some scenes taking 
place in the harbor or in front of 
buildings.
Prediction: Yacht
A. Rationale: The context describes 
scenes of yachts, anchored or sailing on 
the water.
M. Rationale: The context describes 
scenes of various boats, including 
yachts, anchored or sailing on the 
water, with some scenes taking place in 
the harbor or in front of buildings.

Long-form Knowledge: 
A large yacht, which is a type of luxury 
watercraft, is mentioned to be present. A 
yacht is a luxury boat or ship used 
primarily for recreation, leisure, and 
pleasure cruising. Yachts come in various 
sizes and designs, ranging from small 
sailing vessels to large, motor-powered 
yachts. 
Prediction: Yacht
A. Rationale: The context indicates a 
large yacht in the scene. So the vessel in 
the background is a yacht.
M. Rationale: A large yacht, which is a 
type of luxury watercraft, is mentioned 
to be present. 

What type of vessel is 
in the background?

Ground Truth
Answer:

Yacht

Captions: Variety of donuts on display on 
dessert table in restaurant. Many donuts 
are sitting on a tray in the window. A 
display case containing a close up of 
donuts. A variety of assorted pastries are 
on cakes. There are several different 
flavored donuts on the dessert plate...
Prediction: 1950
A. Rationale: The first introduction of 
this dessert can be traced back to the 
1950s based on historical accounts of 
donuts gaining popularity in bakeries 
during that time.
M. Rationale: Variety of donuts on 
display on dessert table in restaurant.

Short-form Knowledge:  Donuts are 
circular, sweet, fried pastries that have a 
hole in the middle and come in various 
flavors and toppings, with a history 
dating back to the 18th century.
Prediction: 1847
A. Rationale: Donuts, originating in 
Europe and brought to North America by 
Dutch settlers in 1847, are a circular, 
sweet, fried pastry with a hole in the 
middle, available in various flavors and 
toppings, and are displayed on tables in 
bakeries and shops.
M. Rationale: Donuts are circular, sweet, 
fried pastries that have a hole in the 
middle and come in various flavors and 
toppings, with a history dating back to 
the 18th century.

Long-form Knowledge: The first record 
of donuts being sold in the United States 
was in 1847 in New York City by a man 
named Hanson Crockett Gregory.  In the 
United States, jelly-filled donuts gained 
popularity in the 1930s, when the first 
donut shops began to open.
Prediction: 1930
A. Rationale: The context mentions the 
jelly-filled donuts gained popular in the 
1930s.
M. Rationale: In the United States, jelly-
filled donuts gained popularity in the 
1930s, when the first donut shops began 
to open.

In what year was this 

dessert first introduced?

Ground Truth
Answer:

1847

Captions: A stop signage is sitting in front 
of a set of barricade barriers. A street 
stop sign in black in black and white. 
Black and white photograph of a stop 
sign next to a light. Stop sign stop sign 
and stop sign with some arrows and 
stripes. A stop sign sitting underneath a 
stop sign at the metal docks...
Prediction: None
A. Rationale: The context does not 
provide enough information to answer 
this question.
M. Rationale: Black and white 
photograph of a stop sign next to a light.

Short-form Knowledge: A stop sign is an 
octagonal traffic sign used to instruct 
drivers and pedestrians to come to a full 
stop before proceeding.
Prediction: Octagonal
A. Rationale: A stop sign is typically an 
octagonal traffic sign.
M. Rationale: A stop sign is an octagonal 
traffic sign used to instruct drivers and 
pedestrians to come to a full stop before 
proceeding.

Long-form Knowledge: A stop sign is a 
traffic sign that comes in the shape of an 
octagon. The sign features the words 
"STOP" written in large white letters on a 
red background. The eight sides of the 
octagonal shape of the sign make it 
easily recognizable to drivers, and the 
warning for motorists to come to a 
complete stop before reaching the 
marked intersection. Thus, a stop sign 
has eight sides with the word "STOP" 
written on one face of the octagon, 
making it a total of eight sides for the 
shape.
Prediction: 8
A. Rationale: The context mentions an 
octagon, which has 8 sides when 
counting all sides of the octagonal shape.
M. Rationale: Thus, a stop sign has eight 
sides with the word "STOP" written on 
one face of the octagon, making it a total 
of eight sides for the shape.

How many sides 
does the sign have?

Ground Truth
Answer:

8

(a) (b) (c)

Final Answer: 1847 Final Answer: Yacht Final Answer: 8

Figure 7: Examples from OKVQA where our method can help model select the correct answer. From top to bottom
are the caption-only strategy, the short-form knowledge strategy, and the long-form knowledge strategy. Incorrect
answers are marked with red and correct answers are in green.
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Captions: A bottle of soda is on the 
counter of a refrigerator. A kitchen with 
an open cabinet and a bottle of soda. A 
kitchen counter with a basket full of 
bottles and ingredients. A kitchen with a 
lot of bottles on the shelves. A collection 
of empty coke bottles in a run down 
kitchen...
Prediction: Coca Cola
A. Rationale: The context mentions a 
kitchen with soda bottles on glass 
shelves, and the brand "Coke" is 
specifically mentioned in another 
context. 
M. Rationale: A collection of empty coke 
bottles in a run down kitchen.

Short-form Knowledge: A kitchen 
countertop is a surface where food 
preparation and serving activities take 
place, and it is often adorned with 
various containers and bottles, 
including those for drinks.
Prediction: Coca Cola
A. Rationale: I made an assumption 
based on the provided context that 
'bottles' were referencing soda and 
'brand' was specifically asking for Coca 
Cola.
M. Rationale: A kitchen countertop is 
a surface where food preparation and 
serving activities take place, and it is 
often adorned with various containers 
and bottles, including those for drinks.

Long-form Knowledge: 
In a kitchen setting, there are often 
various beverages, including sodas, kept 
on shelves or in a refrigerator. This 
context doesn't give any indication of the 
brand, only that "some bottles"  are 
present on the glass shelves in a kitchen. 
To identify a brand, more information 
would be required, such as a product 
label or name mentioned in the context.
Prediction: None
A. Rationale: The context does not 
provide enough information to 
determine the specific brand of soda 
from the mentioned kitchen setting.
M. Rationale: This context doesn't give 
any indication of the brand, only that 
"some bottles"  are present on the glass 
shelves in a kitchen.

What brand of soda is 
on the shelf?
Ground Truth

Answer:
Coca Cola

Captions: A sandwich with meat, 
ketchup and a glass of wine. This is a 
table with a couple of bread loafs on top 
of it. A sandwich, meat in a sub, and a 
drink. A striped place mat with lots of 
different foods and drinks. The sandwich 
that is sub and tomatoes sauce...
Prediction: Italian
A. Rationale: Based on the given 
contexts, the term "a table that has a 
sandwich and lots of different foods on 
the bread" indicates that the table is set 
for an Italian meal, as Italian cuisine 
often features various food items on the 
same dish or table.
M. Rationale: This is a table with a 
couple of bread loafs on top of it.

Short-form Knowledge:  The term "sub" 
in sub sandwich refers to a submarine-
shaped sandwich that is typically filled 
with various meats, vegetables, and 
sauces, and is sometimes served with a 
side of dipping sauce.
Prediction: Italian
A. Rationale: The given background 
knowledge indicates that subs are Italian 
sandwiches, and the mention of "crusty 
bread" is suggesting that type of bread 
commonly associated with Italian food.
M. Rationale: The term "sub" in sub 
sandwich refers to a submarine-shaped 
sandwich that is typically filled with 
various meats, vegetables, and sauces, 
and is sometimes served with a side of 
dipping sauce.

Long-form Knowledge: The crusty bread 
you're asking about could potentially 
represent French or Italian cuisine. In 
French cuisine, the term "baguette" or 
"baguette francaise" refers to a long, thin 
loaf of French bread with a crispy crust 
and soft interior. On the other hand, in 
Italian cuisine, the term "ciabatta" refers 
to a dense, chewy bread with a porous 
crumb and a crust that's crispy on the 
outside and soft on the inside.
Prediction: Italian
A. Rationale: Given the information 
provided, the term ciabatta refers to the 
described crusty bread in Italian cuisine, 
suggesting its Italian origin.
M. Rationale: The crusty bread you're 
asking about could potentially represent 
French or Italian cuisine. 

What nationality is 
represented by this 

crusty bread?

Ground Truth
Answer:

French/Italian
Captions: A healthy and small plate filled 
with many kinds of meat. A very bento 
bowl has rice and many vegetables. An 
app with rice and different foods inside it. 
A bowl of a variety of rice meal in a plastic 
yellow bowl. A close shot of a bowl of rice 
with meat. A plastic container with rice 
and vegetables arranged...
Prediction: Stew
A. Rationale: The given context describes 
a small plastic bowl filled with a stew pork 
meal, implying that the soup inside is a 
pork stew.
M. Rationale: A very bento bowl has rice 
and many vegetables.

Short-form Knowledge: A bento box is a 
traditional Japanese meal, usually served 
in a wooden box or a stacked set of 
containers, containing rice, fish or meat, 
and various side dishes.
Prediction: Soup
A. Rationale: The question provided no 
information about the ingredients in the 
bowl, but the context mentions that it is 
a bowl filled with different types of food, 
making it a suitable container for making 
soup.
M. Rationale: A bento box is a traditional 
Japanese meal, usually served in a 
wooden box or a stacked set of 
containers, containing rice, fish or meat, 
and various side dishes.

Long-form Knowledge: In general, a soup 
is a liquid dish that is made by simmering 
ingredients in a cooking pot. These 
ingredients can include vegetables, meat, 
grains, or legumes, and the liquid used to 
cook the soup can be water, stock, or 
milk. Common types of soup include 
vegetable soup, meatball soup, tomato 
soup, and rice noodle soup, among 
others.
Prediction: Soup
A. Rationale: Based on the given context, 
a soup is a liquid dish that can be made 
by simmering various ingredients such as 
vegetables, meat, grains, or legumes, 
and the question mentions nothing 
specific about a solid food served in a 
bowl, so it can be reasonably assumed 
that the question refers to a soup.
M. Rationale: In general, a soup is a 
liquid dish that is made by simmering 
ingredients in a cooking pot.

What type of soup will 
be made with this?

Ground Truth
Answer:

Vegetable

(a) (b) (c)

Final Answer: Italian Final Answer: Coca Cola Final Answer: Soup

Figure 8: Examples from OKVQA where certain rationales are wrong. The wrong rationales and answers are
marked in red, and correct answers are in green.
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