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Abstract

Product attribute value extraction involves iden-
tifying the specific values associated with var-
ious attributes from a product profile. While
existing methods often prioritize the develop-
ment of effective models to improve extrac-
tion performance, there has been limited em-
phasis on extraction efficiency. However, in
real-world scenarios, products are typically as-
sociated with multiple attributes, necessitating
multiple extractions to obtain all corresponding
values. In this work, we propose an Efficient
product Attribute Value Extraction (EAVE) ap-
proach via lightweight sparse-layer interaction.
Specifically, we employ a heavy encoder to sep-
arately encode the product context and attribute.
The resulting non-interacting heavy representa-
tions of the context can be cached and reused
for all attributes. Additionally, we introduce
a light encoder to jointly encode the context
and the attribute, facilitating lightweight inter-
actions between them. To enrich the interac-
tion within the lightweight encoder, we design
a sparse-layer interaction module to fuse the
non-interacting heavy representation into the
lightweight encoder. Comprehensive evalua-
tion on two benchmarks demonstrate that our
method achieves significant efficiency gains
with neutral or marginal loss in performance
when the context is long and number of at-
tributes is large. Our code is available here.

1 Introduction

Product attributes serve as crucial features, carrying
valuable information about a product. They con-
stitute a fundamental aspect of e-commerce plat-
forms, offering guidance to customers for product
comparisons and purchase decisions. Additionally,
product attributes play a vital role in various ap-
plications for merchants, including product recom-
mendations (Truong et al., 2022), search (Nguyen
et al., 2020; Lu et al., 2021), and question answer-
ing systems (Zhang et al., 2020; Rozen et al., 2021;

*Equal contribution

Title: Nature Breeze Women Leatherette
Platform Heel Riding Boot BF59 - Tan
Description: Designed with a shiny leatherette upper,
stretchy on back shaft, hidden platform, fabric

inline, heel, side zipper, buckle strap at cuff,
completed with extra padded insole for comfort!

Metainfo:
[ Product Dimensions: 11 x 11 x 4 inches
O Shipping Weight: 3 pounds

1 Average Customer Review: 3.9 out of 5 stars

Attribute: Brand, s
, Material, Product Dimension, Shipping

Weight, Average Customer Review

Figure 1: An example of product associated with multi-
ple attributes and their corresponding values extracted
from the product context.

Huang et al., 2022). Attribute value extraction has
attracted a lot of attention from both academia and
industry, with a plethora of research (Zheng et al.,
2018; Xu et al., 2019; Dong et al., 2020; Yan et al.,
2021; Shinzato et al., 2022a; Yao et al., 2023; Chen
et al., 2023) being proposed to tackle this problem.

With the advancements of Transformer mod-
els (Vaswani et al., 2017; Devlin et al., 2019), at-
tribute value extraction approaches based on Trans-
formers (Yang et al., 2022; Wang et al., 2023) have
achieved state-of-the-art performance. These meth-
ods concatenate the product attribute and context
into a single text sequence and jointly encode it
through the self-attention mechanism, effectively
capturing the comprehensive interaction between
the attribute and context. Despite their superior
performance, they entail dense computation for ex-
tracting each attribute value individually. However,
in real-world applications, efficient attribute value
extraction is crucial for two main reasons. First,
there are millions of new products being gener-
ated by the merchants everyday. Each product is
typically associated with multiple attributes that de-
scribe its characteristics from various perspectives.
For instance, as illustrated in Figure 1, the ‘Shoes’
has numerous attributes, such as ‘Brand’, ‘Pattern’,
“Type’, etc., necessitating multiple inferences and
resulting in substantial computation costs. Second,
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attribute values are dynamic, undergoing changes
such as updates to the product ‘Price’ by the mer-
chant. As a result, re-extraction is required when-
ever the product profile is updated. Hence, efficient
extraction poses a significant research problem.

Several recent efficient sentence pair models (Ni
et al., 2022; Li et al., 2022; Yang et al., 2023b)
can be applied to attribute value extraction. These
models initially employ a dual encoder architecture
to separately encode the product attribute and con-
text. Subsequently, they utilize a late interaction
layer to combine the attribute and context represen-
tations. This approach allows the product context
to be cached and utilized for all attributes associ-
ated with the product, a concept explored in the
context of attribute value extraction as well (Xu
et al., 2019). However, these late interaction tech-
niques often yield less effective extraction results
due to their neglect of the interaction during the
attribute and context encoding. The interaction
between the two encoders is particularly crucial
in attribute value extraction, especially when the
context length is short (additional discussion is pre-
sented in the experiments). In such cases, dense
interactions become essential to thoroughly capture
the connection between the attribute and context.

To address these challenges, in this paper,
we propose a novel Efficient product Attribute
Value Extraction (EAVE) approach via lightweight
sparse-layer interaction. In particular, we employ
a heavy encoder to separately encode the product
context and attribute. The resulting non-interacting
heavy representations of the context can be cached
and reused for all attributes. Moreover, we intro-
duce a light encoder to jointly encode the context
and the attribute, enabling lightweight interactions
between them. Furthermore, we design a sparse-
layer interaction module to fuse the non-interacting
heavy representation into the lightweight encoder,
which further enriches the interactions between the
context and the context. The evaluations on two
product benchmarks demonstrate that our approach
achieves similar performance to the state-of-the-art
models while being much efficient. We summarize
the main contributions as follows:

* We propose an efficient attribute value extrac-
tion method by introducing a heavy and a light
encoder to learn effective product attribute-
context representations. The heavy represen-
tations can be pre-computed and reused.

* We develop a sparse-layer interaction mecha-

nism to fuse the non-interacting and interact-
ing representations from the heavy and light
encoders respectively to improve the model
effectiveness with small computation cost.

* We conduct extensive experiments and demon-
strate the effectiveness of the proposed ap-
proach over several state-of-the-art baselines.

2 Related Work

Attribute Value Extraction Early attribute
value extraction methods (Carmel et al., 2018;
Zhao et al., 2019), including rule-based extrac-
tion (Vandic et al., 2012; Gopalakrishnan et al.,
2012) and named entity recognition (NER)-based
approaches (Brooke et al., 2016; Chen et al., 2019),
suffer from limited coverage and closed-world as-
sumptions. Various neural network models (Huang
et al., 2015; Zheng et al., 2018; Yan et al., 2021)
have also been introduced, formulating the extrac-
tion task as a sequential tagging problem. Recently,
AVEQA (Wang et al., 2020) and MAVEQA (Yang
et al., 2022) leverage the BERT architecture (De-
vlin et al., 2019) by reformulating the problem as
a question-answering task, establishing the state-
of-the-art in attribute value extraction. Mean-
while, OA-Mine (Zhang et al., 2022) and Mix-
PAVE (Yang et al., 2023a) focus on zero-shot and
few-shot attribute value extraction. Notably, sev-
eral multi-modal works (Tan and Bansal, 2019;
Zhu et al., 2020; Lin et al., 2021) explore prod-
uct visual features to enhance attribute value ex-
traction. SMARTAVE (Wang et al., 2023) de-
signs a structured multi-modal Transformer to bet-
ter encode the correlation among different prod-
uct modalities. Despite achieving state-of-the-art
performance, these Transformer-based methods re-
quire significant computational resources for ex-
tracting values for billions of attributes, which can
be resource-intensive in many real-world scenarios.
More  recently, generation-based  ap-
proaches (Shinzato et al., 2023) have been
proposed, including those leveraging the
LLMs (Brinkmann et al., 2023; Baumann et al.,
2024; Fang et al., 2024), to directly decode the
attribute and value pairs together, eliminating the
requirement of the product taxonomy. However,
generation-based models usually fail to generate
a complete set of attribute-value pairs. Moreover,
their performances are suboptimal compared to the
extraction-based models. More discussions are
presented in the experiments and appendix A.4.
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Figure 2: Overview of our EAVE model. (a) There are three key components: 1) Heavy model is used to encode
the context and attribute, learning their non-interacting representations. 2) Light model generates the interacting
representations of the concatenated context and attribute. 3) Sparse-layer interaction fuses the two representations
from heavy and light encoders through sparse layer mapping (detailed in (b)).

Efficient Text Pair Encoders Efficient text pair en-
coders (Reimers and Gurevych, 2019; Chen et al.,
2020; Cao et al., 2020; Humeau et al., 2020; Sun
et al., 2023) can be employed in attribute value
extraction by treating the product attribute and con-
text as two text sequences. Most of these meth-
ods utilize a dual-encoder structure to individu-
ally encode the two text pieces, followed by a late
interaction layer to combine the representations.
In comparison with cross-attention models, they
are more efficient as the text pair representations
are computed independently without considering
their interaction, allowing for caching and reuse.
However, they often perform less optimally than
cross-attention models. Several recent research (Ni
et al., 2022; Li et al., 2022; Yang et al., 2023b)
has focused on enhancing the performance of dual-
encoder models in text pair modeling tasks by in-
corporating text pair interactions while preserv-
ing the efficiency of dual encoders. While these
methods generally improve efficiency, the interac-
tions between dual encoders are not fully explored.
Moreover, given the typically short lengths of at-
tributes and context, interactions between text pairs
become exceedingly important and thus require
careful modeling.

3 Method

3.1 Approach Overview

The objective of attribute value extraction is to
extract the corresponding value for each attribute
from the product context, i.e., product title, descrip-

tion, etc. For instance, in Figure 1, the associated
value for attribute ‘Brand’ is ‘Nature Breeze’. Pre-
vious state-of-the-art methods often concatenate
the context and the attribute into a single sequence,
and feeds into a Transformer encoder. Given that
the context is usually much longer than the attribute,
the input sequences for different attributes only
vary by a small portion. However, each of these
similar inputs undergoes a forward pass through the
same Transformer model, a process we consider
inefficient and believe can be optimized.

The overall model architecture of EAVE is
shown in Figure 2. Essentially, our model con-
tains three major components: (1) A heavy Trans-
former encoder to learn representations for context
and attribute independently, which is referred to
non-interacting representations since there is no in-
teraction between context and attribute. These rep-
resentations can then be pre-computed and cashed
after the training. (2) A light Transformer encoder
to compute representations for context and attribute
jointly, allowing full attention between them. We
referred these to interacting representations. (3)
A sparse-layer interaction module to fuse the non-
interacting and interacting representations and en-
hance the final representation. A sequence tagging
module is employed on the final representation for
the attribute value extraction.

3.2 Heavy Encoder

The inefficiency in cross-attention extraction mod-
els (Wang et al., 2023; Yang et al., 2023a) stems
from the interdependence of computations for con-
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text and attribute representations, coupled with
their interactions within a single model. Given
that the context sequence is typically much longer
than the attribute, the entire representation under-
goes certain perturbation due to the influence of
attribute tokens. However, the representation com-
putation, including the interaction between context
and attribute, is dominated by the context part. Con-
sequently, we propose isolating these interactions
into a lightweight model, allowing the other repre-
sentations to be independently computed through
a heavy encoder. This approach enables the pre-
computation and caching of the context represen-
tation, which can be used for multiple attribute ex-
tractions. Formally, the computation of each heavy
layer’s self-attention is as follows:

y? = SelfAttn(Norm(z?_,)), yP =y,f + a2}, W

@’ = MLP(Norm(y})), ] =¥ + 3}
where p € {c,a} is the superscript for context or
attribute. xf is the input heavy encoder represen-
tation for layer [. ygp is the self-attention output
representation in layer [, which will be extracted
and fused into the light Transformer encoder later.
In this way, both the non-interaction representa-
tions for context (y,) and attribute (y;*) can be
pre-computed and cached. We initialize the heavy
encoder from a pretrained TS5 (Raffel et al., 2020).

3.3 Light Encoder

The heavy encoder learns the context representa-
tion independently, allowing its computation to be
cashed and reused for various attribute value ex-
traction. Previous works (Wang et al., 2020; Zhang
et al., 2022) have demonstrated that the interac-
tion between the context and attribute is critical
for improving the effectiveness of the extraction.
Therefore, in this work, we first introduce a light
Transformer encoder to facilitate the lightweight
interaction, and then fuse the representations from
the heavy encoder into the light interacting rep-
resentations through sparse-layer interaction (in
Section 3.4). Specifically, the light encoder has a
similar architecture as the heavy encoder, but with
a much smaller number of parameters in terms of
hidden size, number of attention heads and num-
ber of layers. The input to the light encoder is
the concatenation of the context and attribute to-
kens. We initialize the light encoder from a smaller
pretrained TS (Raffel et al., 2020) checkpoint com-
paring with heavy encoder.

3.4 Sparse-layer Interaction

In the attribute value extraction task, the interac-
tions between the product context and attribute are
crucial, especially when the context length is short.
While the interactions captured in the light Trans-
former encoder are efficient, they may not be as
comprehensive for effective extraction when com-
pared to methods using a heavy encoder with full
attention. To enhance effectiveness, we introduce a
sparse-layer interaction approach to merge the non-
interacting representations from the heavy model
into the interacting light encoder representations.
This enables the transfer of valuable information
encoded in the dense representations, facilitating
interaction with the lightweight representation. The
overall extraction performance is improved with
only a marginal increase in computation cost.
Concretely, since the heavy encoder has a large
number of layers, we first identify a sparse set of
layers in the heavy encoder, through a layer map-
ping function f, to be fused into the light encoder.
In this paper, we choose an even distribution layer
mapping, i.e. every other Lpeayy / Ljign heavy en-
coder layer will be mapped to a light encoder layer
(more ablation studies on different layer mapping
schemes are presented in Section 6.5). For each
layer [ in the light encoder, we then fuse represen-
tations from the heavy encoder y}c( ) and y}“( ;) into
the light encoder at the same location where the
heavy encoder representations are extracted:

y; = SelfAttn(Norm(z;_1))

yi = Fuse(y1, y50), i) + Ti-1 @
x; = MLP(Norm(y;))

!
T =2+ Y

where z; is the input light encoder representation
for layer . ] is the self-attention output represen-
tation in layer [, which will be fused with the heavy
encoder representations y}c(l) and y}“(l) before skip
connection. Note that we always fuse light and
heavy representations extracted from the same lo-
cation in Transformer encoder to ensure efficient
fusion. As shown in Figure 2(b), we select the
location to be immediately after the self-attention
layer and before its skip connection (different lo-
cations for representation extraction and fusion are
provided in Section 6.6). The heavy encoder rep-
resentations and light encoder representations are
fused with a linear interpolation for all layers.

Fuse(yl,a ?J}C(l) ) y}‘q(l))

, /c /q (3)
=(1—a)xy +ax Wadeoncat(yf(z),yf(z))
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where we first concatenate y}c(l) and y}“( ;) along the
sequence dimension, followed by an linear adap-
tor, Wagp, to project the hidden size into the same
size as the light encoder, then linearly fuse with
light representations y;. We also experiment with
other fusion functions and provide discussion in
Section 6.1. The final fused output of the light
Transformer encoder is fed into the sequence tag-
ging module for extraction.

3.5 Discussion

In real-world attribute value extraction, we only
need to invoke the heavy encoder on each prod-
uct context and attribute once to pre-compute the
non-interacting representations. For each attribute,
the light encoder and the sparse-layer interaction
are used to compute interacting representations for
the context-attribute pair. The total computation
cost for each product with /V attributes can be com-
puted as Cf. + N - (Cf 4+ C; + Cy;), while previous
methods would require N - C,iJra, where C}, C}!
and C§™* are the computation cost of the heavy
encoder on the context, attribute and their concate-
nation, respectively. Typically C}! is much smaller
than Cf}, since attribute is much shorter than con-
text. Cj is the cost of the light encoder on con-
catenated context and attribute. C; is the cost
of the fusion module. It can be seen that our ap-
proach is much efficient. It is worth mentioning
that if ignoring the C} and C} (since they can be
cashed), our method becomes even more efficient
compared to those cross-attention heavy encoder
methods (Wang et al., 2023; Yang et al., 2023a).

4 Experiments

4.1 Datasets

MAVE! (Yang et al., 2022) is a large and di-
verse dataset for product attribute extraction study,
which contains 3 million attribute value annotations
across 1257 fine-grained categories created from
2.2 million cleaned Amazon product profiles (Ni
et al., 2019). We use product title, description and
metadata as context. We randomly split product ids
into train and eval sets by 9:1.
AE-110K? (Xu et al., 2019) is collected from
AliExpress Sports & Entertainment category,
which contains over 110K data examples with more
'https://github.com/
google-research-datasets/MAVE
https://raw.githubusercontent .com/

lanmanok/ACL19_Scaling_Up_Open_Tagging/
master/publish_data.txt

than 2.7K unique attributes and 10K unique values.
The context length in MAVE is much longer then
that in AE-110K. More details are in the Appendix.

4.2 Baselines and Settings

Our model is compared with seven state-of-
the-art baselines, including three Transformer-
based extraction models, AVEQA (Wang et al.,
2020), MAVEQA (Yang et al., 2022), and SMAR-
TAVE (Wang et al., 2023), one generation-based
model (Shinzato et al., 2023) and three efficient text
pair methods, DiPair (Chen et al., 2020), VIRT (Li
et al., 2022) and MixEncoder (Yang et al., 2023b).
For all models in this paper, we use a learning
rate of 1e-5, batch size 128, and trained up to 200k
steps on 16 Cloud TPU V5 devices through data
parallelism. Adam (Kingma and Ba, 2014) opti-
mizer is used during training. For MAVE, we trun-
cate the context sequence length to 512, and set
attribute sequence length to 32. A T5-large model
is used as the heavy encoder. For AE-110K, we
pad or truncate the context sequence length to 128,
and pad or truncate the attribute sequence length
to 16. A T5-base model is used as the heavy en-
coder. For SMARTAVE, we use the SMARTAVE-
text since we only focus on text based extraction.
For generation-based method, we use beam search
with width 4 and report the ‘common first’ result
(which is the best). For the efficient text pair meth-
ods, a same sequence tagging module is applied to
conduct the final extraction. More details on the
hyper-parameters are presented in Appendix A.2.

5 Main Results

We present precision, recall, F1, and GFLOPS per
example metrics for selected attributes, along with
overall results on both MAVE and AE-110K in
Table 1. Several key observations can be derived
from these results. First, in comparison to state-of-
the-art Transformer-based attribute value extraction
methods, our EAVE approach achieves a compa-
rable overall performance, with only a 0.2% and
0.9% decrease in F1 on MAVE and AE-110K, re-
spectively. Notably, it significantly improves ef-
ficiency by a factor of 10, showcasing the effec-
tiveness of our approach in efficient attribute value
extraction. Second, although EAVE entails slightly
higher computational costs compared to other ef-
ficient text pair methods, it substantially enhances
extraction performance. For instance, the overall
F1 score of EAVE increases by 2.34% and 5.41%
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MAVE ‘ Season ‘ Department ‘ Resolution ‘ Compatibility ‘ All ‘ GFLOPS
Models | P(%) R(%) Fi(%) | P(%) R(%) Fi(%)|P(%) R(%) Fi(%)|P(%) R(%) Fi(%)|P(%) R(%) Fi(%) |
DiPair (Chen et al., 2020) 88.35 88.98 8853 [ 90.78 9209 9143 | 9316 9434 9372 | 9578 9656 96.21 | 92.84 9447 9361 | 3518
VIRT (Li et al., 2022) 89.76  90.81 9034 | 9348 9482 9378 | 9431 9572 9547 | 97.18 98.12  97.56 | 9477 9639 9552 | 41.67
MixEncoder (Yang et al., 2023b) | 89.88  90.92 9047 | 93.18 9490 9352 | 9514 96.17 9562 | 97.75 9829 98.03 | 9492 9676 9564 | 33.93
Generation (Shinzato et al., 2023) | 89.51 87.18 8833 | 9138 89.47 9041 | 9486 91.69 9325 | 9625 9585 96.05 | 9431 9248 9352 | 8757
AVEQA (Wangetal, 2020) | 91.63 93.82 9271 | 9651 9703 9677 | 9820 98.79 9849 | 99.83 99.92 99.88 | 97.96 9844 9820 | 40247
MAVEQA (Yang etal., 2022) | 91.15 9413 9262 | 9639 9735 96.87 | 98.07 9881 9844 | 99.56 99.81 99.68 | 97.85 9857 9821 | 44624
SMARTAVE (Wang etal., 2023) | 91.17 9416  92.64 | 9647 9738 9692 | 98.15 9878 98.46 | 99.62 99.83 9972 | 97.88 98.60 98.24 | 46571
EAVE | 9235 9494 9363 | 97.05 97.84 9744 | 97.78 9825 9801 | 99.83 99.67 9975 | 97.94 98.03 9798 | 4246
AE-110K ‘ Brand Name ‘ Material ‘ Pattern Type ‘ All ‘ GFLOPS
Model | P(%) R(%) Fi(%)|P(%) R(%) Fi(%)|P(%) R(%) Fi(%)|P(%) R(%) Fi(%)|
DiPair (Chen et al., 2020) 87.64 89.87 8925 | 7631 8029 78.62 | 7872 8258 8043 | 79.74 70.69  76.82 3.75
VIRT (Li et al., 2022) 90.56 9190 9133 | 7929 8175 8028 | 81.07 84.83 8281 | 77.86 8027 7895 4.92
MixEncoder (Yang et al., 2023b) | 90.68 9255 91.41 | 80.40 81.97 81.24 | 81.86 84.98 83.15 | 7853 80.74 79.21 342
Generation (Shinzato et al.,, 2023) | 90.18  88.65  89.41 | 79.83 7875 79.29 | 8026 81.47 80.86 | 79.62 7554 7753 6.68
AVEQA (Wangetal., 2020) | 9636 98.57 97.46 | 8401 8889 8638 | 87.42 9041 8889 | 8501 86.09 8554 | 16.11
MAVEQA (Yangetal.,2022) | 9621 9852 97.39 | 8396 88.65 86.21 | 87.55 90.57 89.03 | 8496 86.05 8551 18.54
SMARTAVE (Wang et al., 2023) | 96.32 9859 97.43 | 8401 8865 86.27 | 8748 9049 88.96 | 85.12 86.07 8549 | 19.75
EAVE [ 9690 97.13  97.02 | 5327 5395 53.61 | 8721 9110 89.11 | 8501 8424 8462 | 520

Table 1: Performance comparison of selected attributes on both MAVE and AE-110K datasets. For all efficient
methods, the GFLOPS do not include the pre-computation time. The standard deviation of our model on the F}
metric is 0.13, indicating the statistical significant of the results.

on MAVE and AE-110K, respectively, compared 0982 HAYE AELL0K
to MixEncoder. We hypothesize that our specially oo

designed lightweight model and sparse-layer in-

teraction are more adept at capturing interactions y o

compared to the late interaction layer used in pre-

vious methods. Third, another interesting observa-

tion is the lower overall performance on AE-110K 47, 0.800

,. . . 00 02 04 06 08 10 00 02 04 06 08 10
compared to MAVE. This discrepancy is attributed a a

to the product context in AE-110K being solely
derived from the title, which is very short. The con-
text alone may not provide sufficient useful contex-
tual information for the attribute value extraction
task. Instead, the context-attribute interaction is
deemed more crucial than the context itself, align-
ing with our expectations. Fourth, the generation-
based model does not perform well compared to the
extraction-based models, especially on AE-110K.
Our hypothese is that for the attribute value extrac-
tion task, in most cases, the value is from a text span
in the product context and thus extractive models
are more effective compared to the generative mod-
els. The observation is consistent with the findings
in (Brinkmann et al., 2023) that a smaller LLM like
Beluga-7B utilizing in-context learning fails to out-
perform a fine-tuned extraction-based model (i.e.,
AVEQA) with a significantly smaller size. More
LLM-based results are reported in Appendix A.4.

6 Analysis and Discussion

6.1 Impact of the Sparse-layer Interaction

The sparse-layer interaction is a key component in
our approach. To assess the impact of this module,
we conducted an experiment by varying the value

Figure 3: Impact of the sparse-layer interaction by vary-
ing the fusion weight o on both dataset.

of o from O to 1. The evaluation results of EAVE
for different values of « are illustrated in Figure 3.
It can be seen that when completely removing the
heavy encoder representations by setting « to 0,
and the model degrades to a single-light encoder
baseline, which does not perform well compared to
the heavy Transformer model. Conversely, when «
is set to 1, the light encoder’s self-attention outputs
are entirely dominated by the heavy representa-
tions, resulting in the absence of interaction be-
tween context and attribute, which unsurprisingly
yields suboptimal results. We also observe from the
results that different datasets might have different
optimal values of o for merging the non-interacting
and interacting representations.

6.2 Different Fusion Methods

The fusion function in the sparse-layer interaction
is an important factor that would impact the model
performance. There are various fusion methods
that can be used. In this study, we experiment with
three representation fusion algorithms. The sim-
plest one is using a linear interpolation with a fixed
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MAVE AE-110K
Fusion method P (%) R(%) Fi(%) P (%) R(%) F (%)
Fixed o 97.94 98.03 97.98 8501 8424 84.62
Learned o 97.02 9708 97.05 8431 8424 8427
Cross-attn 9585 9676 9630 80.81 7631 7850

Table 2: Ablation study of representation fusion meth-
ods. For interpolation with fixed «, we use o = 0.7 for
MAVE and a = 0.05 for AE-110K.

weight « for all layers, which is the one described
and used in our main experiments. The second al-
gorithm is the learned alpha. Specifically, instead
of using a fixed « for all layers, we use a learn-
able zero-initialized « for each layer. We expect
the light encoder first learns context-attribute inter-
action without the influence from non-interacting
heavy representations, then as « updated to a non-
zero value, the light encoder will gradually adapt
to non-interacting heavy representations. The third
fusion choice is the cross-attention fusion by first
concatenating and project non-interacting heavy
representations, and then updating the interacting
light representations via cross attending to the pro-
jected non-interacting heavy representations, fol-
lowed by a skip connection as follows:

Fuse(yl/a y}c(l) ’ y‘/fq(l))

C))
= CrossAttn(y;, Wag,Concat(yf{,), y}q(l)) +

In contrast to linear interpolation combination, in
this setup, a token’s light representation not only
sees heavy representation of the token itself, but
also sees heavy representations of other tokens.
The results on MAVE and AE-110K for different
fusion methods are shown in Table 2. It can be seen
that our method achieves the best results by grid
searching to select the best fixed «. It is also clear
that while the strategy of learnable « achieves simi-
lar or slight worse performance, the cross-attention
method performs not as good as other methods.

6.3 Impact of Heavy and Light Encoders

There are two separate encoders for learning the
non-interacting representations and interacting rep-
resentations. It is useful to understand how they
would affect the model performance. To investi-
gate this, we conduct experiments by modifying
their parameter learning rates. In particular, we
use a fixed learning rate LRygy for the light en-
coder but varying the heavy encoder learning rate
as LRpeayy = SLRjigni, where 3 > 0 is the learning
rate ratio. Figure 4 shows the performance on the
MAVE and the AE-110K datasets as a function of
B. It can be seen that, the performance on MAVE

MAVE AE-110K
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Ty e
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Figure 4: Impact of the heavy-light learning rate ratio 3
on the MAVE and AE-110K dataset. For MAVE, « is
fixed to 0.7. For AE-110K, « is fixed to 0.05.

gets better as [ increases from 0, suggesting the
importance of updating the heavy encoder for non-
interacting representations. This further validates
our hypothesis that long context alone contains use-
ful information for the attribute value extraction
task. On the other hand, for AE-110K, the perfor-
mance decreases as the value of 3 goes up, and
increases again as  pass around 1.0, indicating
that heavy encoder itself does not provide much
useful information when context is short. In this
case, interaction between context and attribute are
more important.
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Figure 5: Precision, recall, and F1 gaps from the EAVE
to the Transformer baseline on the MAVE dataset. We
use a fixed « = 0.7 and 3 = 1.0.

6.4 Results on Different Context Length

To understand how our approach behaves on dif-
ferent context lengths, we conduct an experiment
on MAVE and report the evaluation metrics on
different groups with various context sequence
lengths from {0—100, 100— 200, 200— 300, 300 —
400, 400 — 500, 500 — 512}. The results are shown
in Figure 5. It can be seen from the results that
with the increasing of the context length, the per-
formance gaps between our model and the Trans-
former baseline decreases, indicating the effective-
ness of our approach in dealing with products with
long context sequence.
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MAVE AE-110K
Layer mapping P (%) R(%) Fi(%) P(%) R(%) Fi(%)

[0,3,6,9,12,15, 18, 21] 97.75 9778 97776  85.03 84.21  84.62
[1,4,7,10, 13, 16, 19, 22] 97.86 9787 97.86 8489 8405 8447
[2,5,8, 11, 14, 17, 20, 23] 97.89 9791 9790 8476 84.13 8444
[23,23,23,23,23,23,23,23] 98.05 98.09 98.07 8392 8429 84.10
[16,17,18,19,20,21,22,23] 98.05 9798 98.02 8436 8436 84.36
[0,1,2,3,4,5,6,7] 96.37 9670  96.54 8501 84.14  84.57

Table 3: Ablation study of layer mapping on the MAVE
and AE-110K datasets. Both are using EAVE L-S. For
MAVE, we use a = 0.7 and # = 1.0. For AE-110K,
we use o = 0.05 and 5 = 0.0.

6.5 Impact of Layer Mapping

Layer mapping is employed to select the set of
sparse layers in the heavy encoder to interact with,
representing a key factor in sparse-layer interaction.
To assess the impact of different layer mapping
strategies, we conducted a series of experiments
on both datasets using T5-large with 24 layers as
the heavy encoder and T5-small with 8 layers as
the light encoder. Various layer mapping schemes
were explored on both datasets, and their effects
were evaluated. These schemes include: 1) Even
distribution layer, which maps every other 3 heavy
encoder layers to a light encoder layer, starting with
heavy encoder layers 0, 1, and 2. 2) Only using the
last heavy encoder layer. 3) Using the last 8 heavy
encoder layers. 4) Using the first 8 heavy encoder
layers. The values of o and 3 were set to 0.7 and
1.0 on MAVE, and 0.05 and 0.0 on AE-110K.

Results are reported in Table 3. It can be ob-
served that using heavy representations from the
last layer achieves the best results on MAVE, while
for AE-110K, the even distribution strategy gen-
erally performs better. The rationale behind this
distinction is that, for MAVE, the heavy encoder is
updated to provide improved task-specific represen-
tations in the last layer. In contrast, for AE-110K,
the heavy encoder is frozen, and multiple layers
contribute more diverse information.

6.6 Representation Fusion Location

Within a Transformer encoder layer, the heavy
and light representations can be extracted and
fused at locations other than immediately after self-
attention. Table 4 presents a comparison of perfor-
mance for six different fusion locations, including
1) Immediately before the self-attention layer and
after its pre-normalization, 2) Immediately after the
self-attention layer, 3) After the skip connection of
the self-attention layer, 4) Immediately before the
MLP layer after its pre-normalization, 5) Immedi-
ately after the MLP layer, and 6) After the skip con-

MAVE AE-110K

Fusion location P (%) R (%) F) (%) P (%) R (%) F (%)
before attn 98.14 98.17 98.16 84.11 8434 8423
after attn 97.95 98.01 9798 8472 84.08 84.40
after attn & skip  97.79  98.05 97.92 85.04 84.12 84.58
before mlp 97.80 9791 97.85 85.08 84.39 84.74
after mlp 97.68 97.76 9772 84.83 84.12 84.48
aftermlp & skip 97.71 9794 97.83 8444 84.06 84.25

Table 4: Ablation study on representation fusion loca-
tion on both datasets. For MAVE, we use o« = 0.7 and
B = 1.0. For AE-110K, we use « = 0.05 and 8 = 0.0.

nection of the MLP layer. As observed, for MAVE
with 8 = 1.0 (corresponding to fine-tuning the
heavy encoder), the optimal fusion location is im-
mediately before the self-attention layer and after
its pre-normalization. For AE-110K with § = 0.0
(corresponding to freezing the heavy encoder), the
best fusion location is immediately before the MLP
layer and after its pre-normalization.

6.7 Heavy Encoder Size

In this section, we ablate the heavy encoder size
in our EAVE approach. The results on MAVE
and AE-110K are shown in Table 5. As can be
seen, for the MAVE dataset, as the heavy encoder
size increases, the performance increases, while for
AE-110K, as the heavy encoder size increases, the
performance does not continuously increase. These
results support our hypothesis that the context alone
provides more useful information for the MAVE
dataset comparing with the AE-110K dataset.

MAVE AE-110K
Modelsize P (%) R (%) Fi(%) P (%) R(%) Fi(%)
B-S 96.83  97.15 9699  84.94 84.02 84.48
L-S 97.94 98.03 9798  84.890 8411  84.50
XL-S 98.25 98,55 9840 8475 84.12 8443

Table 5: Ablation study on the heavy encoder size on
both datasets. For MAVE, we use o = 0.7 and 8 = 1.0.
For AE-110K, we use o = 0.05 and 5 = 0.0.

7 Conclusions

Efficient product attribute value extraction is an
important research problem in many real-world ap-
plications. In this work, we proposed an efficient
attribute value extraction method with lightweight
sparse-layer interaction. Specifically, we decou-
ple the computations of context-attribute non-
interacting representations and interacting repre-
sentations, using a heavy and light Transformer
encoders respectively. Additionally, these represen-
tations are fused together through the sparse-layer
interaction. We conducted benchmarks and sys-
tematic ablation studies on two open-sourced prod-
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uct attribute value extraction datasets. The results
demonstrate that our method achieves much fast
inference speed while maintaining the performance
to the large encoder.

Limitations

There are two limitations of our current EAVE ap-
proach. First, although the lightweight sparse-layer
interaction method is tested in product attribute
value extraction task, we believe this method can
be generalized to any other tasks that are able to
be converted to a context-query format, such as
question answering, text pair classification, etc. As
long as the context is long and number of queries
per context is large, our method will offer dramatic
efficiency gain. We plan to explore a generaliza-
tion approach of our model. Second, we only in-
vestigated the lightweight sparse-layer interaction
method under sequence labeling setup. However,
recent works on Large language Models (LLM)
have shown the success of decoder models. In the
future, we plan to systematically investigate our
method under Transformer decoder setup.
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A Appendix
A.1 Datasets

This section contains more details on the datasets.
The train and eval splits on the selected attributes
in Table 1 are shown in Table 6 for the MAVE
dataset and Table 7 for the AE-110K dataset. We
select those attributes to ensure a broad spectrum
of number of examples per attribute.

. MAVE
Splits
| Season | Department | Resolution | Compatibility | ~ All
Train | 59199 20108 13792 6544 4011570
Eval 11431 3766 2492 1222 755968
Table 6: Statistics of the MAVE dataset.
Splits | AE-110K
‘ Brand Name ‘ Material ‘ Pattern Type ‘ All
Train 9098 3001 1496 88479
Eval 2316 810 348 21888

Table 7: Statistics of the AE-110K dataset.

A.1.1 MAVE

MAVE is a dataset with long and structured context.
After tokenization, the average context sequence
length is 281, but there is a long tail distribution
such that 11.2% examples are with sequence length
larger than 512. We truncate or pad the context
length to 512 and the attribute length to 32. Each
product belongs to one category, which contains
multiple possible attributes. During real-world ap-
plication inference, for each product, we need to
perform attribute value extraction for all attributes
of its category. The statistics of several selected cat-
egories are shown in Table 8. As can be seen, some
categories have O(10) number of attributes and a
large amount of examples. Our EAVE method will
achieve dramatic efficiency gain on such categories,
which is presented in Section A.S5.

Categories ‘ Shoes ‘ Mobile Phones ‘ Televisions ‘ Dresses
Atributes | 15 | 12 | 1 | s
Train ‘ 599088 ‘ 49543 ‘ 22041 ‘ 99276

Eval 114269 9671 3958 18803

Table 8: Statistics of the MAVE dataset for the selected
categories.

A.1.2 AE-110K

AE-110K is a dataset with context being only the
title, so its context is short and simple. After tok-
enization, the average context sequence length is

Dropout Rate 0.1

Adam [ 0.9
Adam [y 0.99
Adam € le-8

Activation Type bfloatl6

Table 9: Hyper-parameters and configs.

32, and there are less than 0.1% examples with
sequence length larger than 64. We truncate or
pad the context length to 64 and attribute length to
8. Different from the MAVE dataset, a product in
AE-110K doesn’t have a category label. But each
product can contain multiple attributes.

Following the work in (Shinzato et al., 2022b),
we manually fix several quality issues, including
HTML entities, and extra white spaces in titles, at-
tributes, and values, and the same attributes some-
times have different letter cases. We thus decoded
HTML entities, converted trailing spaces into a
single space, and removed white spaces at the be-
ginning and ending. We also remove duplicated
tuples.

A.2 Training Details

For all models in this paper, we use a learning rate
of 1e-5, batch size 128, and Adam (Kingma and Ba,
2014) optimizer for training. We train up to 200k
steps on 16 V5 Cloud TPUs using data parallelism.
For both datasets, we use the same SentencePiece
(Kudo and Richardson, 2018) tokenizer as in the
TS5 paper (Raffel et al., 2020). We compute the
GFlops numbers in Table 1 based on the sequence
lengths mentioned in Section A.1. More details on
the hyper-parameters and configs are in Table 9.

Note that the learning rate, batch size and train-
ing steps are the same for all baselines, while the
other hyperparameters are set to the optimal values
in the original papers. W use the same learning
rate, batch size and training steps for two main
reasons. First, we want to ensure all models con-
sume the same amount of training data (by using
the same batch size and training steps) in order to
achieve a fair comparison on the efficiency. Sec-
ond, we set 200k training steps to ensure all models
are sufficiently converged. In fact, we’ve observed
that most methods converge within 50k steps. We
also tried different hyperparameters and found the
performances are quite stable.
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MAVE AE-110K
Method Fy (%) GFLOPS F;(%) GFLOPS
AVEQA (backbone) 98.20 402.47 85.54 16.11
Pruning (Michel et al., 2019) 94.36 246.62 80.17 8.85
Distillation (Hinton et al., 2015) ~ 95.11 270.49 81.55 9.23
QAT (Gupta et al., 2015) 93.57 85.45 80.49 391
EAVE (ours) 97.98 42.46 84.62 5.20

Table 10: Comparison with traditional efficient methods,
including Pruning (Michel et al., 2019), Distillation
(Hinton et al., 2015) and Quantization (Gupta et al.,
2015), on both datasets.

Methods ‘ AE-110K
| Precision | Recall | F1 | GFLOPS
SMARTAVE (Wang et al., 2023) | 85.12 | 86.07 | 8549 | 19.75
LLaMa2 7B (Touvron etal., 2023) |  83.65 | 84.77 | 84.15 | 6578
EAVE 8501 | 8424 | 8462 | 520

Table 11: Comparison results with several LLMs on the
AE-110K dataset.

A.3 Comparison with Traditional Efficient
Techniques

Traditional efficiency optimization techniques such
as quantization, distillation and pruning are orthog-
onal to our method, as they are not targeting the
efficiency improvement under the scenario of a sin-
gle long context with multiple short queries. In
this study, we conduct comprehensive experiments
with these standard methods using AVEQA as the
backbone. Specifically, for pruning (Michel et al.,
2019) technique, we prune 50% of the network.
For vanilla distillation (Hinton et al., 2015), we
distill to a 6-layer model with roughly 50% param-
eters. For quantization, we use Quantization-Aware
Training (QAT) (Gupta et al., 2015) with 4-bit from
the original 32-bit.

The results on both datasets are reported in Table
10. It can be seen that while the GFLOPS of these
methods decrease, there is significant performance
drop compared with the original backbone. More-
over, when dealing with multiple attributes for a
single product, they still need to encode the long
product context multiple times. On the other hand,
our approach is able to achieve good efficiency with
on par performance, indicating the effectiveness of
our modeling.

A4 Comparison with LLM

Large language models become the defacto in
many NLP applications. Therefore, in this sec-
tion, we conduct a comparison with LL.aMa2 7B
model (Touvron et al., 2023). For LLaMa2 7B,
we set the batch size to 1, sequence length to 256,
hidden dimension to 4096, number of layers to 32

Category Model P (%) R (%) Fi(%) GFLOPS
T5-Small  97.81  98.23 98.02 42.46
Shoes T5-Base 99.09 99.21 99.15 131.10
) T5-Large 9948  99.51 99.50 402.47
EAVEL-S 99.48 99.48 99.48 89.86
T5-Small 81.02 89.81 85.19 42.46
Mobile T5-Base  90.86  95.57 93.16 131.10
Phones T5-Large 95.04 97.57 96.29 402.47
EAVEL-S 96.08 96.95 96.52 96.22
T5-Small  88.32  92.57 90.39 42.46
Televisions T5-Base 95.81 97.06 96.43 131.10
77 T5-Large  98.37  98.61 98.49 402.47
EAVEL-S 98.69 98.53 98.61 99.11
T5-Small  94.53 95.5 95.01 42.46
Dresses T5-Base  97.75  97.98 97.87 131.10
T5-Large 98.78 98.87 98.83 402.47
EAVEL-S 98.85 9879  98.82 140.72

Table 12: Performance and cost comparison on the
MAVE dataset sliced by categories with multiple at-
tributes.

and run it on 8 GPUs. For fair comparison between
our method and LLM attribute value extraction, we
extract different attributes separately by concate-
nating context and attribute as inputs to LLM. We
also tried extracting attributes together in a single
prompt, which leads to worse performance due to
LLMs hallucination issue, and requires LLM with
a larger finetuning set to achieve similar perfor-
mance. The prompt we use is “Please extract the
attribute value of attribute from context”.

The evaluation results are reported in Table 11.
As it can be seen in the table, LLaMa2 7B is able
to achieve reasonable performance, while the infer-
ence cost is extremely expensive. Our hypothesis is
that for the attribute value extraction task, in most
cases, the value is from a text span in the product
context and thus extractive models are more effec-
tive compared to the generative models. The obser-
vation is consistent with the findings in (Brinkmann
et al., 2023) that a smaller LLM like Beluga-7B
utilizing in-context learning fails to outperform a
fine-tuned BERT-based sequence tagging model
(i.e., AVEQA) with a significantly smaller size, as
indicated in their Tables 9 and 13.

A.5 Results on Selected Categories

We present results on selected categories for the
MAVE dataset in Table 12. We show results of
our EAVE model and three T5 baseline models of
different sizes: Small, Base, and Large. GFLOPS
per example is computed under a real world sce-
nario: for a given product with IV attributes, we
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only need to compute context heavy representa-
tions once, so the GFLOPS per product is com-
puted by Cf /N + C} 4 C) + Cg;. For simplicity,
we don’t consider the cost saving from caching
heavy attribute representations. As can be seen
from Table 12, when N increases we can observe
the following: comparing with T5-Large, EAVE’s
performance is close, while its cost is dramatically
reduced; comparing with T5-Small, EAVE’s perfor-
mance is significantly better, while its cost is only
marginally heavier. The effectiveness of our ap-
proach on efficient is validated from those results.

A.6 Practical Usage of Efficient Extraction

In this section, we’d like to provide more insights
into the importance and the practical usage of effi-
cient attribute value extraction methods.

First, it is a vast scale of real-world product sys-
tem such as Amazon’s or Google Shopping’s online
catalogs, numbering in the hundreds of millions to
billions. It’s important to note that each product
is associated with multiple attributes, averaging
more than 10 attributes per product. Consequently,
any updates to the model or system necessitate a
comprehensive re-extraction across all products,
entailing billions of model inference calls (approxi-
mately 100 million products multiplied by an aver-
age of 10 attributes per product). To illustrate, we
conducted a test involving 2 billion extractions us-
ing a 3-layer distilled AVEQA model (BERT-base)
across 20,000 CPU machines, which took more
than two weeks to complete.

Second, even if we were to limit the inference to
only new and modified products, it would still re-
quire a significant time investment - approximately
7-10 hours per day. It’s worth emphasizing that this
scenario pertains to a 3-layer BERT-base model;
the computational cost would escalate considerably
for a full BERT model and LLMs.

In addition, attribute value extraction serves as
a crucial component for generating features in re-
trieval or ranking systems, such as web search and
advertisements. For these applications, extraction
must encompass all products available on the web
across multiple platforms, potentially numbering in
the tens of billions. Therefore, we believe that effi-
cient product attribute value extraction represents a
significant challenge.

A.7 Extraction on Noisy Data

In real-world product attribute value extraction, the
products usually contain noise and even contradic-

Noise Level (during inference) ‘ p=0 ‘ p=0.1 ‘ p=0.2 ‘ p=04

trained on noisy data 96.96 | 97.10 | 96.99 | 97.25
trained on clean data 97.27 | 9536 | 93.57 90.39

Table 13: Model performance with noisy data.

tory information within input texts. In fact, during
our experimentation on product web pages extrac-
tion, we have indeed encountered failure cases due
to noisy product data. For instance, a product ti-
tle might mention ‘red’ shoes while the product
description describes ‘blue’ pairs. One straight-
forward approach to address such discrepancies is
to implement post-processing filtering similar to
the method mentioned above. Specifically, when
the model extracts multiple spans or values for an
attribute (e.g., ‘red’ and ‘blue’) that do not align,
we can simply return an UNKNOWN extraction.

To further understand the behavior of our model
on noisy product data, we conduct an experiment
by introducing noise to the context of the MAVE
dataset. Specifically, with a probability p, for prod-
uct description, we append up to 5 random selected
attribute values from within the product category.
With the same probability, we add another para-
graph containing up to 5 random selected attribute
values from within the product category. We then
randomly split the noise augmented dataset into the
train and eval set, and trained for 100k steps. The
results are shown in Table 13. It can be seen from
the preliminary results that: 1) When training on
noisy data, the performance of our model is rela-
tively stable since the training also sees the noise
while the label remains correct. 2) When training
on clean data, the performance clearly drops, which
is consistent with our expectation.
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