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Abstract

Large language models (LLMs) for African
languages perform worse compared to their per-
formance in high-resource languages. To ad-
dress this issue, we introduce AFRIINSTRUCT,
which specializes in instruction-tuning of mul-
tiple African languages covering various tasks.
We trained the LLaMa-2-7B using continual
pretraining and instruction fine-tuning, which
demonstrates superior performance across mul-
tiple tasks. Our mixed task evaluation shows
that our model outperforms GPT-3.5-Turbo and
other baseline models of similar size. Our
contributions fill a critical gap of LLM per-
formance between high-resource and African
languages. 1

1 Introduction

The development of large language models (LLMs)
has revolutionized the field of natural language pro-
cessing (NLP), enabling significant advancements
in tasks such as machine translation (Arivazhagan
et al., 2019; Pourkamali and Sharifi, 2024; Wang
et al., 2023a; Zhu et al., 2023), sentiment analysis
(Zhan et al., 2024; Zhang et al., 2023; Chandra
et al., 2024; Zhan et al., 2024), and question an-
swering (Kumar et al., 2024; Wang et al., 2024;
Zhuang et al., 2023; Li et al., 2023). However,
the vast majority of these breakthroughs have been
concentrated on high-resource languages (HRLs),
particularly English, due to the abundance of train-
ing data and resources available (Kargaran et al.,
2023; Magueresse et al., 2020; Lai et al., 2024; Li
et al., 2024b). In contrast, low-resource languages
(LRLs), such as many African languages, have
been largely left behind by the latest developments
in NLP, despite their importance to millions of
speakers worldwide (Nekoto et al., 2020; Adebara
et al., 2024; Adebara and Abdul-Mageed, 2022;
Tonja et al., 2024b; Adelani et al., 2023).

1Instructions to use models and datasets are available on
https://github.com/AfricanLlama/AfriInstruct
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Figure 1: Average score of evaluating three tasks on by
models and their sizes. Our model outperforms other
baseline models of similar size.

The challenges faced by LRLs in NLP are mul-
tifaceted and distinct from those of HRLs (Hed-
derich et al., 2021; Xu et al., 2024b; Tonja et al.,
2024a; Khan et al., 2023; Krasadakis et al., 2024).
These challenges include limited availability of an-
notated data (Khiu et al., 2024; Ding et al., 2024),
complex morphology and syntax (Ghosh et al.,
2024; Nzeyimana, 2024; Lopo and Tanone, 2024;
Ghosh et al., 2023), and a lack of standardized or-
thography and terminology (Issaka et al., 2024;
Lusito et al., 2023; Lin et al., 2024b; Downey
et al., 2024). Existing approaches to address these
challenges, such as adapting multilingual mod-
els (Ogueji et al., 2021; Wu et al., 2024; Csaki
et al., 2023; Lin et al., 2024a) or creating tar-
geted datasets (Muhammad et al., 2022; Lopo
and Tanone, 2024; Yong et al., 2024; Bala et al.,
2024), often face limitations in terms of scalabil-
ity, generalizability, and performance (Urbizu et al.,
2023; Cahyawijaya et al., 2024; Wang et al., 2023b;
Ghosh et al., 2024). Multilingual models, while
capable of handling a wide range of languages, of-
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Source Data Task of Tokens of Prompts of Languages

MasakhaNEWS News Topic Classification 6,154,176 90,890 eng, fra, amh, hau, ibo, orm, sna, som, swa, tir, xho, yor
MasakhaPOS Part-of-Speech Tagging 1,780,578 6,879 hau, ibo, kin, nya, sna, swa, xho, yor, zul
AfriSenti Sentiment Analysis 19,201,035 235,225 amh, hau, ibo, yor, por, kin, swa
NollySenti Sentiment Analysis 1,213,691 15,100 hau, ibo, eng, yor
xP3 xP3 - Multitask 640,745,532 7,773,312 eng, ara, ibo, hau, kin, nya, sna, sot, swa, xho, yor, zul
xP3 xP3 - Question Answering 146,758,736 541,630 eng, ara, ibo, hau, kin, nya, sna, sot, swa, xho, yor , zul
FLORES Translation 5,692,402 72,324 eng, fra, afr, amh, ara, hau, ibo, kin, nya, por, som, sna, sot, swa, tir, xho, yor, zul
MAFAND Translation 4,467,767 66,234 eng, amh, hau, ibo, kin, nya, sna, swa, xho, yor, zul
MasakhaNER2.0 Named Entity Recognition 12,935,191 58,667 hau, ibo, kin, nya, sna, swa, xho, yor, zul
MENYO Translation 1,225,883 16,703 eng, yor
XL-Sum Summarization 32,814,291 72,124 eng, amh, ara, hau, ibo, orm, por, swa, tir, yor

Table 1: Token and prompt counts by source and task in AFRIINSTRUCT-Data. A total of 19 languages are included
in the data. All token counts have been computed with the Llama-2 tokenizer.

eng fra afr amh ara hau igb kin mlg nya orm por som sna sot saw tir xho yor zul

Train Texts 2220759 2390884 291026 1116034 565471 121421 61485 355390 150016 37280 1548167 1235959 141559 124082 1801101 9807 69713 141321 166370
Tokens 797885070 759908071 1413686044 1022590005 84210435 273874667 79459903 30727804 191150585 109037755 18421151 512594713 578216725 87883070 79440367 1131951011 29516647 48519904 81704390 112352151

Eval Texts 260463 246611 265117 32307 124808 63067 13899 6902 39314 16880 4005 173578 137938 16126 13954 200345 1084 7846 15612 18289
Tokens 89210685 83868231 156702768 113706484 9593837 30453342 9201202 3445257 21124508 12192695 1938844 57512714 64553254 10077670 8903982 125345094 3304872 5544281 8953997 12277472

Table 2: Number of Prompts per Task and Language in WURA text corpus. A total of 20 languages are included in
the data. All token counts have been computed with the Llama-2 tokenizer.

Task Prompt

Machine Translation Translate the following text from {source language} to {target language}. {source language}:{source texts}. {target language}:
Named Entity Recognition Study this taxonomy for classifying named entities:- LOC (Location or physical facilities)- ORG (Organizations, corporations

or other entities)- PER (Names of people)- DATE (Date or time)Identify all named entities in the following tokens:{split tokens}
Additionally, you should add B- to the first token of a given entity and I- to subsequent ones if they exist. For tokens that are not
named entities, mark them as O.Answer:

News Topic Classification Which of these labels best describes this news article:{topic candidates}{target sentence} Label:
Part-of-Speech Tagging Study this taxonomy for classifying parts of speech:- X: Other- ADJ: Adjective- ADP: Adposition- ADV: Adverb- AUX: Auxiliary

verb- CCONJ: Coordinating conjunction- DET: Determiner- INTJ: Interjection- NOUN: Noun- NUM: Numeral- PART: Particle-
PRON: Pronoun- PROPN: Proper noun- PUNCT: Punctuation- SCONJ: Subordinating conjunction- SYM: Symbol- VERB:
VerbPerform Part-of-Speech (POS) tagging on the following tokens: {split tokens} Answer:

Sentiment Analysis Analyze the sentiment expressed in the following tweet’{ text }’Options: positive, negative, neutral
Summarization { passage } Write a summary of the text above in { target language}:

Table 3: Prompt templates used for different tasks and datasets. We referred to (Sanh et al., 2022) for prompt
templates.

ten underperform compared to monolingual mod-
els and struggle with the unique characteristics
of LRLs (Yoon et al., 2024; Huang et al., 2024;
Xu et al., 2024b; Blevins et al., 2024). Targeted
datasets, while valuable for specific tasks and lan-
guages, may lack the comprehensiveness and di-
versity needed to train robust and versatile NLP
models (Li et al., 2024a; Du et al., 2024; Kesgin
et al., 2024).

To address the critical shortage of resources for
African languages, we propose AFRIINSTRUCT,
which contains the following contributions: The
main contributions of this work are as follows:

1. AFRIINSTRUCT-Data: a comprehensive Afri-
centric instruction tuning dataset covering di-
verse tasks; and

2. AFRIINSTRUCT-Model: a high-performing
language model for multiple African lan-
guages that demonstrates the effectiveness of
targeted pretraining and fine-tuning strategies
in low-resource settings.

2 Materials and Methods

Dataset Corpora AFRIINSTRUCT-Data is com-
piled from ten publicly available multilingual
datasets, including FLORES (Goyal et al., 2021),
MAFAND-MT (Adelani et al., 2022a), MENYO
(Adelani et al., 2021a), MasakhaNER2.0 (Ade-
lani et al., 2022b), MasakhaNEWS (Adelani et al.,
2023), MasakhaPOS (Dione et al., 2023b), xP3
(Muennighoff et al., 2023a), AfriSenti (Muham-
mad et al., 2023b), NollySenti (Shode et al., 2023),
and XL-Sum (Hasan et al., 2021). In total, AFRIIN-
STRUCT-Data comprises approximately 17 million
prompts and 870 million tokens counted by Llama-
2 tokenizer (Touvron et al., 2023), covering a wide
range of African languages, with FLORES and
MAFAND offering the broadest language cover-
age (Table 1) 2. The dataset is preprocessed for
instruction tuning by creating prompts in a zero-
shot cross-lingual manner, where the context and

2We acknowledge that FLORES was originally designed
as an evaluation dataset. However, due to its high quality and
coverage of African languages, we opted to use FLORES for
training, while utilizing other datasets, such as NTREX, for
evaluation purposes.
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LoRA Rank CPT Hau Ibo Kin Swa Yor Zul General Avg

QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC

0 F 1.13 12.54 17.10 2.11 11.98 15.11 3.14 15.99 17.55 0.49 21.35 18.16 0.23 14.05 19.35 2.07 13.89 17.77 1.51 14.62 18.56 1.53 14.92 17.66

0 T 7.37 14.97 26.12 10.13 15.14 35.06 11.80 16.15 5.49 4.50 15.95 46.00 3.44 11.96 9.96 8.02 16.15 8.84 6.67 14.18 21.91 7.42 14.93 21.91

32 F 3.10 12.79 8.10 3.93 12.63 8.31 5.15 12.78 4.01 1.60 14.32 7.14 0.70 12.60 10.74 3.50 12.93 6.83 2.94 12.69 7.12 2.99 12.96 7.46

32 T 25.33 32.51 18.38 34.76 28.98 16.66 28.60 31.78 21.73 8.13 37.03 21.96 10.07 20.74 13.62 30.33 33.56 18.39 14.95 28.79 20.67 21.74 30.48 18.77

64 T 24.05 31.38 16.25 32.24 28.85 14.59 27.28 30.44 19.28 14.83 35.16 21.64 9.23 20.31 13.51 29.24 32.41 20.70 15.21 27.63 21.74 21.73 29.45 18.24

128 T 24.02 32.41 18.16 32.08 28.44 20.52 29.37 29.92 19.08 11.72 37.35 20.48 12.14 20.76 16.09 27.14 33.12 13.82 19.17 29.04 20.88 22.23 30.15 18.43

256 T 26.39 32.60 18.36 39.60 28.35 18.96 33.91 31.50 27.41 9.68 37.99 23.90 8.84 21.26 17.33 34.95 33.17 18.19 19.80 29.51 24.14 24.74 30.63 21.18

512 T 31.32 32.88 22.86 42.45 29.81 28.77 32.26 31.62 26.47 12.39 38.50 30.98 8.82 21.37 18.12 37.24 33.64 25.27 17.21 29.16 28.67 25.96 31.00 25.46

Table 4: Comparison of question answering(QA), machine translation(MT), and topic classification scores(TC)
across different models, rank and whether we conduct continual pre-training. We used ChrF for machine translation,
and F1 score for question answering and topic classification. For coloring, 0-10: low, 11-20: medium-low, 21-30:
medium, 31-40: medium-high, 40-: high

query are provided in English, while the text to
be analyzed is in the target African language (Ta-
ble 3). This approach leverages English prompts to
facilitate cross-lingual transfer and improve perfor-
mance on African languages (Philippy et al., 2024;
Ogundepo et al., 2023; Qiu et al., 2024; Lin et al.,
2019; Chai et al., 2024; Adewumi et al., 2022).

Language Model Given the created AFRIIN-
STRUCT-Data for African languages, we devel-
oped the AFRIINSTRUCT-Model as an instruction-
tuned LLM. The base model we used is LLaMa-
2 (Touvron et al., 2023), one of the leading LLMs
on many benchmarks. The training of AFRIIN-
STRUCT-Model involves two stages. First, we
performed language adaptation using continued
pretraining (Gururangan et al., 2020) on African
language corpora. This extends the capabilities of
LLaMa-2, which is originally English-centric, to
African languages. Second, we further conducted
instruction tuning on the model to improve the
model’s instruction following ability on diverse
African tasks.

To adapt existing English-centric LLMs to other
languages, continual pretraining is a popular inter-
mediate training strategy that has been applied in
previous studies (Cui et al., 2023; Xu et al., 2024a;
Zhao et al., 2024). In this work, we use the African
corpus WURA (Oladipo et al., 2023) for pretrain-
ing. It covers 16 African languages in total, and
detailed information is provided in Table 2. After
continual pretraining, we name the resulting model
“Pretrain-WURA”.

We fine-tune the continual pretrained model on
our AFRIINSTRUCT-Data to enhance the model’s

general capabilities. At this stage, we use Low-
Rank Adaptation (LoRA) (Hu et al., 2022), which
is an effective yet lightweight fine-tuning strategy.

3 Experimental Settings

Abalation Study To determine the importance of
hyperparameters, we evaluated the effectiveness of
continual pretraining and LoRA (Hu et al., 2021)
fine-tuning with different ranks using LLaMa2-
7B3. The continued pretraining on LLaMa-2-7B
using the WURA dataset was done using the
run_llmmt.py script provided in the ALMA code-
base (Xu et al., 2024a). We used eight NVIDIA-
A100 40GB GPUs, and we ensured that we trained
1B tokens by training 8000 steps, with a per-
device batch size of 2 and 16 gradient accumu-
lation steps. Since the sequence length is 512, we
get 8∗8000∗2∗16∗512 ≈ 1B tokens. The LoRA
instruct-tuning process was limited to 500 steps,
which is significantly less than 1 epoch, but suffi-
cient to observe the convergence of model training.
We used the Unsloth repository to fine-tune the
model during this experiment.

Comparative Study In comparison with other
base models, we conducted one epoch fine-tuning
with LoRA using Axolotl. We used 2 x A10 24
GPUs to fine-tune the continual pre-trained model
based on LLaMa2-7B. For important parameters,
we employed LoRA rank: 32, LoRA alpha: 16, and
LoRA dropout: 0.05, and learning rate: 0.00002.
Note that based on the result of experiment one,

3We chose LoRA rank, which the most effective hyperpa-
rameter in LoRA fine-tuning. Also, LoRA is applied to key,
query, value, output, gate, up, and down projections.
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Models Rank CPT Hau Ibo Kin Swa Yor Zul General

QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC

Llama3 8b 32 F 6.94 17.41 38.07 11.19 14.82 24.45 7.44 13.65 27.75 4.70 26.97 32.85 1.19 12.42 15.79 7.53 14.88 25.16 4.17 15.62 39.16

Llama3 8b 64 F 8.16 19.59 28.90 13.74 16.10 27.32 8.23 16.03 33.45 4.22 30.02 39.20 1.24 13.98 26.76 6.20 14.83 35.13 3.50 16.51 33.98

Llama3 8b 128 F 6.95 22.50 33.11 12.36 18.58 30.41 7.80 17.32 38.57 4.41 32.30 33.59 1.06 15.62 24.39 8.95 18.14 28.51 4.80 19.55 34.07

Llama3 8b 256 F 7.91 25.79 23.39 13.12 20.18 26.29 7.93 20.12 36.41 5.98 35.98 32.11 1.32 17.50 20.25 8.59 19.77 20.44 5.53 20.10 42.11

Llama3 8b 512 F 27.71 30.07 40.46 45.81 24.82 43.44 21.56 23.57 42.15 20.42 41.55 47.73 6.57 19.08 28.55 29.16 24.67 23.93 17.97 24.99 41.27

Table 5: Comparison of question answering(QA), machine translation(MT), and topic classification scores(TC)
across different models, rank and whether we conduct continual pre-training. We used ChrF for machine translation,
and F1 score for question answering and topic classification.

we decided to use LoRA rank as 32. See further
discussion in Result and Analysis. We established
baseline results by conducting inference across a
diverse range of language models (mT0-xxl (Muen-
nighoff et al., 2023b), Aya23-8B (Aryabumi et al.,
2024), LLaMa2-7B, LLaMa2-13B (Touvron et al.,
2023), LLaMa3-8B (AI@Meta), GPT-3.5-Turbo
and GPT-4o (OpenAI et al., 2024)).

We assessed the model on three evaluation tasks:
Translation, Topic Classification, and Question An-
swering (Table 6). For Translation using NTrex
(Federmann et al., 2022), we calculate chr-f scores
between inferred response and target response di-
rectly. For Topic Classification using SIB-200
(Adelani et al., 2024a) we calculate F1 scores be-
tween ground truth and predicted labels. In detail,
we prompt the model to choose from science/tech-
nology, travel, politics, sports, health, entertain-
ment, and geography. The extracted output is then
matched to the closest topic using fuzzy logic, en-
suring a label is assigned only if the similarity
ratio exceeds 80%. For Question Answering us-
ing AfriQA (Ogundepo et al., 2023), we adopt a
token-based F1 score to evaluate the precision and
recall of the predicted answer. We calculate the
number of tokens that accurately appear in both the
predicted response and the true answer. Precision
is computed as the proportion of correct tokens
within the prediction, while recall measures the
proportion of correct tokens relative to the total in
the true answer.

Task hau ibo kin swa yor zul general

Question-answering 226 295 273 184 166 194 1338
Topic classification 161 154 168 118 132 125 858
Machine Translation 481 440 438 384 374 360 2477

Table 6: Number of Prompts per Task and Language

4 Result and Analysis

Our ablation study demonstrates the effectiveness
of LoRA rank and continual pretraining (Table
4). Continual pretraining with a corpus in African
languages contributed significantly to improved ac-
curacy, suggesting effective knowledge injection.
In the comparative verification by rank, no signifi-
cant improvement in accuracy was observed from
Rank 32 to 256, indicating that knowledge transfer
does not vary significantly within this rank range.
However, an improvement of about 5 points was
seen at Rank 512 compared to Rank 32, suggesting
that higher-rank LoRA training can be expected
to facilitate certain levels of knowledge injection.
Due to the dataset and computer resources avail-
able, training at Rank 512 for one epoch was not
feasible, so we conducted LoRA fine-tune with one
epoch of training at Rank 32.

Additionally, we conduct this comparative evalu-
ation on Llama3-8b (Table 5). Llama3 has demon-
strated gradual improvement in performance across
all languages and tasks as the rank increases. The
performance improvements indicate that the model
benefits from higher ranks, which allow for more
effective handling of the linguistic diversity present
in these tasks and languages. 4

Next, when compared with baseline models,
our AFRIINSTRUCT-Model-7B outperforms lan-
guage models of similar size, such as Aya23-8B
(Aryabumi et al., 2024), LLaMa-3-8B (AI@Meta),
and GPT-3.5-Turbo (Brown et al., 2020) (Table
7, described in Appendix B). However, overall,
Aya101 (Üstün et al., 2024) and mT0-xxl (Muen-
nighoff et al., 2023b) achieve the best performance

4Llama2 was chosen as the base model for the later exper-
iment because, at the time of conducting continual pretraining
for our experiments, Llama3 had not yet been released.
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Models Hau Ibo Kin Swa Yor Zul General Avg

QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC QA MT TC

AFRIINSTRUCT-Model-7B 58.63 25.82 53.12 71.77 23.89 60.13 54.79 26.36 54.84 24.01 30.78 54.53 14.17 17.47 60.01 60.22 26.84 57.76 33.83 24.04 58.54 45.35 25.03 57.00

LLaMa-2-7B 1.13 12.54 17.10 2.11 11.98 15.11 3.14 15.99 17.55 0.49 21.35 18.16 0.23 14.05 19.35 2.07 13.89 17.77 1.51 14.62 18.56 1.53 14.92 17.66

Pretrain-WURA 7.37 14.97 26.12 10.13 15.14 35.06 11.80 16.15 5.49 4.50 15.95 46.00 3.44 11.96 9.96 8.02 16.15 8.84 6.67 14.18 21.91 7.42 14.93 21.91

LLaMa-3-8B 3.14 13.49 32.86 3.09 12.11 34.66 4.38 12.18 22.99 0.78 13.83 34.71 0.22 10.19 17.89 3.07 13.60 30.89 2.63 11.50 34.75 2.47 12.41 29.82

LLaMa-3-8B-Instruct 27.36 35.60 37.44 48.79 27.71 42.38 28.61 26.29 34.20 10.63 46.45 42.39 1.15 20.54 29.35 31.09 25.92 28.00 19.58 27.48 45.64 23.88 30.00 37.05

Aya23-8B 27.25 18.72 33.38 34.62 14.91 40.85 19.83 17.51 40.32 12.44 21.39 54.14 0.31 14.19 40.59 27.13 18.24 42.27 16.36 18.05 52.20 19.70 17.57 43.39

LLaMa2-13B 1.63 11.04 15.35 2.10 9.47 13.49 2.73 12.23 15.04 0.23 6.10 3.70 0.09 5.06 6.35 27.13 18.24 42.27 1.65 10.97 20.02 7.18 11.46 21.20

Aya101 68.85 46.80 79.37 83.10 40.14 78.27 64.82 39.10 76.79 22.07 52.23 82.61 8.81 25.45 71.53 79.36 43.46 80.49 45.14 39.00 77.92 53.16 40.88 78.14

mT0-xxl 62.95 38.94 73.99 80.46 40.16 71.71 64.17 41.51 71.38 21.18 53.16 81.66 6.23 25.08 73.04 72.89 45.24 79.60 46.18 38.03 74.59 50.58 40.30 75.14

GPT-3.5-Turbo 10.77 35.62 61.79 18.46 25.88 63.42 19.74 31.85 67.39 10.56 58.54 81.39 3.06 22.57 49.12 19.99 35.27 68.32 10.69 32.66 71.92 13.32 34.62 66.19

GPT-4o 18.18 52.96 83.08 26.10 45.49 86.09 29.93 48.53 81.98 6.61 60.08 84.69 1.54 27.73 82.53 25.89 49.51 84.72 16.11 45.11 85.30 17.77 47.06 84.06

Table 7: Comparison of question answering (QA), machine translation (MT), and topic classification (TC) scores
across different models. We used ChrF for machine translation and F1 score for question answering and topic
classification. For coloring, 0-10: low, 11-20: medium-low, 21-30: medium, 31-50: medium-high, 50-: high. The
rows are divided according to the model size.

on all tasks, as they have been trained on a massive
amount of multilingual and multitask instruction
tuning datasets. This can be primarily attributed
to the smaller size of our AFRIINSTRUCT-Model-
7B model. Particularly noteworthy is the model’s
performance on QA tasks, which require an under-
standing of both low-resource and high-resource
languages as they involve answering questions in
low-resource languages based on English refer-
ences. AFRIINSTRUCT-Model-7B surpasses GPT-
4o in this area. It is also important to note the
similar distribution of scores among Aya101, AFRI-
INSTRUCT-Model-7B, and mT0-xxl, especially in
QA and TC tasks, with a slightly lower tendency in
MT tasks. This similarity can be attributed to the
significant proportion of the xP3 dataset they all
share. The comparison between AFRIINSTRUCT-
Model-7B and the pretrained model shows the sub-
stantial utility of the instruct dataset. Achieving
results close to Aya101 and mT0-xxl within about
10 points, using only a 7B model with LoRA Rank
32, indicates that our training strategy is effective.

5 Conclusion

This paper showcases our advancement for African
languages through the development of AFRI-
INSTRUCT via AFRIINSTRUCT-Model-7B and
AFRIINSTRUCT-Data. The AFRIINSTRUCT-Data
dataset supports instruction tuning of diverse tasks
such as machine translation, topic classification,
and more. AFRIINSTRUCT-Model-7B, enhanced

by continual pretraining with the WURA dataset
and fine-tuning with the LoRA technique, excels
particularly in question-answering, outperforming
prominent models like LLaMa2-7B, LLaMa3-8B,
and GPT-3.5-Turbo. This implies the effectiveness
of targeted instruction tuning datasets for pretrain-
ing and fine-tuning of African languages, address-
ing the critical need for comprehensive datasets
and models for low-resource languages.

6 Limitation

Despite the progress made in this study, several
limitations should be acknowledged:

AFRIINSTRUCT-Data offers coverage across
multiple African languages and NLP tasks but is
not exhaustive. Many African languages remain
underrepresented, and several NLP tasks are not
included.

AFRIINSTRUCT-Data may be culturally biased.
The public datasets we compile often favor ac-
cessible, well-documented cultures, leading to bi-
ases in expressions and idioms towards dominant
cultural narratives. Expanding and diversifying
data sources would help better represent all low-
resource languages.

AFRIINSTRUCT-Model is based on LLaMa2,
which primarily benefits high-resource languages.
This limits its effectiveness for low-resource lan-
guages, sometimes resulting in meaning distortions
or incoherent text. Further research into better
adaptation strategies and broader linguistic inputs
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is recommended to enhance the model’s capability
across all languages.

While our benchmark demonstrated the poten-
tial of AFRIINSTRUCT-Model-7B, its generaliz-
ability to other NLP tasks or domains in African
languages remains uncertain. Testing in more var-
ied contexts is needed.

Finally, our evaluation used metrics like F1
scores and ChrF, which may not fully capture cul-
turally specific nuances in low-resource languages.
Developing more culturally sensitive evaluation
methods could provide a more accurate assessment
of model performance.

Addressing these issues in future work will help
improve the inclusivity and robustness of NLP
models for African languages, fostering greater
equity in technology.
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A NLP Tasks

Machine Translation
For machine translation, AFRIINSTRUCT includes
FLORES (Goyal et al., 2021), MAFAND-MT
(Adelani et al., 2022c), and MENYO (Adelani
et al., 2021b). These datasets cover a variety
of African languages and provide parallel sen-
tences for training and evaluating machine trans-
lation models. FLORES is a benchmark dataset
designed to evaluate machine translation sys-
tems on 101 languages including 13 African lan-
guages. MAFAND-MT contains professionally
translated news articles across 16 African lan-
guages. MENYO focuses on the effects of various

strategies on machine translation for African lan-
guages, including texts in English- Yoruba from
various domains such as news articles, TED talks,
movie and radio transcripts, science and technol-
ogy texts, and other short articles.
Named Entity Recognition
AFRIINSTRUCT incorporates MasakhaNER2.0
(Adelani et al., 2022d), an extension of the orig-
inal MasakhaNER dataset. This dataset covers
20 African languages and has been adapted for
evaluating generative models. The task involves
identifying and classifying named entities such as
persons, organizations, and locations within text.
News Topic Classification
AFRIINSTRUCT utilizes MasakhaNEWS (Ade-
lani et al., 2023), a multilingual news classifica-
tion dataset covering 16 typologically diverse lan-
guages spoken in Africa, including English and
French. The task is to classify a news article into
one of seven categories: business, entertainment,
health, politics, religion, sports, or technology.
Part-of-Speech Tagging
The dataset for part-of-speech tagging is Masakha-
POS (Dione et al., 2023a). This dataset includes
tagged sentences in 9 African languages and is
used to train models to identify the grammatical
category of each word in a sentence, such as noun,
verb, adjective, etc.
Question-Answering
In the realm of question-answering, AFRIIN-
STRUCT incorporates xP3 (Muennighoff et al.,
2023b), a cross-lingual, open-retrieval question-
answering dataset. It consists of a variety of ex-
amples across different African languages. The
dataset is designed to evaluate models on their abil-
ity to retrieve and generate accurate answers from
a given context.
Sentiment Analysis
For sentiment analysis, AFRIINSTRUCT includes
AfriSenti (Muhammad et al., 2023a) and Nolly-
Senti (Shode et al., 2023). AfriSenti is a mul-
tilingual sentiment classification dataset for 14
African languages, designed to classify tweets as
positive, negative, or neutral. NollySenti focuses
on sentiment analysis(positive/negative) for Nolly-
wood movie reviews, providing sentiment labels in
five widely spoken Nigerian languages, covering a
range of sentiment annotations in these languages.
Summarization
For summarization tasks, AFRIINSTRUCT includes
XL-Sum (Hasan et al., 2021). XL-Sum is a multi-
lingual summarization dataset curated from BBC
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news articles. It covers 10 African languages and
aims to generate short summaries, typically one to
two sentences, from given articles.
Benchmarking
AFRIINSTRUCT-Bench is introduced as a bench-
mark to evaluate the performance of language mod-
els on African languages in this paper. It includes:
Machine Translation
NTREX (Federmann et al., 2022) is designed for
machine translation (MT) evaluation from English
into 128 target languages. It was created by trans-
lating the WMT19 ’newstest2019’ test set into
these languages, ensuring high-quality translations
by professional native speakers.
Topic Classification
SIB-200 (Adelani et al., 2024a) is a large-scale
multilingual topic classification dataset covering
205 languages and dialects, with a focus on African
languages.
Question-Answering
AFRIQA (Ogundepo et al., 2023) is designed
for cross-lingual open-retrieval question-answering
tasks in African languages across 10 African lan-
guages. Due to the different languages supported
by each dataset, the languages included in these
tasks became Hausa, Igbo, Kinyarwanda, Swahili,
Yoruba, and Zulu. For each supported languages,
benchmarks were created, and a general bench-
mark was also created that includes various African
languages.

B Complete Data Analysis on
AFRIINSTRUCT-Data

After completing data preprocessing on AFRIIN-
STRUCT, we analyzed the dataset with the number
of prompts and tokens using LlamaTokenizer. Fig-
ure 1 shows the distribution of tokens and prompts
in African languages across each dataset.

Figure 2 and 3 provide an overview of the token
and prompt counts across the various datasets in-
cluded in AFRIINSTRUCT. These datasets span a
wide range of NLP tasks, such as machine transla-
tion, news topic classification, part-of-speech tag-
ging, sentiment analysis, and named entity recog-
nition. The token and prompt counts exhibit sig-
nificant variation among the datasets. The xP3
dataset stands out with the highest counts, boast-
ing over 640 million tokens and 8 million prompts.
AfriSenti also contributes a substantial amount of
data, with 19 million tokens and 235,000 prompts.
On the other hand, datasets like MasakhaPOS,

NollySenti, and MENYO have considerably lower
token and prompt counts, ranging from 1-2 mil-
lion tokens and 6,000-16,000 prompts. AFRIIN-
STRUCT covers a diverse set of African languages,
with FLORES and MAFAND offering the broadest
coverage.

The AFRIINSTRUCT training set, compiled from
ten source datasets, contains a substantial amount
of data totaling over 870 million tokens and 17 mil-
lion prompts. This dataset covers a diverse range of
African languages and NLP tasks, providing a com-
prehensive resource for training African language
models. The AfriBench evaluation set comple-
ments AFRIINSTRUCT by offering a balanced test
set focused on six languages and general prompts
for machine translation, question-answering, and
topic classification. The combination of AFRIIN-
STRUCT and AfriBench supports the goal of train-
ing and evaluating African language models on a
diverse set of tasks, advancing the state-of-the-art
in NLP for low-resource languages.

C Prompt Template

For each task provided, we employed promoting
format to adapt original dataset to fine-tuning. (Ta-
ble 3)

D Baseline model description

mT0-xxl, derived by fine-tuning mT5-XXL (Muen-
nighoff et al., 2023a), demonstrating strong cross-
lingual instruction-following capabilities, even for
languages not explicitly included in its training
data, due to its multitask prompted dataset (xP3).

Aya-101 specializes in multilingual capabilities,
supporting a diverse range of global languages. It
interprets instructions from 101 languages, over
half of which are categorized as lower-resourced.
(Singh et al., 2024). Aya 23 extends Aya-101, sac-
rificing breadth in exchange for depth. Though
Aya 23 supports only 23 languages, it brings the
model capacity to a state-of-the-art level, benefit-
ing approximately half of the world’s population.
(Aryabumi et al., 2024)

LLaMa2 is an open-source, decoder-only LLM
trained on a massive dataset of text and code (Tou-
vron et al., 2023). Its successor, LLaMa 3, benefits
from roughly double the size of LLaMa 2’s train-
ing dataset, resulting in enhanced capabilities for
various natural language processing tasks.

GPT-3.5 Turbo and GPT-4o are both
transformer-style LLMs from OpenAI, opti-
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Figure 2: Data Statistics for Each of the Datasets

Figure 3: Data Statistics for the Entire Dataset
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mized for faster response times and reduced
costs (Ye et al., 2023). GPT-4 represents a more
advanced iteration,

M2M100 (Fan et al., 2020) is an encoder-
decoder model with a Seq2Seq transformer archi-
tecture designed for translation tasks. SMaLL-
100 (Mohammadshahi et al., 2022) is a more ef-
ficient version of M2M100. NLLB-200 (Team
et al., 2022) significantly expands the number of
supported languages with an emphasis on low-
resource languages.

Table 7 summarizes the performance of baseline
models across our datasets.

E Win-Rate Evaluation

For further evaluation of better performance mod-
els, we used Win-Rate on mT0-xxl, Aya-101, and
AFRIINSTRUCT-Model. Table 8, 9 show mT0-xxl
and Aya-101 outperforms AFRIINSTRUCT-Model
by 20 to 30 points on average.

File our model Aya-101 Tie
hau 22.21 51.12 26.67
ibo 24.07 43.55 32.38
kin 22.33 49.50 28.16
swa 17.54 49.12 33.33
yor 26.74 42.86 30.40
zul 22.43 48.17 29.40
general 23.1 50.9 26.0

Table 8: Win rate (%) comparison between AFRIIN-
STRUCT-Model(our model) and Aya-101

File our model mT0-xxl Tie
hau 32.26 43.18 24.57
ibo 24.32 44.42 31.27
kin 19.85 54.34 25.81
swa 20.60 50.50 28.90
yor 24.25 45.35 30.40
zul 23.75 49.17 27.08
general 27.40 48.5 24.10

Table 9: Win-ate (%) comparison between AFRIIN-
STRUCT-model(our model) and mT0

F IrokoBench Evaluation

IrokoBench is a comprehensive evaluation suite
specifically designed for benchmarking language
models on African languages. (Adelani et al.,
2024b). The dataset covers various tasks such

as natural language inference (AfriXNLI), mathe-
matical reasoning (AfriMGSM), and multi-choice
knowledge-based QA (AfriMMLU) in 16 African
languages.

We additionally evaluated our model, mT0-xxl,
and Aya-101 with IrokoBench. The results(Table
10, 12, 13) indicate that the AfriInstruct-Model
underperforms compared to mT0-xxl and Aya
across various tasks. While the AfriInstruct-Model
demonstrates some potential, it generally lags
in option prediction accuracy and flexible match
scores. However, it shows competitive perfor-
mance in specific languages from the Afri-MMLU
option prediction. These findings highlight the
model’s need for further improvement and more
comprehensive training to better support African
languages.

G Broader Evaluation

Although our goal is to develop a model special-
ized in African languages, evaluating AfriInstruct-
Model-7B on English-centric benchmarks helps to
assess its broader capabilities. We tested the model
using MMLU (Table 14), MGSM (Table 15), and
XNLI (Table 16), comparing it with Llama-2-7B.
And we found that in MMLU, Llama-2-7B gen-
erally performed better. However, in XNLI, the
AfriInstruct-Model-7B outperforms Llama-2-7B,
which indicates that our model has gained more
cross-lingual capabilities during the training.
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Model eng fra amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul avg

AFRIINSTRUCT-Model 43.83 36.33 34.33 33.33 34.00 35.50 34.50 33.00 33.00 34.83 33.00 34.17 34.50 33.67 34.17 34.17 34.17 33.83 34.68
mT0-xxl 62.50 60.33 58.17 39.50 56.83 56.67 50.83 33.50 53.33 49.17 54.50 55.33 57.67 49.67 40.50 54.83 51.33 54.50 52.18
Aya 61.50 60.17 57.83 43.00 56.33 53.83 46.50 33.17 44.33 52.17 56.00 54.50 54.50 47.50 35.33 53.33 48.67 54.83 50.75

Table 10: Afri-XLNI results in in-language: Option prediction accuracy per language

Model eng fra amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul avg

AFRIINSTRUCT-Model 4.8 3.2 1.6 0.4 2.0 0.8 2.4 1.2 2.8 2.0 1.6 0.0 1.2 0.4 0.8 2.4 1.2 2.0 1.71
mT0-xxl 4.0 3.6 3.6 1.2 3.2 1.2 2.0 2.0 2.8 0.8 3.6 3.2 4.4 0.8 1.2 3.2 2.0 2.0 2.49
Aya 3.2 6.4 4.0 2.4 6.4 2.8 2.8 3.2 0.4 2.4 4.8 4.0 5.2 2.0 2.0 4.0 2.4 2.4 3.38

Table 11: Afri-MGSM results in in-language: flexible Match score per language

Model amh fra eng ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul
avg

AfriInstruct-Model 1.6 3.2 4.8 0.4 2.0 0.8 2.4 1.2 2.8 2.0 1.6 0.0 1.2 0.4 0.8 2.4 1.2 2.0 1.71
mT0-xxl 3.6 3.6 4.0 1.2 3.2 1.2 2.0 2.0 2.8 0.8 3.6 3.2 4.4 0.8 1.2 3.2 2.0 2.0 2.49
Aya 4.0 6.4 3.2 2.4 6.4 2.8 2.8 3.2 0.4 2.4 4.8 4.0 5.2 2.0 2.0 4.0 2.4 2.4 3.38

Table 12: Afri-MGSM results in in-language: flexible Match score per language

Model eng fra amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul avg

AfriIT-Model 30.8 30.6 23.2 24.2 25.0 24.6 22.6 27.6 25.8 22.8 23.6 24.8 - 23.8 20.6 23.0 26.4 26.8 25.07
mT0-xxl 37.6 34.8 31.0 25.4 30.2 32.0 28.0 27.6 28.0 27.6 29.0 31.0 - 30.8 23.8 31.2 31.2 28.2 29.85
Aya 40.2 37.8 31.2 25.4 32.2 33.8 29.8 27.8 26.4 25.6 26.6 32.0 - 25.8 24.6 30.8 29.4 29.4 29.93

Table 13: Afri-MMLU results in in-language: Option prediction accuracy per language

Model Humanities Social Sciences STEM Other

Llama-2-7B 0.3889 ± 0.0069 0.4605 ± 0.0089 0.3422 ± 0.0084 0.4699 ± 0.0089
AfriInstruct-Model-7B 0.3107 ± 0.0067 0.3370 ± 0.0085 0.2915 ± 0.0081 0.3457 ± 0.0085

Table 14: MMLU Evaluation Results in Llama-2-7B and AfriInstruct-Model-7B

Model Flexible Extract Remove Whitespace

Llama-2-7B 0.0720 ± 0.0164 0.0000 ± 0.0000
AfriInstruct-Model-7B 0.0520 ± 0.0141 0.0360 ± 0.0118

Table 15: MGSM Evaluation Results in Llama-2-7B and AfriInstruct-Model-7B

Model XNLI (Accuracy)

Llama-2-7B 0.5526 ± 0.0100
AfriInstruct-Model-7B 0.5631 ± 0.0099

Table 16: XNLI Evaluation Results in Llama-2-7B and AfriInstruct-Model-7B
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