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Abstract

Training on large amounts of rationales (i.e.,
CoT Fine-tuning) has been found effective for
improving mathematical reasoning of large lan-
guage models (LLMs). However, acquiring
human-authored solutions or augmenting ra-
tionales from proprietary models is costly and
not scalable. In this paper, we study the prob-
lem of whether LLMs could self-improve math-
ematical reasoning capabilities. To this end,
we propose SELF-EXPLORE, where the LLM
is tasked to explore the first wrong step (i.e.,
the first pit) within the rationale and use such
signals as fine-grained rewards for further im-
provement. On the GSM8K and MATH test set,
SELF-EXPLORE achieves 11.57% and 2.89%
improvement on average across three LLMs
compared to supervised fine-tuning (SFT). Our
code is available here.

1 Introduction

Recent works have shown that large language mod-
els (LLMs) can solve complex reasoning tasks
with Chain-of-Thought (CoT) Prompting, which
involves generating a rationale before its final pre-
diction (Wei et al., 2023; Kojima et al., 2023; Ope-
nAI et al., 2023; Team et al., 2023). Such ability
is especially evident for mathematical reasoning,
where many times precise reasoning over multi-
ple steps is required to reach the correct answer
(Fu et al., 2023; Chen et al., 2023). Meanwhile,
relatively smaller models have shown limited per-
formance, and thus prior works have focused on
augmenting rationales from proprietary LLMs and
distilling them to smaller models (Li et al., 2022;
Kim et al., 2023b; Mukherjee et al., 2023; Yu et al.,
2023b; Liu et al., 2023a; Mitra et al., 2023, 2024a;
Li et al., 2024).

However, acquiring high-quality solutions re-
mains challenging. For humans, hand-crafting de-
tailed step-by-step rationale annotations is time-
consuming and costly (Kim et al., 2023a). On the

other hand, using close-sourced models through
APIs incurs high expenses and distillation-based
methods are inherently limited by the performance
of their teacher model, which acts as the upper
bound (Gudibande et al., 2023; Ye et al., 2023).
Hence, such strategies are limited in advancing
frontier models (Stanton et al., 2021; Gudibande
et al., 2023). One potential solution to address
this issue is to improve general capability of LLMs
through self-training (Gulcehre et al., 2023; Chen
et al., 2024; Yuan et al., 2024).

Inspired by prior works that focus on aligning
LLMs to user preferences through self-training,
we propose SELF-EXPLORE, a training method
designed to self-improve the mathematical rea-
soning capabilities of LLMs by extracting granular
learning signals from its own generated rationales.
Specifically, a target model conducts step-level ex-
ploration to identify the first wrong step (i.e., first
pit) within each rationale by sampling multiple con-
tinuations. Then, we construct a pair-wise dataset
by sorting the rationales into positive and negative
samples at a step level. Finally, by applying an
arbitrary preference learning objective (e.g., Direct
Preference Optimization (DPO) (Rafailov et al.,
2023)) on a step-level, we relatively increase the
probability of generating positive rationales and
lower the probability of generating negative ones
in a fine-grained manner.

Through experiments, we find that SELF-
EXPLORE constantly improves the performance
across different base models (Mistral-7B (Jiang
et al., 2023), Llemma-7B (Azerbayev et al., 2023),
and Deepseek-Math 7B (Shao et al., 2024)) with-
out any distillation from proprietary models. For
each model, we observe a 13.19%, 10.23%, and
11.30% improvement on GSM8K (Cobbe et al.,
2021) and a 1.98%, 3.16%, and 3.54% improve-
ment on MATH (Hendrycks et al., 2021) compared
to supervised fine-tuning (SFT). Also, we find that
constructing a pair-wise dataset in a granular man-
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Figure 1: Overview of SELF-EXPLORE. From a pairwise dataset (Dpair) made through outcome supervision, we
use the incorrect rationales and make the target model generate multiple completions starting from each step. If
none of the completions reach the answer, we mark that step as the first pit. Then, with the identified first pit, we
reorganize Dpair into a granular preference dataset (Dg-pair) which provides better learning signal during training.

ner based on a step-by-step basis (i.e., identifying
the first pit) outperforms a naive approach of con-
structing based on the correctness of the final pre-
diction, leading to a 3.64% and 2.76% margin on
the GSM8K and MATH dataset, respectively.

2 Related Works

2.1 Mathematical Reasoning of LLMs

To make a stronger math-reasoning model, pre-
vious works have either continually pre-trained
the base model on large math corpus (Lewkowycz
et al., 2022; Azerbayev et al., 2023) or used super-
vised fine-tuning with a large amount of synthetic
dataset distilled from the frontier models (Luo et al.,
2023; Yu et al., 2023b; Liu et al., 2023a; Mitra et al.,
2024b; Shao et al., 2024; Toshniwal et al., 2024).
There is also a growing number of works focusing
on increasing test-time compute, namely generat-
ing multiple rationales then marginalizing over vari-
ous reasoning paths (Wang et al., 2023), developing
either an outcome-level or process-level separate
verifier that could rank the rationales (Cobbe et al.,
2021; Lightman et al., 2023; Liu et al., 2023a; Hos-
seini et al., 2024) or decoding under the guidance
of a value-model (Xie et al., 2023; Liu et al., 2023b;
Yu et al., 2023a). Our approach instead focuses on
enhancing the model’s top-1 performance which
reduces test-time computational burden.

2.2 Step-level Supervision
Many studies have suggested the advantages of
step-level guidance (Cobbe et al., 2021; Lightman
et al., 2023), yet acquiring such labels is expen-
sive. Thus, concurrent works rely on pseudo labels,
evaluating whether the model can reach the correct
answer when provided up to each successive step
as input (Wang et al., 2024a,b; Jiao et al., 2024;
Havrilla et al., 2024b). However, most of these
works leverage acquired labels to train a verifier
model, which is either used for PPO (Schulman
et al., 2017) or inference time re-ranking. Our ap-
proach does not require any separate module, much
simplifying the overall framework.

2.3 Self-Training for Mathematical Reasoning
Another line of works focus on self-training meth-
ods that compensate for the scarcity of high-quality
training data. This includes utilizing self-generated
correct rationales for training (Zelikman et al.,
2022; Huang et al., 2022; Yuan et al., 2023; Ni
et al., 2023), and also self-generated incorrect ra-
tionales (Havrilla et al., 2024b; Hosseini et al.,
2024) - which can together form a pairwise dataset
that can be trained with preference learning tech-
niques, such as Direct Preference Optimization
(DPO) (Rafailov et al., 2023).

These strategies are particularly effective for
many Math Word Problem (MWP) tasks, where
models demonstrate a much higher performance
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when multiple attempts are allowed (pass@k)
rather than just one (pass@1) (Havrilla et al.,
2024a). This indicates that the model indeed has
the potential to reach the correct answer, yet its an-
swer distribution is misaligned. Our work aims to
more precisely steer this distribution towards more
optimal policy with fine-grained supervision.

3 Preliminaries

Given a language model πθ and a dataset D,
Self-Training algorithms comprise of two stages:
(1) dataset growth, where the dataset D is aug-
mented with a πθ’s generations, and (2) policy im-
provement, where the pre-trained model improves
human-alignment through preference learning fol-
lowed by supervised fine-tuning (Gulcehre et al.,
2023; Yuan et al., 2024; Chen et al., 2024). Here,
we describe two relevant methods that are em-
ployed in our framework for self-training.

3.1 Rejection Sampling Fine-Tuning

RFT (Yuan et al., 2023) is a training method where
the pre-trained model MPT is allowed to fine-tune
on its own correct generations. To do so, we first
need a base generator with zero-shot reasoning
ability, which is obtained by training MPT on the
initial dataset D with the MLE objective:

LMLE = −
|D|∑

i=1

log pθ(yi|xi) (1)

With the resulting model MSFT, we sample
N candidate rationales ŷi for each question with
a nonzero temperature T to form DGEN =
{(xi, ŷi,j)Nj=1 | xi ∈ Q}. After removing dupli-
cate rationales using heuristics, each solution ˆyi,j
is labeled as correct or incorrect by extracting their
predicted final answer with extractor function F
and comparing to the actual answer ai. This set of
correct rationales forms DRFT, and MPT is trained
on this dataset with objective in eq. 1. We high-
light that in domains with a sufficiently large an-
swer space, (i.e. numeric), a correct final answer
strongly indicates that the rationale is likely error-
free, which is a notable advantage of mathematical
reasoning tasks.1

1In contrast, if the answer space is small (i.e. true/false or
multiple choice) selecting the correct option does not neces-
sarily guarantee that the rationale is also correct.

John pays for a candy bar with 4 quarters, 3 dimes, and a 
nickel. He got 4 cents back in change. How many cents did the 
candy bar cost? 

He paid with 4*.25 = <<4*.25=1>>1 quarter

He paid with 3*.10 = <<3*.10=0.30>>0.30 in dimes

He paid with .05 = <<.05=0.05>>0.05 in nickels

So he paid with 1+0.30+0.05 =$<<1+0.30+0.05= 1.35>>1.35

Since he got 4 cents in change that means he paid 1.35+.04 = 
$<<1.35+.04=1.39>>1.39 for the candy bar

So the candy bar cost 1.39*100 = 
<<1.39*100=139>>139 cents

The answer is 139

Input

Preceding 
Correct 
Step(s)

First Pit

Subsequent 
Step(s)

Conclusion

Figure 2: Example of a rejected sample from GSM8K:
In the First Pit, 0.04 was mistakenly added instead of
being subtracted.

3.2 Direct Preference Optimization
DPO (Rafailov et al., 2023) training requires a pair-
wise dataset consisting of a chosen completion y+

and a rejected completion y− for a given input x.
Its objective relatively increases the log-likelihood
of the chosen completion over the rejected one:

LDPO = −E[log σ(r̂θ(x, y+)− r̂θ(x, y
−))]

r̂θ(x, y) = β log
πθ(y | x)
πref(y | x) (2)

Here, reference model πref is generally initial-
ized with supervised fine-tuning (SFT) with pre-
ferred completions for a single epoch to minimize
distribution shift from the true reference distribu-
tion.

4 Method

4.1 Self-Training with Outcome Supervision
To achieve autonomous improvement for multi-step
reasoning, we follow the general offline preference
recipe from recent models (SFT + DPO) (Tunstall
et al., 2023; Ivison et al., 2023). Yet we only uti-
lize the initial human-curated dataset D and the
training model’s self-generated data. In this light,
we initialize the reference policy πref by applying
Rejection Sampling Fine-Tuning to the pre-trained
model MPT to obtain MRFT.

To construct the pairwise dataset Dpair, we start
by adopting the conventional approach of designat-
ing a correct solution as a favorable sample (y+)
and an incorrect solution as an unfavorable sample
(y−) for a given problem x, using outcome super-
vision to determine correctness (Yu et al., 2023a;
Hosseini et al., 2024). We pair each correct solu-
tion ˆyi,j in DRFT with the incorrect solution ˆyi,k
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from DGEN that has maximum edit distance in-
between, in light of Pal et al. (2024). Overall, we
utilize each solution only once and continue this
pairing process until no further pairs can be formed.
For additional details on pair formation, please see
Appendix C.

After forming the pairwise dataset Dpair, we
train the model MRFT using the objective speci-
fied in eq. 2. This approach guides the model on
a holistic level to favor policies that generate solu-
tions leading to the correct answer, relative to those
that result in an incorrect answer. In the following
sections, references to DPO specifically denote this
outcome-supervised preference learning approach
which we employ as a baseline method for our
experiments.

4.2 Multi-Step Preference Learning
In preference learning, a language model πθ func-
tions as an agent optimized to generate responses
that maximize a given reward function. In a multi-
step problem setting, given an input x and a target
sequence y comprising steps {y1, ..., yn}, we can
define the agent’s reward by evaluating the pre-
dicted final answer at the terminal state yn against
the ground truth answer a using the extractor func-
tion F .

r(x, (y1, ..., yn)) =

{
1, if F(yn) = a

−1, if F(yn) ̸= a
(3)

If the answer space is large enough, we can
safely assume that a match between these two indi-
cates that all the prior steps {y1, ..., yn−1} are also
correct. On the other hand, if the terminal state
yn reached an incorrect answer, this suggests that
the sequence generation has encountered at least
one "pit" - an irreversible error in its prior steps
that caused the agent to deviate from the correct
path. Yet once we identify the first pit, we can con-
sider all subsequent steps as non-relevant, given
that they are already compromised by the preced-
ing pit. Then, we can re-design the reward for
generating each step yi in the multi-step problem
setting as follows:

r(x, (y1, ..., yi)) =





−1, if yi is a first pit
1, if i = n

and F(yi) = a

0, otherwise

(4)

Meanwhile, the challenge posed by multi-step
tasks is that it is hard to avoid the pit and reach the
correct terminal state, especially when the problem
requires many steps to solve. For simplicity, if
we assume there is a constant probability of ϵ to
fall into the pit in each stage, then the expected
reward after generating t steps becomes (1 − ϵ)t,
which exponentially decreases as t gets larger. In
order to minimize this risk, previous works have
utilized DPO to enable the original model as a
reward model, steering away from the episodes that
the model fell into the pit. However, DPO objective
shown in eq. 2 relatively decreases the likelihood
of all tokens in the rejected solution y−. In light
of eq. 4, we claim that only the step corresponding
to the first pit should be discouraged. To elucidate,
we consider the following two cases.

(1) Steps before the first pit For a rejected so-
lution y− = {y1, ..., yn}, there always exists an
initial wrong step yw corresponding to the first
pit. If w ̸= 1, the reward of the preceding steps
r(yi|x, y1, ..., yi−1), such that i ≤ w − 1 should
not be penalized.

(2) Steps after the first pit For the steps
subsequent to yw, while it’s clear that
yw is flawed, decreasing the likelihood of∑n

i=w+1 P (yi|x, y1, ..., yi−1) could adversely
impact the coherency of the model. This concern
arises because the error in yw may be due to
a minor computation error or wrong formula
construction, whereas the subsequent reasoning
and steps could still be logically sound. (Figure 2)

4.3 Self-Explore

In this light, we apply the reward design from eq. 4
to transform Dpair into step-level granular pair-
wise dataset Dg-pair. This requires modifying each
rejected sample within Dpair so that we only re-
duce the likelihood of the first pit yw. To find
such a step, we employ our model as a self-guided
explorer.

We assess whether the target model can reach
the correct answer by sampling k completions with
a non-zero temperature T from each step. If none
of the completions yield the correct answer, we
label that step as yw. This indicates that the step
has low Q-value or potential, suggesting that the
step is either incorrect or is beyond the model’s
capability to utilize it effectively. On the other, if
we do not find yw until the end, we discard that
sample. This is because the absence of yw suggests
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Figure 3: Result of three models trained with diverse learning methods. SELF-EXPLORE shows consistent superiority
over other training methods in both GSM8K and MATH benchmark. For 4-Shot, we report the best performance
achieved across three distinct prompts.

that the sample, produced by the base generator
(MSFT), may not actually be infeasible from the
perspective of the explorer (MRFT).

To form a Dg-pair instance, we set the first pit
sw as the new rejected sample. The new input is
then created by concatenating the original input
(question) with all steps prior to the first pit. For
the new chosen sample, we randomly select one
correct completion from the step just before the
first pit (sw−1), that matches this new input. We
intentionally use the whole completion from the
explorer to maximize the expected learning signal,
thus the likelihood of deriving the correct answer.
In a similar manner, if w = 1, we simply use the
original chosen sample. Finally, we train with pref-
erence learning objective in eq. 2 on our reference
model MRFT using this new dataset Dg-pair.

Our step-level annotation strategy builds on the
framework first introduced in Wang et al. (2024a).
However, unlike Wang’s approach which utilizes
different models for each role (i.e. completer, tar-
get model, and reward model), our method forms
a preference pair using this label which allows the
integration of these distinct systems into a single
model, much simplifying the overall training pro-
cess.

4.4 Experiments

Datasets and Models We conduct our experiments
on two widely used MWP datasets GSM8K (Cobbe
et al., 2021) and MATH (Hendrycks et al., 2021).
GSM8K dataset consists of 7,473 training and
1,319 test problems, while the MATH dataset
contains 7,500 training and 5,000 test problems.

We test SELF-EXPLORE across 3 different mod-
els: Mistral-7B (Jiang et al., 2023), Llemma-
7B (Azerbayev et al., 2023), and Deepseek-Math-
7B-Base (Shao et al., 2024).2

Hyperparameters For the base generator
MSFT, we only train for 2 epochs, yet report the
performance of the best checkpoint over 5 training
epochs to ensure a fair comparison. Similarly, For
MRFT , we train the model for one epoch, yet re-
port the best performance achieved over the course
of 5 epochs. For all supervised fine-tuning, we use
overall batch size of 64 and conduct learning rate
search between {1e−6, 1e−5} for all models. To
construct DRFT, we use N = 100, with T = 0.7.
For step-level exploration, we also use temperature
of 0.7, and generate k = 4 at each step. All our gen-
erations were carried out using vllm (Kwon et al.,
2023). For DPO training, we use overall batch
size of 32, conduct learning rate search among
{1e−6, 5e−6, 1e−7}, and train for 3 epochs to re-
port the best performance.

5 Results

5.1 Main Results

As shown in Figure 3, SELF-EXPLORE shows
the highest performance in MATH and GSM8K
compared to other methods. Especially, our
method shows 13.19%, 10.23%, 11.30% increase
in GSM8K and 1.98%, 3.16%, 3.54% increase in
MATH compared to Supervised Fine-Tuning (SFT)

2All datasets and models are under MIT license, except for
Mistral-7B which is under Apache 2.0. We use these solely
for research purposes.
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Data Type GSM8K MATH

Pairwise 74.83 34.92
Granular Pairwise 78.47 37.68

- Choose only First Step 75.74 35.76
- Reject All 75.89 36.82

Table 1: DeepSeek-Math’s GSM8K test set accuracy
when trained with DPO on various types of preference
data.

for each model. Also, it consistently performs bet-
ter than training DPO with outcome-supervised
rewards from Dpair, which shows the strength of
our step-level reward.

Meanwhile, DPO performs worse than RFT in
MATH dataset for Llemma and DeepSeek-Math.
Note that this does not mean that DPO brought per-
formance degradation, but rather RFT (1 epoch) +
DPO achieved less performance than the optimal
checkpoint achieved by RFT alone. For instance,
when DPO was applied to the one-epoch RFT
checkpoint, the performance showed a marginal
increase from 34.82 to 34.92, whereas applying
SELF-EXPLORE to the same checkpoint achieved
37.68. Unlike the granular supervision provided by
SELF-EXPLORE, we hypothesize that outcome su-
pervision offers a significantly weaker training sig-
nal. This weaker signal is more challenging for the
model to interpret and utilize effectively, making it
harder to guide the model towards a successful pol-
icy. This may rather lead to reward exploitation or
undesired penalization of correct steps that may not
necessarily improve its general reasoning ability.

We also note that the performance gain in MATH
is much lower when compared to GSM8K, which
is primarily due to its difficulty. Not only the task
itself is more inherently challenging, but also the
training dataset is limited in size, which is then
tested against a large pool of test problems. We
hypothesize that low performance of MRFT as
both generator and completer prevents an effective
exploration process when conducting both over-
all generation and step-level search. In fact, for
the MATH dataset, we observe number of unique
question-level samples in DRFT resulting signif-
icantly less. For more details about the dataset
statistics, please refer to Appendix D.

5.2 Step-Level Reward Design

To better justify our design for step-level fine-
grained reward, we conducted tests on DeepSeek-
Math using two additional settings from our current

dataset, Dg-pair. 1) Choose Only First Step: For the
new chosen sample, we take only the first correct
step, rather than the entire completion. This ap-
proach aligns with the new rejected sample, where
we only minimize the likelihood of the first pit
alone. 2) Reject All: For the new rejected sample,
we reject the first pit along with its all subsequent
steps. We no longer regard the steps after the first
pit as irrelevant; instead, we aim to reduce their
likelihood as well.

As shown in Table 1, we observe that training
with our fine-grained reward yields the best per-
formance in both datasets. While the two other
settings perform better than training with outcome-
supervised pairwise dataset, they both result in sub-
optimal performances. This again highlights the
idea that the learning signal becomes the most ef-
fective when maximally utilizing the whole correct
solution while decreasing only the first pit, which
is in line with the eq. 4.

Dataset k = 4 k = 8 k = 16 k = 32

GSM8K 70.96 69.9 70.81 70.05
MATH 17.48 17.4 17.44 17.10

Table 2: Performance of Mistral-7B for GSM8K and
MATH datasets, with varying exploration size k.

6 Analysis

6.1 Ablation Studies
Effect of Exploration Space We further analyze
whether larger exploration space leads to a bet-
ter performance. Specifically, we aim to analyze
whether steps in the rejected sample which have
low, non-zero total expected reward (i.e. low prob-
ability of reaching to the correct answer) should
not be discouraged. These could be found by ex-
ploring more paths with larger k. On the other, one
could argue that it is better to prevent the model
from going through such path from the outset by
rigorously evaluating each step against a strict stan-
dard of smaller k. Therefore, we test Mistral-7B
with varying step-level exploration size k among
{4, 8, 16, 32}, with which we accordingly build
each Dg-pair and train the target model with the
DPO objective.

As shown in Table 2, we see that increasing
exploration size does not lead to performance in-
crease, yet rather often leads to degradation. First
pit detection indeed does occur in later stages when
using larger exploration space - for instance, for
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Method Acc.

RFT 63.68

DPO 66.64

SELF-EXPLORE: Completers
MistralSFT 67.70
MistralRFT (Ours) 68.46
DeepSeekRFT 66.79
GPT-4 69.14

Table 3: GSM8K Test Set Accuracy of the Mistral-7B
when trained DPO with 5.8K instances of supervised by
different completers.

MATH dataset the mean index of sw becomes
1.86 → 2.19 → 2.61 → 3.13 with increasing k
values. However, this does not necessarily extend
to a better resulting model performance.

We believe that while it may be technically fea-
sible to reach an answer through a certain step, it
does not necessarily mean that it is favorable. For
instance, if a model has a high probability ϵ of
falling into the pit after a given correct step (i.e. it
tends to associate post-sequences that is logically
incorrect), sometimes it may be more effective to
avoid such step from the beginning, if there are
other correct alternatives that can lead to the cor-
rect answer with less future risk. In this manner,
we hypothesize it is favorable to optimize the steps
with high total expected rewards, or otherwise it
may introduce unnecessary noise.

Effect of Explorer We also investigate the poten-
tial of enhancing model performance by adopting a
different explorer (or supervisor). Current labeling
method guarantees a fairly reasonable step-level
accuracy (Wang et al., 2024a), yet as Dg-pair data
quality heavily depends on the explorer’s capability,
we hypothesize that our final model performance
may be bottlenecked by the explorer’s limitations.

With this end, we train DPO objective on
Mistral-7B MRFT with Dg-pair completed by a
range of models, i.e. MistralSFT, MistralRFT,
Deepseek-MathRFT, and GPT-4 (OpenAI et al.,
2023). We use the same step-level exploration
approach in SELF-EXPLORE except for GPT-4,
which showed tendency to identify the wrong step
instead of completing from the given steps even
when provided with explicit instructions. There-
fore, we directly prompted GPT-4 to pinpoint the
first wrong step and to generate correct sequence
from there while ensuring it maintains the original
style of the preceding steps. To leverage GPT-4

as the oracle completer, we curated a specialized
subset of Dpair to start with. We first chose one
sample per each unique problem xi ∈ Dpair, and
only included samples where GPT-4 successfully
arrived at the correct conclusion, resulting in total
of 5.8K samples.

As shown in Table 3, we see applying DPO with
either Dpair and Dg-pair results in lower perfor-
mance due to the dataset’s smaller size. Yet, we
observe that SELF-EXPLORE still performs better
than outcome-supervised DPO in small-scale. Also,
while DeepSeekRFT itself performs better as a gen-
erator than MistralRFT (i.e. 71.42 vs 63.68), as a
completer for MistralRFT, the former yields higher
efficiency. We deduce this may be due to the fact
that DPO generally works better when the training
data, especially when the chosen completions are
closer to its distribution, which is also suggested
by the common practice of training SFT for one
epoch prior to DPO (Rafailov et al., 2023; Yuan
et al., 2024).

Finally, we observe that using oracle completer
GPT-4 results in a better final model performance
than using the same model’s MRFT . We believe
that as the generated completions by GPT-4 does
not fully represent the target model’s distribution,
if the completions were generated by a hypotheti-
cal oracle MRFT of the same model, performance
would have been even higher. We believe that this
suggests that our method could be further improved
with more robust exploration methods.

Effect of Objective Function We also ana-
lyze whether the effectiveness of our fine-grained
data can be extended to other preference learning
objectives, such as IPO (Azar et al., 2023) and
KTO (Ethayarajh et al., 2024). With other settings
equal, we train Mistral-7B’s MRFT using Dpair and
Dg-pair, for 1 epoch and τ = 0.01 for IPO.

In Figure 4, we see that for both datasets us-
ing fine-grained supervision consistently results
in better model performance than using outcome-
supervised pairwise data. This shows the robust-
ness of SELF-EXPLORE across various objectives,
highlighting the general effectiveness of our fine-
grained data. We have also experimented using
high values of τ for IPO and ORPO (Hong et al.,
2024), however they showed degraded performance
for both types of supervisions.3

3We posit that the efficacy of self-training hinges on the
introduction of a strong distinct positive signal for the chosen
examples and negative signal for the rejected ones.
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Figure 4: Mistral-7B performance when trained with
different preference learning objectives using outcome-
level supervision (Dpair) or SELF-EXPLORE (Dg-pair)

6.2 Qualitative Analysis

We also qualitatively analyze whether the numeri-
cal performance gains also translate into improved
solution quality. To do so, we randomly select 100
questions from GSM8K4 Test set and generate re-
sponse from DeepSeek-Math models trained with
RFT, DPO, and SELF-EXPLORE. Then, we use
GPT-4 as our evaluator using FLASK (Ye et al.,
2023), effectively assessing the given solution’s
logical robustness, efficiency and correctness in a
scale of 1-5 against the ground truth solution.

As shown in the Table 4, we see that SELF-
EXPLORE scores the best result in all criteria. Also,
the general trend in the table implies that increased
numerical performance does indicate a better qual-
ity in terms of correctness, robustness, and effi-
ciency. We hypothesize that our method guides
the model to better utilize its available knowledge,
leading to the generation of solutions that are both
more efficient and robust. For additional details
and examples on FLASK evaluation, please see
Appendix G.

7 Conclusion

In this paper, we propose SELF-EXPLORE where
LLMs can self-improve from given initial hu-
man curated dataset using fine-grained supervision.
By utilizing automatic self-exploratory annotation,
SELF-EXPLORE effectively integrates the roles of
the annotator, target, and reward models into a sin-
gle system. On mathematical reasoning datasets
GSM8K and MATH, our method outperforms tra-
ditional supervised fine-tuning (SFT) method by
11.57% and 2.89% in average across three different
models, respectively. Furthermore, we demonstrate

4We use GSM8K to guarantee a robust evaluation perfor-
mance of GPT-4.

that our method introduces minimal computation
overhead (See Appendix H). We hope our work
could motivate future works to explore self-training
methods that could more robustly generalize to a
broader reasoning space across various domains,
with ends of advancing the frontier of LLM reason-
ing.

Model Robustness Correctness Efficiency

RFT 3.87 3.86 4.07
DPO 4.19 4.15 4.35
Self-Explore 4.27 4.28 4.44

Table 4: Comparison of FLASK Logical Metrics Across
Different Training Methods, using DeepSeek-Math on
GSM8K.

Limitations

We propose a method on how to better exploit the
solution space to provide a better fine-grained su-
pervision for self-improving reasoning capabilities.
Yet given limited amount of questions, which is a
quite common scenario, preference learning with
self-generated samples may be prone to overcon-
fidence and thus increases top-1 performance at
the expense of diminished test-time exploration
robustness (Cao et al., 2024). We suspect this is re-
lated to reward overoptimization (Gao et al., 2022;
Burns et al., 2023) and attach relevant analysis in
Appendix. We leave as a future work on meth-
ods for mitigating this overoptimization, where one
promising direction could be exploring the poten-
tial of integrating collection of diverse datasets as
in Longpre et al. (2023), so that the model can
generalize across a broader question space.

Also, our work is currently conducted with 7B
pre-trained models and does not consider exten-
sively fine-tuned CoT models or larger scale archi-
tectures that have shown stronger reasoning capa-
bilities (Yu et al., 2023b; Mitra et al., 2024b; Shao
et al., 2024). We believe for practical self-training
applications, it is crucial to explore continual train-
ing processes on these sophisticated models. While
this paper aims to compensate for distilled ratio-
nales used in instruction-tuned models, we encour-
age future works to investigate about such models
could further benefit from self-improvement pro-
cesses in a robust and effective manner.
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A Post-Training Distribution

Here we analyze how the model’s distribution
changes after applying different training methods,
including RFT, DPO and SELF-EXPLORE. Specifi-
cally, we use our best performing model DeepSeek-
Math with a special focus on MATH dataset to
explore potential directions on how LLMs could
better self-improve in more advanced reasoning
capabilities.

While we previously used greedy decoding to
report the top-1 performance, here we sample 100
predictions per problem from the test set with tem-
perature of 0.7 and sort the generations by the over-
all sequence likelihood in descending order. Then,
we report its performance in three different met-
rics, total accuracy, self-consistency (maj@k), and
pass@k, in Figure 5.

For the total accuracy, we observe a general trend
of curves decreasing with the inclusion of samples
with lower overall likelihood. Yet, we observe DPO
and SELF-EXPLORE displaying smaller gaps of re-
duction. Numerically, as k goes from 1 to 100,
SELF-EXPLORE performs 0.388 → 0.367, DPO
0.367 → 0.337, and RFT 0.376 → 0.336. We be-
lieve preference learning with self-generated sam-
ples minimizes the risk as even token generation
with comparatively lower likelihood to be sampled
eventually lead to the correct answer.

However, this comes at the cost of reduction
in sample diversity where preference learning (i.e.
RLHF) has been previously reported to promote
similar phenomena (Kirk et al., 2024). We believe
this even intensifies as we are training with our
own generated data. To support this, we leverage
BERT (Devlin et al., 2019) to extract embeddings
of model generations and express solution diver-
sity as the average per-input pairwise distance of
embeddings, i.e. for ith sample, this is given as:

di =
2

N · (N − 1)

N−1∑

j=1

N∑

k=j+1

d(hi,j , hi,k)

where h is the embedding and N = 100 in this
case.

We plot the distribution of di for each training
method in the boxplot shown in Figure 6. We ob-
serve a general decrease in embedding distances
from left to right. Particularly DPO and SELF-
EXPLORE display lower embedding distance than
SFT and RFT, hinting at relatively reduced diver-
sity. This phenomena also explains why Pass@K

for SFT and RFT is higher compared to those
trained with preference learning objective, as SFT
and RFT may engage in more exploration during
test-time.

In addition, it is important to recognize that a pol-
icy characterized by reduced diversity may exhibit
limited generalization capabilities, which could be
seen as a drawback. Note that for Self-Consistency
(maj@k), RFT and SFT surpasses SELF-EXPLORE

at K= 6 and 15, respectively. We find that the rea-
son for this phenomena is due to the concentration
of the answer space stemming from the lack of
solution diversity, as demonstrated in Appendix B.

Our models trained with preference learning tend
to heavily favor what they identify as an optimal
answer. Specifically, the reward accuracy when
training these models quickly converge to 1, which
is illustrated in Appendix E, indicating a potential
reward exploitation that may lead to limitation in
the model’s ability to generalize. We hypothesize
that this stems from self-training focused on ex-
ploring a confined solution space, which may not
effectively extend to a broader question space.

Consequently, the solution distribution becomes
skewed, leading to the emergence of overly confi-
dent peaks (modes) that may accurately represent
the training data but fail to generalize to new un-
seen questions during testing, as shown by the re-
duced diversity. In contrast, models trained with
SFT or RFT adopt a more uniform distribution
across potential answers, whereas marginalizing
over answers allow for slightly more pronounced
peaks to be observable. (i.e. Self-Consistency)
Overall, these benefits appear diminished when
training with preference learning objective with
self-generated data.

In fact, we also observe a similar pattern for the
solution distribution in GSM8K. There is also less
reduction in total accuracy with increasing k for
models trained with preference learning objective.
This again can be explained as a risk minimiza-
tion behavior. Regarding the other two metrics,
we see that SFT and RFT models exhibit lower
performance at lower k values, but they eventually
converge to the similar level (maj@k) or even sur-
pass (pass@k) with increasing k. We hypothesize
this trend again reflects the reduction in diversity
within the model’s predictions for DPO and SELF-
EXPLORE. At the same time, we see that for DPO,
rather the performance increases with inclusion of
lower-k predictions. This indicates a potential mis-
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Figure 5: Performance of DeepSeek-Math Model on different datasets when trained with diverse training methods -
we report using three metrics: total accuracy, maj@k (i.e. self-consistency), and pass@k.

alignment, which explains the need for the granular
supervision during training for a better learning
signal.

B Answer Distribution

On the left side of Figure 7, we see that the num-
ber of unique answers decrease in order of SFT,
RFT, DPO, then SELF-EXPLORE. Meanwhile on
the right, we see that DPO and SELF-EXPLORE

shows the highest proportion of dominant answer,
suggesting a concentrated or skewed distribution
of the answer space. These observations support
the hypothesis that the model may exhibit over-
confidence in its ’optimal’ answers, when applied
preference learning with self-generated solutions.
Such confidence, without sufficient generalization
power, could indicate potential overfitting to the
training data.

C Pairwise Dataset Formation

C.1 Maximum Pair Constraints

We initially set no upper limit on the number of re-
sponse pairs per problem in our dataset. However,

Figure 6: Average Per-Input Pairwise Distance of Em-
beddings of DeepSeek-Math, when trained with differ-
ent methods.

preliminary analysis suggested that problems with
nearly balanced correct and incorrect responses
could potentially generate disproportionately many
pairs, risking data overfitting. Thus, we have de-
cided to adopt a maximum threshold of eight pairs
(N=8) for each problem xi. While we did not ob-
serve such cases many times, we adopted this strat-
egy to ensure a more equitable distribution across
different questions.
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Figure 7: Final answer diversity and the proportion of the dominant (most common) answer within top-k predictions
of DeepSeek-Math on MATH Test dataset.

C.2 Excluding Conclusion

When we first ran DPO training, we observed
model performance significantly degrading when
including Conclusion part within the rejected sam-
ple (Figure 2). In such case, our trained model was
frequently presenting self-contradictory statements
in the conclusion, yielding random answers that
were unrelated to the reasoning presented in the
preceding steps. We believe it is due to the con-
current presence of definitive statements like "The
answer is X" in the chosen and "The answer is Y"
in the rejected sample, causing model confusion
during training. Therefore we decided to omit the
conclusion section (+ eos token) from all rejected
samples.

D Training Dataset Size

In this section, we discuss about the dataset size uti-
lized for each training method and model. Despite
the seemingly comparable amount of training sam-
ples (Table 5), we highlight several observations
based on the proportion of question-level unique
instances in each dataset, which is shown in Table
6 and 7:

1. Few incorrect samples for GSM8K Transi-
tioning from the RFT to the paired dataset, there is
a notable reduction in the number of unique ques-
tions for GSM8K compared to MATH. This oc-
curred because in several instances, the model gen-
erated all 100 solutions correctly, or there were

fewer than four incorrect solutions. This overall
hints at the scarcity of generated incorrect samples
when training with GSM8K dataset.

2. Few correct samples for MATH Despite the
model achieving high pass@k rates on the train-
ing set (over 90% for GSM8K and over 70% for
MATH), the actual number of instances that pass
is notably small for the MATH dataset. Especially,
there is a large decline in Table 7 when considering
the number of unique questions with more than 4
instances. This suggests that for many questions,
the models barely reach the correct answer within
100 generations.

E DPO Training

While in the original paper (Rafailov et al., 2023),
DPO training displayed chosen completion’s win
rate over the rejected completion around 60-70%,
we observe in Figure 8 that the reward of chosen
sample quickly suprasses that of rejected in our
early stages, with winrate converging to 1 in both
datasets. We hypothesize that this occurs for two
reasons. 1) Chosen completion is generated by
MRFT which is closer to the target model’s distri-
bution, while rejected is generated by MSFT. 2)
Models can also quickly learn to distinguish the
preference within the limited question numbers,
which may nonetheless lead to overfitting.
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F Examples

In Figure 9, we see that while the DPO model
concludes prematurely after the 5th step, falling
into a pit, the SELF-EXPLORE model continues to
generate subsequent steps robustly, ultimately arriv-
ing at the correct answer. This sample effectively
illustrates how our method achieves step-level ro-
bustness through targeted step-level supervision.

G FLASK Prompt

In Figure 10, we present the prompt used for the
GPT-4 FLASK evaluation, which assesses three
key logical skills: robustness, correctness, and ef-
ficiency. These skills are evaluated against the
ground truth (GT) solution using a deterministic
rubric for each criterion.

When evaluating the example responses present
in Figure 9, we see that DPO model receives a
score of 2, 3, 2 while SELF-EXPLORE gets a full
score of 5, 5, 5 for Logical robustness, Correctness
and Efficiency, respectively, as shown in Figure 11.
GPT-4’s coherent explanation of these scores adds
credibility to the overall FLASK evaluation result
in Table 4, underscoring the superior quality of
responses generated by the SELF-EXPLORE model.

H Computational Costs

We report the overall computational costs (I.E.
GPU Hours) for each baseline, including the explo-
ration stage in Table 8. Our baselines involve dif-
ferent training (Tr.) and generation (Gen.) stages.
Note that the table reflects the following configura-
tion:

• Mistral 7B

• 5 epoch SFT & RFT training

• 3 epoch DPO training

• 7.4M RFT samples generated

• 39K pairwise-data exploration
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Methods Mistral Llemma DeepSeek

Dataset: GSM8K

FT 7,473 7,473 7,473
RFT 67,755* 38,989 52,005
pair 56,443* 37,058 38,872
g-pair 56,283* 36,812 38,618

Dataset: MATH

FT 7,500 7,500 7,500
RFT 31,839 34,419 40,654
pair 31,527 34,124 39,769
g-pair 31,248 33,960 39,496

Table 5: Dataset size used for each training method, by each model.
* denotes no maximum pair formation constraint

Mistral Llemma DeepSeek

FT 1.0 1.0 1.0

NUMBER OF SAMPLES ≥ 1

RFT 0.9830 0.9252 0.9917
pair 0.9213 0.9113 0.8955
g-pair 0.9212 0.9098 0.8947

NUMBER OF SAMPLES ≥ 4

RFT 0.7376 0.7281 0.8616
pair 0.6204 0.5739 0.6063
g-pair 0.6195 0.5700 0.6024

Table 6: Proportion of questions in GSM8K with at least N instances for each training method, by each model.

Mistral Llemma DeepSeek

FT 1.0 1.0 1.0

NUMBER OF SAMPLES ≥ 1

RFT 0.7345 0.7587 0.8240
pair 0.7345 0.7356 0.8225
g-pair 0.7345 0.7353 0.7971

NUMBER OF SAMPLES ≥ 4

RFT 0.4904 0.5375 0.6479
pair 0.4844 0.5320 0.6309
g-pair 0.4819 0.5309 0.6292

Table 7: Proportion of questions in MATH with at least N instances for each training method, by each model.

Stages SFT (Tr.) RFT (Gen.) RFT (Tr.) Exploration
(Gen.)

DPO (Tr.) Total Time
(hr)

GPU Hours 1.3 6 11.2 2.7 20

SFT ✓ 1.3
RFT ✓ ✓ ✓ 18.5
DPO ✓ ✓ ✓ ✓ 38.5
Self-Explore ✓ ✓ ✓ ✓ ✓ 41.2

Table 8: GPU hours for different baselines.
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GSM8K: DPO

GSM8K: Self-Explore

c

MATH: DPO

MATH: Self-Explore

Figure 8: Reward accuracy (i.e. winrate of chosen over rejected samples) of DPO and SELF-EXPLORE during
training of DeepSeek-Math. For both methods, the accuracy quickly converges to 1 regardless of the supervision
type.
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Randy	has	9	oatmeal	cookies,	4	chocolate	chip	cookies,	and	5	sugar	cookies.	He	ate	3	cookies	for	an	
early	day	snack,	one	of	each	flavor.	He	ate	2	oatmeal	cookies	for	lunch.	He	gives	2	sugar	cookies	
to	his	friends.	Then,	he	bakes	4	of	each	flavor	for	dinner.	How	many	cookies	does	he	have	now?

Question

DPO Self-Explore

He	has	600	movies	and	a	third	are	in	series	
so	that's	600/3=<<600/3=200>>200	movies	

He	has	600	movies	and	200	are	in	series	so	
that	means	he	has	600-200=<<600-200=400>>400	
movies	left	

He	has	400	movies	and	40%	are	older	movies	so	
that's	400*.4=<<400*.4=160>>160	movies	

He	has	400	movies	and	160	are	older	movies	so	
that	means	he	has	400-160=<<400-160=240>>240	
movies	left	

He	has	240	movies	that	are	not	in	series	or	
older	and	they	cost	$10	each	so	that's	
240*$10=$<<240*10=2400>>2400	

The	answer	is	2400

He	has	600	movies	and	a	third	are	in	series	
so	that's	600/3=<<600/3=200>>200	movies	

He	has	600	movies	and	200	are	in	series	
so	that's	600-200=<<600-200=400>>400	
movies	

He	has	400	movies	and	40%	are	older	movies	
so	that's	400*.4=<<400*.4=160>>160	movies	

He	has	400	movies	and	160	are	older	
movies	so	that's	400-160=<<400-
160=240>>240	movies	

He	has	240	movies	that	aren't	in	series	or	
older	and	they	cost	$10	each	so	that’s	
240*10=$<<240*10=2400>>2400	

He	has	200	movies	in	series	that	cost	$6	
each	so	that's	200*6=$<<200*6=1200>>1200	

He	has	160	older	movies	that	cost	$5	each	
so	that's	160*5=$<<160*5=800>>800	

He	has	2400+1200+800=$<<2400+1200+800=4400
>>4400	The	answer	is	4400

Figure 9: Examples for sample generated by DPO and Self-Explore, respectively.
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We	would	like	to	request	your	feedback	on	the	performance	of	the	response	of	the	assistant	to	the	user	
instruction	displayed	below.	In	the	feedback,	I	want	you	to	rate	the	quality	of	the	response	in	these	3	
categories	according	to	each	score	rubric:

[Skill	1.	Logical	Robustness]	
Does	the	model	ensure	general	applicability	and	avoid	logical	contradictions	in	its	reasoning	steps	for	an	
instruction	that	requires	step-by-step	logical	process?	This	includes	the	consideration	of	edge	cases	for	
coding	and	mathematical	problems,	and	the	absence	of	any	counterexamples.

Score	1:	The	logic	of	the	model’s	response	is	completely	incoherent.
Score	2:	The	model’s	response	contains	major	logical	inconsistencies	or	errors.
Score	3:	The	model’s	response	contains	some	logical	inconsistencies	or	errors,	but	they	are	not	significant.
Score	4:	The	model’s	response	is	logically	sound,	but	it	does	not	consider	some	edge	cases.
Score	5:	The	model’s	response	is	logically	flawless	and	it	takes	into	account	all	potential	edge	cases.

[Skill	2.	Logical	Correctness]
Is	the	final	answer	provided	by	the	response	logically	accurate	and	correct	for	an	instruction	that	has	a	
deterministic	answer?

Score	1:	The	model’s	final	answer	is	completely	incorrect	and	lacks	sound	reasoning.
Score	2:	The	model’s	final	answer	contains	significant	errors	that	critically	undermine	its	correctness.
Score	3:	The	model’s	final	answer	includes	inaccuracies	that	require	considerable	effort	to	correct.
Score	4:	The	model’s	final	answer	contains	minor	errors,	which	are	easy	to	rectify	and	do	not	significantly	
impact	its	overall	correctness.
Score	5:	The	model’s	final	answer	is	completely	accurate	and	sound.

[Skill	3.	Logical	Efficiency]
Is	the	response	logically	efficient?	The	logic	behind	the	response	should	have	no	redundant	step,	remaining	
simple	and	efficient.	For	tasks	involving	coding,	the	proposed	solution	should	also	consider	time	complexity.

Score	1:	The	logic	behind	the	response	is	significantly	inefficient	and	redundant,	necessitating	a	complete	
reorganization	of	logic	for	clarity	and	efficiency.
Score	2:	The	logic	of	the	response	lacks	efficiency	and	conciseness,	requiring	a	substantial	reorganization	for	
better	optimization.
Score	3:	The	logic	of	the	response	is	not	efficient	enough,	necessitating	major	edits	for	improved	optimization.
Score	4:	The	logic	of	the	response	is	largely	efficient,	but	it	still	has	some	redundant	steps.	It	could	be	
handled	from	minor	edits	for	better	optimization.
Score	5:	The	logic	of	the	response	is	optimally	efficient,	requiring	no	further	optimization.

[Instruction]
{question}

[Ground	truth	Answer]
{ground	truth	answer}

[Assistant’s	Response]
{answer}

[The	End	of	Assistant’s	Response]

Please	give	feedback	on	the	assistant’s	responses.	Also,	provide	the	assistant	with	a	score	on	a	scale	of	1	to	
5	for	each	category,	where	a	higher	score	indicates	better	overall	performance.

Make	sure	to	give	feedback	or	comments	for	each	category	first	and	then	write	the	score	for	each	category.	Only	
write	the	feedback	corresponding	to	the	score	rubric	for	each	category.	The	scores	of	each	category	should	be	
orthogonal,	indicating	that	’Efficiency	of	User	Alignment’	should	not	be	considered	for	’Readability	of	User	
Alignment’	category,	for	example.

Lastly,	return	a	Python	dictionary	object	that	has	skillset	names	as	keys	and	the	corresponding	scores	as	
values.

Figure 10: GPT-4 prompt used for FLASK evaluation.
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Logical	Robustness:	The	assistant's	response	
demonstrates	a	logical	process	in	breaking	down	the	
number	of	movies	into	categories	and	calculating	
the	cost	for	each	category.	However,	it	fails	to	
include	the	calculations	for	the	series	movies	and	
the	older	movies	in	the	final	summation,	leading	to	
an	incomplete	and	therefore	logically	flawed	
conclusion.	This	oversight	represents	a	significant	
logical	inconsistency	because	it	omits	crucial	
steps	in	the	problem-solving	process,	affecting	the	
coherence	of	the	solution.	Therefore,	the	
response's	logic	is	not	entirely	coherent,	as	it	
neglects	to	account	for	all	components	of	the	
problem	statement.	However,	because	the	assistant	
correctly	applies	mathematical	operations	within	
each	considered	category,	it	does	not	fall	to	the	
lowest	rating.	
Score:	2	

Logical	Correctness:	The	assistant's	final	answer	
is	incorrect	because	it	only	includes	the	cost	for	
the	240	movies	that	are	neither	in	series	nor	old.	
It	neglects	the	cost	for	the	200	series	movies	and	
the	160	older	movies,	which	were	both	explicitly	
mentioned	in	the	instructions.	Due	to	this	
significant	oversight,	the	final	answer	provided	is	
not	just	minorly	inaccurate;	it	critically	
undermines	the	correctness	of	the	response,	as	it	
only	accounts	for	a	portion	of	the	total	cost.	
Therefore,	the	provided	answer	significantly	
deviates	from	the	accurate	total.	
Score:	2	

Logical	Efficiency:	In	the	steps	it	does	take,	the	
assistant's	logic	is	straightforward	and	direct,	
calculating	the	costs	associated	with	each	category	
of	movies	without	unnecessary	steps.	However,	since	
it	fails	to	include	all	necessary	calculations	for	
a	comprehensive	answer,	the	efficiency	of	its	logic	
is	inherently	compromised.	The	assistant's	response	
is	not	burdened	by	redundant	steps	in	the	
calculations	it	does	perform,	but	the	omission	of	
critical	steps	leads	to	an	incomplete	solution.	
This	oversight	does	not	align	with	the	highest	
standards	of	efficiency,	as	the	most	efficient	
response	would	include	and	correctly	sum	all	
relevant	costs.	Despite	these	issues,	since	the	
assistant	does	not	introduce	unnecessary	complexity	
in	the	steps	it	takes,	it	does	not	warrant	the	
lowest	score	in	efficiency.	
Score:	3	

```python	
{	

"Logical	Robustness":	2,	
"Logical	Correctness":	2,	
"Logical	Efficiency":	3	

}	
```

Logical	Robustness:	The	assistant's	response	
demonstrates	a	high	degree	of	logical	robustness.	
It	accurately	breaks	down	the	problem	into	
manageable	steps,	ensuring	a	clear	and	systematic	
approach	to	solving	the	problem.	By	calculating	
the	costs	for	each	category	of	movies	(series,	
older,	and	normal)	separately	and	then	summing	
these	to	find	the	total	cost,	the	response	
effectively	addresses	the	problem	without	
overlooking	any	details	or	introducing	logical	
inconsistencies.	It	considers	all	potential	
categories	of	movies	and	their	respective	costs,	
thereby	ensuring	a	comprehensive	solution.	
Therefore,	the	logic	employed	in	the	assistant's	
response	can	be	considered	logically	flawless	in	
the	context	of	the	given	instruction.	
Score:	5	

Logical	Correctness:	The	assistant's	final	answer	
is	completely	accurate	and	logically	sound.	It	
correctly	identifies	the	number	of	movies	in	each	
category	(series,	older,	and	neither),	accurately	
calculates	the	cost	for	each	category	based	on	the	
given	prices,	and	correctly	sums	these	costs	to	
arrive	at	the	total	cost	of	replacing	the	movies.	
The	mathematical	operations	and	the	reasoning	
leading	to	the	final	answer	are	correct,	making	
the	response	logically	accurate	in	accordance	with	
the	requirements	of	the	instruction.	
Score:	5	

Logical	Efficiency:	The	response	is	logically	
efficient,	following	a	straightforward	and	direct	
approach	to	solve	the	problem	without	introducing	
any	unnecessary	steps	or	complications.	By	
sequentially	addressing	each	movie	category	and	
calculating	its	cost	before	summing	these	costs,	
the	assistant	employs	an	efficient	logical	
progression.	This	method	not	only	simplifies	the	
problem-solving	process	but	also	avoids	any	
redundancy,	making	the	logic	behind	the	response	
optimally	efficient	for	the	task	at	hand.	
Score:	5	

```python	
{	

"Logical	Robustness":	5,	
"Logical	Correctness":	5,	
"Logical	Efficiency":	5	

}	
```

DPO Self-Explore

Figure 11: Results of GPT-4 FLASK evaluation for the generated solutions shown in Figure 9.
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