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Abstract

In retrieval-augmented systems, context rank-
ing techniques are commonly employed to re-
order the retrieved contexts based on their rele-
vance to a user query. A standard approach is
to measure this relevance through the similar-
ity between contexts and queries in the embed-
ding space. However, such similarity often fails
to capture the relevance. Alternatively, large
language models (LLMs) have been used for
ranking contexts. However, they can encounter
scalability issues when the number of candi-
date contexts grows and the context window
sizes of the LLMs remain constrained. Addi-
tionally, these approaches require fine-tuning
LLMs with domain-specific data. In this work,
we introduce a scalable ranking framework that
combines embedding similarity and LLM ca-
pabilities without requiring LLM fine-tuning.
Our framework uses a pre-trained LLM to hy-
pothesize the user query based on the retrieved
contexts and ranks the context based on the sim-
ilarity between the hypothesized queries and
the user query. Our framework is efficient at in-
ference time and is compatible with many other
retrieval and ranking techniques. Experimental
results show that our method improves the rank-
ing performance across multiple benchmarks.

1 Introduction

Context retrieval plays a crucial role in natural lan-
guage processing (NLP). Standard techniques can
efficiently extract relevant information from dedi-
cated databases to address user queries. These tech-
niques have been driving advancements in search
engines, virtual assistants, and other retrieval-
augmented systems by enabling precise, real-time
responses in real time, and reducing the risk of
hallucination (Ram et al., 2023; Asai et al., 2023a).

Accurately ranking the relevance of the contexts
to the user query is a crucial factor in the perfor-
mance of retrieval-augmented systems (Shi et al.,
2023). Classical retrieval methods such as TF-
IDF and BM25 (Robertson and Zaragoza, 2009)

rely on lexical similarities to rank contexts. Re-
cent advancements in embedding models such as
BERT (Kenton and Toutanova, 2019; Reimers and
Gurevych, 2019) have enabled the capture of the
semantic similarity between texts through dense
vector representations. To improve the zero-shot
performance in unseen contexts, Contriever (Izac-
ard et al., 2021) and other successive embedding
models are trained via contrastive learning tech-
niques. However, retrieval with these embedding
models focuses on similarity, but similarity alone
does not always ensure that the context effectively
addresses the query.

LLMs have been incorporated to address this
issue. For instance, LLM-based re-rankers (Sun
et al., 2023; Pradeep et al., 2023) can determine
whether a context addresses a query better than oth-
ers. However, those re-rankers require fine-tuning,
which demands extensive dedicated datasets and
significant computational resources. Other meth-
ods include using LLM to expand the query before
retrieval. HyDE (Gao et al., 2023a), for instance,
utilizes an LLM to generate hypothetical contexts
based on the query, subsequently retrieving con-
crete contexts that are close to these hypothetical
contexts in the embedding space. However, the
LLM must have sufficient background knowledge
about the context to be retrieved so that it can gen-
erate semantically similar contexts. Otherwise, the
hypothesis space of the generated contexts would
be indefinitely large, and the LLM can generate
outdated, irrelevant, hallucinated, and even counter-
factual contexts (Brown et al., 2020; Mallen et al.,
2022). We provide an example later in Fig.3(b),
where GPT-3.5-turbo generates outdated informa-
tion that fails to reflect recent developments on a
specific topic.

In this paper, we propose a novel context rank-
ing framework. Our approach uses an LLM to
generate hypothetical queries based on the existing
contexts. It then measures the relevance between
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the context and a user-given query based on the
similarity between the hypothetical queries and the
user-given query. While our method does not re-
quire the LLM to have prior knowledge about the
query or the context, the hallucination of the LLM
is restrained since a context has limited information
and can only provide answers to a certain range of
queries. Furthermore, while HyDE has to use an
LLM to generate hypothetical contexts online for
every input query, our approach allows retrieving
previously generated hypothetical queries for fu-
ture input queries. Our method also differs from
the LLM-based re-ranker in two-fold. First, our
method does not require fine-tuning an LLM. Sec-
ond, our approach uses text embedding for ranking,
while an LLM-based re-ranker has to call an LLM
to answer the relevance between every input query
and context. However, our method can be used in
conjunction with other ranking methods to itera-
tively refine the ranking of the retrieved contexts.

In addition to introducing our approach, we com-
pare our approach with existing approaches from
the theoretical lens. We analyze the causality rela-
tionship between the queries and contexts within
a class of context ranking approaches, identifying
their potential issues, such as their susceptibility to
spurious causality relationships. We then show that
our approach mitigates these issues by following
a variational inference approach. Our experimen-
tal results demonstrate improvements in ranking
the retrieved contexts across multiple information
retrieval benchmarks while maintaining efficiency
and scalability. Our major contribution is listed as
follows.

* We propose to use LLMs to generate hypothet-
ical queries and rank contexts by comparing
the similarity between input queries and hypo-
thetical queries.

* We examine the causal relationships between
queries and contexts in existing context rank-
ing methods and develop a variational infer-
ence framework for context ranking.

* We evaluate our method in multiple informa-
tion retrieval benchmarks by combining differ-
ent embedding models with different LLMs.
The results show that our method can improve
the ranking accuracy in most of the bench-
marks.

2 Related Work

Retrieval-Augmented Systems have become a fo-
cal point in NLP research, enhancing LLMs by
accessing broader knowledge bases beyond LLM
context windows (Lewis et al., 2020; Gao et al.,
2023b). These systems use information retrieval
techniques to fetch relevant contexts from dedi-
cated databases based on user queries, improving
performance in tasks requiring extensive context
(Mialon et al., 2023).

Information Retrieval Methods, such as TF-IDF
and BM25, rely on lexical similarities to rank
contexts (Robertson and Zaragoza, 2009). Re-
cent advancements in embedding models such as
BERT (Kenton and Toutanova, 2019; Reimers and
Gurevych, 2019) allow capturing text semantics
through dense vector representations (Asai et al.,
2021). Contrastive learning techniques have further
improved the zero-shot performance of embedding
models such as Contriever (Izacard et al., 2021) in
unseen contexts by training the models to differen-
tiate between similar and dissimilar contexts (Gao
et al., 2021).

Document Expansion and Query Expansion are
classical techniques to improve retrieval quality and
have been widely adopted in RAG systems (Wang
et al., 2023). Query expansion, which dates back to
(Carpineto and Romano, 2012), typically involves
rewriting the query based on labels (Lavrenko and
Croft, 2001). When labels are not available, the
query can be expanded with generated contexts
(Liu et al., 2022). For instance, HyDE (Gao et al.,
2023a) uses LLMs to generate hypothetical con-
texts based on the input query and uses the embed-
dings of the query and the hypothetical contexts
for retrieval. However, when the LLM lacks knowl-
edge about the query, query expansion can be sus-
ceptible to hallucinated or counterfactual content
(Brown et al., 2020).

Document expansion (Nogueira et al., 2019) in-
volves appending each context with a generated
query and creating indexes for the expanded con-
text in the database. Our framework also generates
queries based on the contexts but does not expand
the contexts. Studies on generating high-quality
queries to build synthetic datasets (Almeida and
Matos, 2024) can be helpful for our framework, but
that is not the focus of this paper.

Large Language Models (LLMs), from the small-
size open source models such as Mistral-7b (Jiang
et al., 2023) to the large-size proprietary mod-
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els such as GPT-4 (Achiam et al., 2023), are
pre-trained on trillions of tokens, exhibiting un-
paralleled emergent and generalization abilities
across tasks (Schaeffer et al., 2023). LLMs can
be fine-tuned to rank the relevancy between con-
texts and queries (Asai et al., 2023b; Sun et al.,
2023; Pradeep et al., 2023). Although effective,
fine-tuning requires significant computational re-
sources and extensive annotated data (Bajaj et al.,
2016). Furthermore, those methods have to face
the challenges related to the context window size
(Wang et al., 2024; Kaddour et al., 2023; Child
et al., 2019; Gu and Dao, 2023), as they combine
the query and contexts into a single prompt. Our
method does not use LLMs to evaluate the query-
context relevancy.

Variational Inference (Blei et al., 2017) sits at the
core of our proposed framework. It has been ex-
tensively studied across many fields of machine
learning (Kingma and Welling, 2013; Hoffman
et al., 2013; Zhou and Li, 2022; Fellows et al.,
2019). In this work, we treat queries and contexts
as random variables with causal relationships and
reformulate the ranking problem as a probability
inference problem. It is widely known that genera-
tive models that respect the causality relationships
are more robust to distribution shifts because they
can avoid learning spurious relationships between
random variables (Ahuja et al., 2021; Scholkopf
et al., 2021; Lu et al., 2022). In this work, we use
an LLM to simulate the query-context relationship
while avoiding the intervention of prior knowledge,
thereby preserving the causal structure.

3 Background

A RAG system retrieves information from a docu-
ment corpus C = {cj, ¢, ..., ¢, ...} where each
¢; 1s a context. Assuming that () is the whole set
of user input queries, given an input query q € @,
a retriever returns a ranked list of relevant con-
texts from C'. The ranking of those contexts can
be evaluated by using Normalized Discounted Cu-
mulative Gain (NDCG) (Jarvelin and Kekél4dinen,
2002) which measures the ranking with graded rel-
evance. After the retrieval step, one or multiple
ranking procedures can be adopted to iteratively re-
fine the quality of the ranking. We assume that each
ranking procedure, including that during retrieval,
uses a scoring function r, : €' — R to quantify
the relevance between any context ¢ € C' and the
query q. We can rank the contexts with this rg, i.e.,

Ver,eo € Coep 2 ea & 1(g,c1) < rgle).

A ranker can just target the first K contexts if
the contexts have already been ordered in some
previous ranking procedure. We denote the set that
includes the first K contexts as Cy g € C such
that |Cy x| = K. After ranking those contexts, a
new scoring function r4 over C, f is generated.

When using an embedding model for ranking,
we use the cosine similarity between query em-
bedding and context embedding to determine the
relevance of the query and context. We use E to
denote the embedding model. The cosine similarity
between a query ¢ and a context c is

) _ _ (E(9),E()
sim(¢, ¢) = TR BB M

2

As a result, given any query ¢, an embedding
model-based ranker’s scoring function is defined
as 4(c) = sim(q, c).

4 Method

In this section, we introduce our framework for
ranking contexts with hypothetical queries. We first
illustrate our context ranking procedure, explain
how to obtain those hypothetical queries, and then
discuss its complexity.

For each context ¢ € C, we hypothesize the
probable queries that the context ¢ can address or
the topics it discusses. We refer to these queries as
hypothetical queries, denoted as ¢. For each ¢ € C,
we let H(c) denote the set of hypothetical queries
associated with c. Our ranking method determines
the relevance of a given query ¢ and a context ¢
based on the similarity between the embedding of ¢
and the embedding of ¢, as well as the similarity be-
tween those of ¢ and the hypothetical queries H (c)
as in Eq.2 where we introduce a hyperparameter A
to balance the two similarities.

rq(c) := sim(q,c) + A - max_ sim(§,q) (2)
qeH(e)

Algorithm 1 outlines our context ranking proce-
dure. We start with a set C, i of K candidate con-
texts, which are typically the top-K results from
a prior ranking step. For each context ¢ € C g,
we generate a set of hypothetical queries H (c) by
using an LLM, compute the embedding of ¢ and
each ¢ € H(c) with an embedding model F, and
then calculate the relevance score 74(c) using Eq.1.
Hypothetical Query Generation. Our framework
allows utilizing various LLMs ranging from Mistral
7b to GPT-3.5 and GPT-4 to generate hypothetical
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... The Department of Education
grades them on their own merit
system and procedure that the
department  calls  for...The
teachers will be graded based
upon their attendance, their
overall rates of the reading and
math scores of the students, the
parent teacher meetings about
the student, the interaction
between the students and the
teacher. The teacher is no longer
comfortable in having tenur ...

Retrieved Context ¢

Hypothetical Queries H(c)

Embeddlng Model E

«——“Should teachers get tenure”

Input Query q

(E@,E@)
TE@I,

max sim(§,q) =
EH(c) [IE@I],

Figure 1: A flow chart of HyQE ranking framework. Given a query ¢ and a retrieved context ¢, an LLM H is used
to generate a set of hypothetical queries ¢ from c. Then an embedding model E is used to evaluate the semantic
similarity between ¢ and ¢’s. Then cosine similarity is used to determine whether c is relevant to ¢ as in Eq.2.

Algorithm 1 HyQE

1: Input: A query g; a set Cy i of K candidate
contexts; an LLM H; an embedding model £
2: foreach context cin Cy i

3: Compute sim(q, ¢) via Eq.1
4: Collect hypothetical queries H(c)
5: Compute r4(c) via Eq.2

6: Order C,, i by r4(c)
7: Output: The ordered-set Cy ¢

Which kinds of questions can be answered
based on the following passage

T “<passage>
{context}
</passage>"'""'

Questions must be very short, different,
and be written on separate lines.

If the passage provides no meaningful
content, respond with a 'No Content'.

Figure 2: Prompt for hypothetical query generation.

‘{context}’ is the placeholder for the context to be filled.

queries. Fig.1(a) shows a flowchart of this query
generation process. For each context ¢, we generate
a set of hypothetical queries H (c) by instructing
an LLLM H. Specifically, we use a single prompt
to generate multiple queries for each context to
avoid generating repetitive queries, as shown in
Fig.2. The prompt is designed to ensure that the
generated queries are diverse and relevant to the
given context. If the length of the context c and the
lengths of queries to be generated will exceed the
window size of the LLM, we partition c, call the

LLM to generate queries for one portion at a time,

and collect all generated queries in the end.
Complexity. Although generating hypothetical

queries for each ¢ with an LLM can be time-
consuming, this overhead can be mitigated. Since
the hypothetical queries H (c¢) are independent of
the input ¢, once H (c) and the corresponding em-
beddings are obtained, they can be stored and
reused for future queries that involve the same
context c. This eliminates the repetitive query-
generation step in line 4 of the algorithm. When a
previously seen context c is retrieved for some new
input query ¢’, we can quickly retrieve the stored
H (c) and embeddings of the queries in H (¢). Then
we only need to perform a similarity search to find
the hypothetical query h € H (c) with the closest
embedding to the new query ¢’ to compute 4 (c)
in line 5. By leveraging stored hypothetical queries
and their embeddings, our framework ensures effi-
cient and scalable query processing, reducing the
computational overhead of real-time LLM calls.

The complexity of our ranking framework can be
broken down as follows. Generating hypothetical
queries H (c) for each context ¢ € C and comput-
ing their embeddings can incur a one-time com-
putational cost. If each context c can generate M
hypothetical queries, the total complexity of this
one-time computation is O(|C| - M) where |C/| is
the total number of contexts and M is limited by
the information encompassed in the context. This
complexity is amortized as the number of input
queries increases, making our approach more scal-
able. If a c is retrieved for a new query ¢’ and
its hypothetical query set H (c) has been indexed,
the one-time computational complexity of retriev-
ing the closest hypothetical query § € H(c) via
similarity search is typically sub-linear in |H (c)|.

In comparison, query expansion methods typi-
cally generate contexts for each input query. Thus,
the total complexity cannot be amortized by the
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growing number of input queries. For instance,
HyDE (Gao et al., 2023a) requires generating a
group of hypothetical documents for each query,
leading to a total complexity of O(|Q| - N') where
|@| is the number of queries and NV is the number
of hypothetical contexts, both of which are indepen-
dent of the document corpus C' and can be infinite.

Similar comparisons apply to LLM-based re-
rankers (Sun et al., 2023; Pradeep et al., 2023),
where the complexity is proportional to the lengths
of the input query and the retrieved contexts, as
the re-rankers require concatenating the query and
contexts in the prompts to generate responses. This
complexity cannot be amortized, making ranking
contexts expensive as the number of queries in-
creases, considering that LLM-based re-rankers
are often large, proprietary models. HyQE allows
using small pre-trained LLLMs and open-source em-
bedding models, significantly reducing operational
costs while maintaining efficiency and effective-
ness.

5 A Variational Inference Perspective

In this section, we explain how to use variational
inference to derive Eq.2 by establishing the causal
relationship between queries and contexts.

5.1 Causal Relationship between Queries and
Contexts

In Fig.3, we treat context ¢ and query g as two
random variables. We can think of calculating the
ranking score 4(c) as measuring the probability
p(c|q) of context ¢ answering question ¢ in the
causality model. Different ranking methods model
the causal relationship between c and ¢ in different
ways, resulting in different p(c|q) and 74(c). For
instance, the standalone cosine similarity sim(q, c)
can produce a spurious p(c|q) since ¢ and ¢ be-
ing similar does not necessarily imply that ¢ pro-
vides answers to ¢, as shown by the example in
Fig.3(a). Query expansion methods such as HyDE
(Gao et al., 2023a) introduce a hypothetical context
¢ as a latent variable and employ a generative model
to simulate p(¢|q). However, this causality mod-
eling inevitably involves LLM’s prior knowledge
as an intervention (Wachter et al., 2017), which
can lead to spurious causality. The external knowl-
edge from LLM is represented as an additional
variable D from another context space that is indef-
initely larger than that of c. As shown in Fig.3(b),
it can influence the generation of ¢ by introducing

outdated, irrelevant, or even counterfactual infor-
mation (Brown et al., 2020).

In contrast, HyQE, as shown in Fig.3(c), intro-
duces a hypothetical query ¢ as a latent variable
and employs a generative model to simulate p(g|c)
without involving the prior knowledge of the LLM.
This confines the generation of hypothetical query
q strictly within the scope of the context ¢, avoid-
ing the pitfalls of spurious causality and ensuring
that the causal relationships remain accurate and
relevant. This allows us to use cosine similarity to
simulate p(q|G) where ¢ and ¢ are both queries.

5.2 Ranking Contexts from a Variational
Inference Perspective

Now we show how we derive Eq.2 based on
Fig.3(c). Given a user query g and a context set
Cq,i» we define p(c) as some prior confidence
over the context set C, i that satisfies p(c) o
exp(sim(q,c)). We let p(g|c) be the probability
of context ¢ providing answers to the query ¢, and
let p(q) be some prior probability of accepting an
input query g, which can be seen as a constant
when ¢ is already given. Based on p(c), p(g|c), and
p(q), we aim to learn p(clq) := p(c)p(qlc)/p(q),
which can be seen as the confidence of the context
c addressing the given query ¢. Then, we learn
p(c|g) by finding a distribution p,(c) that matches
p(c|q) so that we can establish a scoring function
based on py(c), i.e., rq(c) o< log py(c). This learn-
ing objective can be formulated as minimizing the
KL-divergence D, (pq(c)|[p(clg)) which can be
achieved by maximizing the evidence lower-bound
(ELBO) of Dgr,(pg(c)||p(clq)) as shown in Eq.3.

ELBO(ry) :==
Dr1(pq(c)llp(€)) = Ecnp, (o) [log p(gle)] (3)

Eq.3 uses a regularization term D, (pq(c)||p(c))
to penalize p, if p,(c) deviates from p(c). There-
fore, we include sim(q, c) as a part of r, such that
the greater p(c) o exp(sim(q,c)) is, the greater
pg(c) o< exp(rqy(c)) becomes. Meanwhile, the
second term in Eq.3 indicates that p, should also
align with p(g|c), the probability of ¢ providing
answers to ¢. To estimate p(q|c), we factorize
log p(gle) = log Egp(gle) [P(]d)] where p(dlc) is
the probability of c addressing a hypothetical query
G and p(q|q) is the probability of obtaining an input
query ¢ given that the semantics of ¢ is equivalent
to a given hypothetical query q. We can safely use
semantic similarity to approximate relevance be-
tween queries, i.e., p(q|q) o exp(sim(q,q)). We
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g~ H(c)

sim(q, c)
— q D c
“How long does “How long does it take to “How has Apple ‘/\ ; PPN
it take to remove remove all wisdom teeth? recently integrated ) sim (q’ C) sim (q ’ q)
wisdom tooth?" 1 got my my wisdom teeth Al into its systems?” C q
A S O “Apple Intelligence is deeply integrated into
iOS 18, iPadOS 18, and macOS Sequoia. ...”
-- Apple Newsroom
(a) Cosine Similarity (b) Query Expansion (c) HyQE

Figure 3: The random variables c and ¢ respectively indicate context and user input query. (a) Cosine similarity
prioritizes semantic similarity rather than retrieving a better context for answering the query. (b) The causality
relationship in query expansion methods such as HyDE. The random variable ¢ is a hypothetical context, and D
indicates the prior knowledge of the LLM used to generate ¢. In this example, we use GPT-3.5-turbo to generate a
hypothetical context ¢ to answer the question in q. However, ¢ contains outdated information and cannot be used to
retrieve the most relevant context ¢ through semantic search. (c) The causality relationship in HyQE. An LLM H is
used to generate the hypothetical query ¢. The causal relationship ¢ and ¢ can be simulated with causal similarity.

estimate the expectation w.r.t p({|c) by uniformly
sampling from the set H (c) of hypothetical queries
such that logp(qle) = logEsp40)[p(qld)] =~
log m > e (e P(q|q). We then have the fol-
lowing two options for further approximation:
Option 1. Based on the soft-max approximation,
log rrr(ay Lgen (o Plald) ~ max logp(glg) =
A+ max sim(h,q) + const where \ is a hyper-
GeH(c)
prameter. Then we recover Eq.2 by ignoring the
constant and adding sim(q, ¢) mentioned earlier.
Option 2. Based on Jensen’s inequality (Jensen,
1906), we derive a lower bound of the estimated
log p(g|c) as shown in Eq 4, This allows us to max-
imize ELBO in Eq.3 by maximizing Eq.4, resulting
in an alternative of Eq.2 as shown in Eq.5.

log IHi%C)I ZéeH(c) p(qlq)
> 1] Lgen(e) ogp(ald)
=A IH%c)l > geH (o) Stm(g; §) + const (4)

In our HyQE framework, we mainly focus on Op-
tion 1. We will compare Option 1 with Option 2 in
our evaluation.

rq(c) == sim(q,c) +

1 . .

6 Experiments

We test our method on multiple benchmarks to
investigate the main question: whether HyQFE im-
proves the nDCG@ 10 in the benchmarks? In addi-
tion, we also investigate the following questions.

A. Does changing the LLMs influence the results?
B. How many hypothetical queries does an LLM
need to generate for each context?
C. Does changing the X in Eq.2 influence the re-
sults?
D. Is HyQE compatible with different retrieval
methods such as HyDE (Gao et al., 2023a)?
E. How well does Eq.5 perform in comparison
with Eq.2?
Datasets. We test our methods on the fol-
lowing datasets: COVID (Thakur et al., 2021),
NEWS (Thakur et al., 2021), Touche2020 (Thakur
et al., 2021), DL19 (Craswell et al., 2020), and
DL20 (Craswell et al., 2020). We use the
same prompt for all the datasets except for the
touche2020 dataset, in which the queries represent
topics of arguments while the contexts consist of di-
alogues in those arguments. The prompt designed
for this dataset can be found in Appendix B.
Baselines. We use two kinds of retrievers: one
is embedding model-based retrievers, including
contriever and bge-base-en-v1.5; the other is
SPLADE++_EnsembleDistil (Formal et al., 2022),
which is a sparse retrieval model that does not gen-
erate text embeddings. We use the pre-built Lucene
indexes in Pyserini (Lin et al., 2021) for retrieval.
We use five embedding models as the baselines for
ranking: contriever (Izacard et al., 2021), bge-base-
en-v1l.5 (Xiao et al., 2023), E5-large-v2 (Wang
et al., 2022), text-embedding-3-large, and nomic-
embed-text-v1.5 (Nussbaum et al., 2024). We also
use those embedding models as the backbones of
HyQE and compare the results produced by HyQE
with those produced by the baseline embedding
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Retrieval Model | Embedding Model HyQE Model DL19 DL20 COVID NEWS Touche
- 4454 42,13 27.32 34.84 16.68
contriever contriever GPT-40 53.97 5193 35.03 4127 17.78
GPT-3.5-turbo 53.19 50.04 35.06 4233 21.02
Mistral-7b-instruct | 52.28 49.62 35.54 4256 20.78
- 70.39 6830 69.96 4094 18.99
bge-base-en-v1.5| bge-base-en-v1.5 GPT-40 72.04 69.42 80.29 43.01 19.44
GPT-3.5-turbo 71.77 6833 80.13 44.03 20.14
Mistral-7b-instruct | 70.72 69.02 7893 43.34 21.36
- 5347 53,51 6735 39.01 2045
contriever GPT-40 60.68 61.66 6490 4445 19.17
GPT-3.5-turbo 60.08 58.27 6597 4479 23.01
Mistral-7b-instruct | 57.99 59.59 65.78 44.33 22.32
- 7125 6858 80.45 4621 21.53
bge-base-en-v1.5 GPT-40 7235 6896 80.82 4625 22.11
GPT-3.5-turbo 71.66 68.83 81.55 46.18 23.15
Mistral-7b-instruct | 71.78 69.06 80.82 4597 22.80
SPLADE++ED - 70.18 7250 7673 40.65 18.03
E5-large-v2 GPT-40 7269 7146 7587 5043 20.50
GPT-3.5-turbo 7223 7188 7829 50.16 23.08
Mistral-7b-instruct | 69.92 7297 7690 48.67 22.52
- 66.68 67.28 7937 4580 23.93
nomic-embed-text-v1.5 GPT-40 7145 69.69 78.60 4594 2422
GPT-3.5-turbo 68.87 67.80 80.42 46.05 25.73
Mistral-7b-instruct | 69.20 70.56 78.83 45.93 27.18
- 72.52 72.86 83.81 54.14 26.25
text-embedding-3-large | GPT-40 75.57 7224 83.40 5433 2549
GPT-3.5-turbo 7444  72.18 83.59 53.85 27.36
Mistral-7b-instruct | 73.97 72.44 83.30 54.51 26.99

Table 1: NDCG @10 results produced by different retrievers, embedding models, and hypothetical query generators
(LLMs) across various datasets. The ‘—’ sign indicates that the results in the associated row are generated with the
baseline embedding model. The red color indicates that the baseline embedding model is outperformed by HyQE
with all three LLMs. The blue color indicates that the highest NDCG @ 10 value for a combination of retriever and
embedding models under a dataset is achieved by HyQE. According to the MTEB leaderboard (Muennighoff et al.,
2022), increasing NDCG@10 by 1 can improve the ranking by up to 10 positions.

models. We use three different LLMs to generate
the hypothetical queries: Mistral-7b-instruct-v0.2
(Jiang et al., 2023), GPT-3.5 turbo, and GPT-4o0.
Implementation Details. We first retrieve 100 con-
texts with a retriever. Then, we use an embedding
model to rank the contexts based on the cosine
similarity between the context and the query and
produce an ordered-set C i of candidate contexts
where we set K = 30. Then, we use the proposed
method to obtain r; and re-rank these 30 contexts.
Then, we compare these results with the ranking
produced by the embedding model.

Main Results. Table 1 shows the NDCG@10 pro-
duced by our methods and baseline embedding
models on the benchmarks. The Retrieval Model
and Embedding Model columns indicate which
models provide the initial list of 100 contexts and
which model is used for providing the C; 309 candi-
date contexts. The HyQE Model column indicates
which LLMs are used to generate the hypothetical

queries. The symbol ‘—’ indicates that the results
in the associated rows are produced by the baseline
embedding models without hypothetical queries.
The other rows are obtained by HyQE framework
with different combinations of retrieval models,
embedding models, and hypothetical query genera-
tors. Our methods outperform the associated base-
line embedding models most of the time. These
results answer our main question and Question A,
showing that locally hosted small-sized models and
closed-source proprietary large models can gener-
ate high-quality hypothetical queries that result in
high-quality rankings in our framework.

In addition, we use independent component anal-
ysis (ICA) to visualize the difference between the
contexts ranked by cosine similarity and those by
HyQE. By projecting the high-rank contexts’ em-
beddings onto a 2D plane, Fig.4 shows that the
contexts ranked by cosine similarity tend to cluster
near the input query in the embedding space. In
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Figure 4: ICA on the bge-base-env-v1.5 embeddings for 4 queries from COVID dataset. Each figure corresponds to
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squares represent the top 5 contexts ranked using our method, and the green triangles represent the corresponding
hypothetical queries. The full analysis on all the 50 queries can be found in Appendix A.

Embedding Model | Downsample | DL19 DL20 COVID NEWS Touche

contriever 10% 4590 4247 33.04 3794 1694
50% 5149 49.68 34.65 4023 16.71

bge-base-en-v1.5 10% 68.21 64.66 77.69 4244 19.56
50% 70.05 67.24 7938 4424 21.36

Table 2: Average NDCG@ 10 after randomly downsam-
pling the hypothetical queries generated by GPT-40 by
different ratios for multiple times.

contrast, the contexts ranked by HyQE and their
corresponding hypothetical queries are more scat-
tered. This suggests that, in the embedding space,
the queries are not necessarily adjacent to the con-
texts that provide answers to them. Hence, both the
ICA visualization and the main results support our
proposition that cosine similarity should be applied
only when comparing queries with queries to en-
sure better preservation of the causal structure and
to avoid spurious correlations.

Changing the number of hypothesis queries. As
indicated by the prompt in Figure 2, the number of
the generated hypothesis queries for each context
is determined by the LLM. Our statistics in Fig.5
shows that the LLMs generate less then 20 hypo-
thetical queries for most of the contexts. To verify
if reducing the number of hypothetical queries can
influence the performance, we downsample the hy-
pothetical queries generated by an LLM at a deter-
mined ratio multiple times, and then averaged the
results. Table 2 shows that after downsampling the
queries, most of the NDCG@10 scores are slightly
lower than those without downsampling in Tabel
1. We hypothesize that it is because different hypo-
thetical queries can be far from each other in the
embedding space, which can be observed in Fig.4.
Since in Eq.2 we use max to identify the most

relevant hypothetical queries via cosine-similarity,
downsampling the queries by half, as in our case,
can easily exclude relevant hypothetical queries,
and thus reduce the ranking performance. How-
ever, even when downsampling only 10% of the
queries, most of the results are still better than those
without HyQE as shown in Table 1.

Changing the hyperparameter \. Next, we an-
swer Question C by changing the hyperparame-
ters A in Eq.2 to examine how sensitive the HyQE
framework is to the changes. We pick 2 datasets,
4 embedding models, i.e., contriever, bge-base-en-
v1.5, ES-large-v2, and nomic-embed-text-v1.5, and
use SPLADE++ ED as the retriever so that the can-
didate contexts are the same. Fig.6 shows that
NDCG@10 decreases as A increases for most em-
bedding models, suggesting choosing small A for
these models. In Appendix C, we will present the
results of modifying A for other datasets, and we
will also explore the impact of changing the num-
ber of candidate contexts, i.e., the K in Cy f, from
30 to other values.

Compatibility with HyDE. To examine whether
HyQE is compatible with other methods, we com-
bine our method with HyDE (Gao et al., 2023a)
by using HyDE for context retrieval and HyQE for
context ranking. We use the identical embedding
models for context retrieval and ranking, and use
GPT-4o for the hypothetical context and query gen-
eration. Since HyDE generates hypothetical con-
texts and uses the average of the query embedding
and hypothetical embeddings for context retrieval,
we implement this combination in two ways. The
first is to only use HyDE to collect 100 contexts
and repeat the context ranking with HyQE as in
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Figure 6: NDCG @10 changes with .

Embedding Model | HyDE | DL19 DL20 COVID NEWS Touche
- 62.60 57.69 53.86 38.76 17.92
+HyQE | 65.58 62.72 5439 4359 18.81
xHyQE| 67.38 63.35 57.52 4549 2041
- 75.37 70.55 7549 4355 1792
+HyQE| 75.16 71.36 7898 46.12 20.69

xHyQE| 75.96 72.07 78.81 46.85 20.39

contriever

bge-base-en-v1.5

Table 3: NDCG@10 results produced by combining
HyDE with HyQE. In the ‘HyDE’ column, the ‘-’ sym-
bol indicates that the results in the associated rows
are generated by HyDE; ‘xHyQE’ indicates that after
HyDE is used to retrieve contexts, the query embedding
has been changed into the average embedding of the
query and hypothetical contexts when HyQE ranks the
contexts. ‘+ HyQE’ indicates that the query embedding
is not changed when HyQE ranks the contexts; The font
color scheme is similar to that in Table 1.

Algorithm 1. The second is to use HyDE to not
only collect the 100 contexts but also replace the
query embedding with the mean of the query and
hypothetical context embeddings during execution
of Algorithm 1. In Table 3, we compare the results
obtained in these two ways as well as those of us-
ing HyDE alone. The results answer Question C
by showing that HyQE is not only compatible with
HyDE but also can further improve the ranking
quality beyond that in Table 1.

Using the Alternative Scoring Function. We next
answer Question E by evaluating the alternative

Embedding Model | DL19 DL20 COVID NEWS Touche
contriever 51.33 46.76 33.10 38.87 15.33
bge-base-en-v1.5 71.04 6648 79.52 43.57 18.40

Table 4: NDCG@ 10 produced by using Eq.5 for HyQE.

scoring function in Eq.5. We use two embedding
models, i.e., contriever and bge-base-en-v1.5, for
both context retrieval and ranking. The hyperpa-
rameter A for each embedding model stays the
same as that produces the main results. We still
use GPT-4o to generate hypothetical queries. The
results are included in Table 4. By comparing with
the results in Table 1, it is obvious that using Eq.5
outperforms the baseline embedding models and
cannot outperform using Eq.2.

7 Conclusion

In this paper, we introduce a novel framework for
context ranking using hypothetical queries gener-
ated by LLMs. Our method is grounded in vari-
ational inference, aiming to preserve the causal
relationship between queries and the contexts. The
experimental results demonstrate that our approach
not only outperforms baselines but also can be in-
tegrated seamlessly with existing techniques, al-
lowing for iterative refinement and continuous im-
provement. Furthermore, our method can amortize
the overhead in text generation with LLM as the
input queries increase, offering a scalable and effi-
cient solution for context retrieval and ranking.
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Limitations

While our proposed framework demonstrates sig-
nificant improvements in context ranking and is
scalable, there are several limitations to consider:

1. Overhead of Query Generation and Stor-
age. The effectiveness of our method relies
on using an LLM to generate the queries. The
computational complexity for the query gen-
eration is amortized as the input queries grow.
However, this amortization is built on the
premise that the generated queries are stored
for future retrieval. And such storage will
raise the memory complexity of this frame-
work. As a result, extremely large datasets
could still pose challenges.

2. Dependency on the Type of Query. The in-
put query can have different types, e.g., ques-
tions asking for specific information, a se-
quence of keywords, etc. However, in the
prompt we only ask the LLM to generate the
questions that can be addressed by the context,
which may not have different structures than
the input query.

3. Adaptability to Context Chunk Sizes. Our
framework has been validated on well-known
TREC and MS-MARCO datasets, where the
contexts are provided. However, when deal-
ing with document retrieval, the contexts are
created by segmenting the documents into
chunks. The documents may be segmented
with different chunk sizes depending on the
requirement. Each time the document is seg-
mented, the hypothetical queries have to be
regenerated from the contexts. This issue
could potentially be mitigated by generat-
ing hypothetical queries from smaller, fixed-
sized chunks of contexts and composing those
queries for larger chunks of contexts. How-
ever, the specifics of this approach require fur-
ther investigation to ensure its effectiveness
and efficiency.

Addressing these limitations in future work will
be essential for enhancing the robustness, effi-
ciency, and applicability of our proposed context
ranking framework across a broader range of sce-
narios.
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A Visualizing the Hypothetical Query Emebeddings

We demonstrate the difference between the contexts ranked by cosine similarity and those by HyQE. We
conduct an independent component analysis (ICA) on each high-dimensional text embedding and project
the embeddings onto a 2D plane.
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Figure 7: ICA on the bge-base-env-v1.5 embeddings for the COVID dataset, which contains 50 input queries. Each
figure corresponds to one of the input queries. The purple circles represent the queries. The red squares represent
the top 5 contexts ranked using cosine similarity, and the red triangles represent the corresponding hypothetical
queries. The green squares represent the top 5 contexts ranked using our method, and the green triangles represent
the corresponding hypothetical queries.

It can be observed from Fig.7 that the contexts ranked by cosine similarity tend to cluster near the
input query in the embedding space. In contrast, the contexts ranked by HyQE and their corresponding
hypothetical queries are more scattered. This suggests that, in the embedding space, the queries are not
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necessarily adjacent to the contexts that provide answers to them. Our experimental results in Table.1
show that the ranking produced by our HyQE has a higher NDCG @10 value than that of cosine similarity.
Therefore, both the ICA visualization and the evaluation results support our proposition that cosine
similarity should be applied only when comparing queries with queries to ensure better preservation of
the causal structure and to avoid spurious correlations.

B Additional Implementation Details

In our implementation, we have used Mistral-7b-instruct-v0.2, GPT-3.5-turbo, and GPT-40 to generate
hypothetical queries.

For Mistral-7b-instruct-v(.2, we use the pre-trained model. We set the context window size as 3900,
and the maximum number of outputs as 1024. We also use an instruction prompt as shown in Fig.8 to
wrap the prompt in Fig.2.

<s>[INSTI\nYou are an AI assistant. Here are some rules you always follow:

- Generate human readable output, avoid creating output with gibberish text.

- Don't plainly replicate the given instruction.

- Generate only the requested output, don't include any other language before or
after the requested output.

- Never say thank you, that you are happy to help, that you are an AI agent, etc.
Just answer directly.

- Generate professional language typically used in business documents in North
America.

- Never generate offensive or foul language.

The user prompt is as follows:\n\n\{prompt}[/INST]I</s>

Figure 8: Instruction Prompt for Mistral-7b-instruct-v0.2. ‘{prompt}’ is the placeholder for the prompt shown in
Fig.2.

We show examples of the hypothetical queries generated by Mistral-7b-instruct-v0.2 in Fig.9.

r

“Title: Emergency Radiology During the COVID-19 Pandemic: The
Canadian Association of Radiologi: dations for Practice.

Content: Coronavirus Disease 2019 (COVID-19) is the disease caused by
the novel coronavirus officially named the Severe Acute Respiratory
Syndrome Coronavirus 2 (SARS-CoV-2), declared as a pandemic by the
‘World Health Organization on March 11, 2020. The COVID-19 pandemic
presents an to i practice.
The continuity of an effective emergency imaging service for both

COVID-19 and non-COVID-19 patients is essential, while adhering to
best infection control practices. Under the direction of the Board of the
Canadian Association of Radiologists, this general guidance document
has been synthesized by collaborati of a group of emergency

diologists. These ions aim to assist radiologists involved
in emergency diagnostic imaging to help mitigate the spread of COVID-
19 and continue to add value to patient care in the emergency setting.”

“The life cycle depends on the humidity and temperature of your house: The eggs hatch in 1-6 days.
They will be in the carpet, the furniture and are in highest numbers where she spends most of her
time. The eggs hatch to become larvae. They molt and have 3 stages. The total time for this stage is
6-36 days. The pupae is a cocoon that the larvae goes into. The cocoon takes about 7-10 days to
develop but then can be dormant for a long time until a host enters the situation (such as a cat). The
adult flea is really only on the pet for about 2 weeks. The rest of the time is spent off the pet.”

“Federal Court Rcords. IF the naturalizatin too place in  Federal cour, | (SRR OFeEaRI S e R 4 NARA reiona e o edee i pairiaions 1)
naturalization indexes, declarations of intent, and petitions will usually be in the
NARA rgional fcilty seving he St n wich the Federal court s ocated | | WHIGH GoUF SlingJads o Specific ntralization e bein housed i & patcular NARA Ty |

Figure 9: Contexts and the corresponding hypothetical queries generated by Mistral-7b-instruct-v0.2. The contexts
are in the yellow bubble. The hypothetical queries are in the blue bubbles.

For GPT-3.5-turbo and GPT-40, we send the following message to OpenAl API with the parameters
temperature = 0.1, top_k = 1 and n = 1 in the request. For the same contexts in Fig.9, GPT-40
generates the queries as shown in Fig.11.
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"role": "system”
"content": "
You are an AI assistant. Here are some rules you always follow:
- Generate human readable output, avoid creating output with gibberish text.
- Don't plainly replicate the given instruction.
- Generate only the requested output, don't include any other language
before or after the requested output.
- Never say thank you, that you are happy to help, that you are an AI agent,
etc. Just answer directly.
- Generate professional language typically used in business documents in
North America.
- Never generate offensive or foul language,

3,
{
"role": "user”
"content": {prompt},
3

Figure 10: Messages sent to OpenAl API. ‘{prompt}’ is the placeholder for the prompt shown in Fig.2.

“Title: Emergency Radiology During the COVID-19 Pandemic: The
Canadian Association of Radiologists Recommendations for Practice.
Content: Coronavirus Disease 2019 (COVID-19) is the disease caused by
the novel coronavirus officially named the Severe Acute Respiratory
Syndrome Coronavirus 2 (SARS-CoV-2), declared as a pandemic by the
‘World Health Orgammuon on March 11, 2020. The COVID-19 pandemic

an d challenge to emergency radiology practice.
The conhnulty of an effective emergency imaging service for both <
COVID-19 and non-COVID-19 patients is essential, while adhering to

best infection control practices. Under the direction of the Board of the
Canadian Association of Radiologists, this general guidance document
has been synthesized by collat i of a group of emergency

diologi These dations aim to assist radiologists involved
in ic imaging to help mitigate the spread of COVID-

19 and cantmue to add value to patient care in the emergency setting.”

~

“The life cycle depends on the humidity and temperature of your house: The eggs hatch in 1-6 days.
They will be in the carpet, the furniture and are in highest numbers where she spends most of her
time. The eggs hatch to become larvae. They molt and have 3 stages. The total time for this stage is <
6-36 days. The pupae is a cocoon that the larvae goes into. The cocoon takes about 7-10 days to
develop but then can be dormant for a long time until a host enters the situation (such as a cat). The
adult flea is really only on the pet for about 2 weeks. The rest of the time is spent off the pet.”

Ve

e o et 1 e a1 gV sk ot i el
A T S I i e e s A
e

Figure 11: Contexts and the corresponding hypothetical queries generated by GPT-40. The contexts are in the
yellow bubble. The hypothetical queries are in the blue bubbles.

We mentioned in Section 6 that we use a different prompt from that in Fig.2 for the Touche dataset.
The prompt is shown in Fig.12. We designed this prompt because each query in this dataset is about the
topic of an argument, and the contexts record the dialogues in the argument, which may deviate from the
topic. An example is provided in Fig.1.

In Table 5 we show the hyperparameter A we set for each embedding model to obtain the results in
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Which topics could the 'Content' section of the following passage be arguing about.
If the 'Content' section provides no meaningful argument, respond with a single 'No
content '.

" “<passage>
{context}
</passage>" "~

Topics are questions.
Each question must be very short, different, and be written on separate lines.
Do not mention the passage itself or the author of the passage...

Figure 12: Prompt designed for the Touche2020 dataset. ‘{context}’ is the placeholder for the context.

Table 1. Note that for bge-base-env-v1.5, we use a much smaller A than other models because we do not
normalize the product between the embeddings of the input queries and hypothetical queries but normalize
the product between the embeddings of the queries and contexts. In this way, we obtain better and more
stable results than those when we normalize all the inner products.

‘ contriever ‘ bge-base-en-v1.5 ‘ ES-large-v2 ‘ nomic-embed-text-v1.5 ‘ text-embedding-3-large
A

20 | 0.03 05 | 0.5 | 0.3

Table 5: Hyperparameter A used for each embedding model to produce results in Table 1.
Next, we show the derivation of ELBO in Eq.3.

D1 (pq(c)llp(clg))
= Eoup,(ollogpy(c) —logp(clq)]
)

plglo)p(c)

= Ecvp,(e)[logpg(c log

) —log ————~]
p(q)
c~p (c) [Ingq(C) logp( )] IEcwpq c) [logp(Q|C)] CNpq(C) [logp(q)]
= Dkr(pg(c)llp(c)) = Ecnp,(o)llog p(glc)] + logp(q)
< ELBO

C Additional Experimental Results

In Fig.13 we show the statistics of the hypothetical queries generated for each context in the benchmark
datasets. For most of the contexts across the datasets, the LLM only generates less then 10 hypothetical
queries. Furthermore, Table 6 shows that the average token lengths of the hypothetical queries generated
are around 10 for most benchmarks. This attributes to our designed prompts requiring the LLMs to
generate atomic queries for the contexts.

In Section 6, we have shown how changing the hyperparameter A affects HyQE on the DL19 and DL20
datasets. We now show the results on 3 other datasets in Fig.14. Most of the results align with those in the
main text, suggesting choosing a small A for all models except for contriever.

We have also tried to use different embedding models for retrieval and ranking. As shown in Table
7, the results align with those reported in the main text, indicating that HyQE can enhance the ranking
quality.

HyQE Model DL19 DL20 COVID NEWS Touche
Gpt-3.5-Turbo 11.30 1141 13775 16.87 10.35
Gpt-4o 880 890 1145 9.17 7.14
Mistral-7b-Instruct | 12.83 13.24 16.43 14.80 22.48

Table 6: Average number of tokens for each hypothetical query generated in each dataset.
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Figure 13: The x-axis indicates the number of hypothetical queries generated for a context. The y-axis indicates the
percentage of contexts in the dataset.
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Figure 14: NDCG @10 changes with .

Retrieval Model | Embedding Model HyQE Model | DL19 DL20 COVID NEWS
- 65.52 6229 51.60 42.59
GPT-3.5-turbo | 66.16 62.15 53.80 42.69
- 66.24 6520 47.08 46.72
GPT-3.5-turbo | 66.44 6494 51.51 47.17
- 63.27 60.07 54.07 43.34
GPT-3.5-turbo | 64.52 62.09 53.39 44.20
- 52.78 51.10 63.57 40.17
GPT-3.5-turbo | 59.56 56.73 73.62 45.47
- 69.48 71.01 66.19 48.10
GPT-3.5-turbo | 71.92 71.36 77.62 48.41
- 68.20 65.61 77.25 43.60
GPT-3.5-turbo | 71.28 67.20 77.69 44.30

bge-base-en-v1.5

contriever E5-large-v2

nomic-embed-text-v1.5

contriever

bge-base-en-v1.5| ES-large-v2

nomic-embed-text-v1.5

Table 7: NDCG@10 results produced by different combinations of embedding models across various datasets. The
‘—’ sign indicates that the results in the associated row are generated without HyQE. The blue color highlights that
using HyQE for ranking results in a higher NDCG@ 10 value compared to not using HyQE for the combination of
embedding models and dataset.

In addition to using different LLMs to generate the hypothetical queries, we also vary the temperatures
of the LLM during the generation. Higher temperatures can make the LLM’s response more random. In
Table 8, we utilized contriever for retrieval and embedding and used GPT-3.5-turbo for query generation
under different temperatures. The results show that the ranking performances of our approach is not
significantly impacted by the temperature.

In Algorithm 1, the parameter K in the candidate context set C, - functions can also be considered
as a hyperparameter. Setting a small value for K limits the range of contexts to be ranked, resulting
in fewer calls to the LLM. Conversely, a large value of K allows for low-rank but potentially highly
relevant contexts to be re-ranked. However, this increases the number of calls to the LLM and the risk of
erroneously assigning a high rank to a low-relevant context. In Section 6, the results are obtained with K
set to 30. In Table 9, we show how the performance of HyQE changes with the value of K. Compared
with Table 1, the results for K = 20 and K = 30 are close to each other.

Temperature | DL19 DL20 COVID NEWS Touche
0.1 53.19 50.04 35.06 4233 21.02
0.5 53.05 49.50 3570 4096 2043
1.0 52.56 49.74 36.10 4198 21091

Table 8: NDCG@ 10 results produced by using contriever for retrieval and embedding, and using GPT-3.5-turbo for
query generation under different temperatures.
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Retrieval Model | Embedding Model HyQE Model K DL19 DL20 COVID NEWS
10 46.35 43.56 28.84 36.74
20 51.38 48.59 32.82 41.33
10 46.14 4294 28.63 36.24
20 50.85 48.16 3290 40.18
10 66.55 61.84 52.66 42.09
20 66.16 62.15 53.80 42.69
10 66.58 61.94 52.62 4231
20 65.89 6240 5393 4299
10 66.55 64.85 2732 34.84
20 66.48 64.98 2732 34.84
10 66.41 64.84 48.38 46.08
20 65.67 65.09 5278 46.28
10 62.12 61.77 53.92 44.83
20 64.11 62.08 53.26 43.86
10 6448 61.54 5546 43.09
20 63.47 63.69 5471 4422

GPT-3.5-turbo
contriever

Mistral-7b-instruct

GPT-3.5-turbo

bge-base-en-v1.5

Mistral-7b-instruct

contriever
GPT-3.5-turbo

ES-large-v2
Mistral-7b-instruct

GPT-3.5-turbo

nomic-embed-text-v1.5

Mistral-7b-instruct

Table 9: NDCG@ 10 results produced by embedding models and hypothetical query generators (LLMs) across
various datasets. The values in the K column indicates HyQE is used to re-rank the top-K contexts ordered by the
embedding model.
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