
Findings of the Association for Computational Linguistics: EMNLP 2024, pages 12580–12592
November 12-16, 2024 ©2024 Association for Computational Linguistics

AuriSRec: Adversarial User Intention Learning in Sequential
Recommendation

Junjie Zhang1,2, RuoBing Xie3, Wenqi Sun1,2, Leyu Lin3,
Wayne Xin Zhao1,2* and Ji-Rong Wen1,2,

1Gaoling School of Artificial Intelligence, Renmin University of China,
2Beijing Key Laboratory of Big Data Management and Analysis Methods.

3Tencent
junjie.zhang@ruc.edu.cn, batmanfly@gmail.com

Abstract

With recommender systems broadly deployed
in various online platforms, many efforts have
been devoted to learning user preferences and
building effective sequential recommenders.
However, existing work mainly focuses on cap-
turing user implicit preferences from historical
interactions and simply matching them with
the next behavior, instead of predicting user
explicit intentions. This may lead to inappro-
priate recommendations. In light of this issue,
we propose the adversarial user intention learn-
ing approach for sequential recommendation,
named AuriSRec. The major novelty of our
approach is to explicitly predict user current
intentions when making recommendations, by
inferring their decision-making process as ex-
plained in target reviews (reviews written after
interacting with the ground-truth item). Specif-
ically, AuriSRec conducts adversarial learning
between an intention generator and a discrimi-
nator. The generator predicts user intentions by
taking their historical reviews and behavioral
sequences as inputs, while target reviews pro-
vide guidance. Beyond typical sequential mod-
eling methods in the field of natural language
process (NLP), a decoupling-based review en-
coder and a hybrid attention fusion mechanism
are introduced to filter noise and enhance the
generation capacity. On the other hand, the
discriminator determines whether the intention
is generated or real based on their matching
degree to the target item, thereby guiding the
generator to produce gradually improved inten-
tions. Extensive experiments on five datasets
demonstrate the effectiveness of our approach.

1 Introduction

Nowadays, recommender systems have become in-
creasingly prevalent in various online platforms.
Since user behaviors are dynamically evolving
over time, the task of sequential recommenda-
tion (SR) has received significant attention in the
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literature (Wang et al., 2019; Sun et al., 2019).
Representative approaches include early Markov
Chain methods (Rendle et al., 2010), and recent
advances based on Transformer architecture (Kang
and McAuley, 2018), which have greatly improved
the performance of sequential recommendations.

In general, to interact with an item, a user is
initially motivated by an intrinsic intention, which
contains demands for certain types of items with
personal reasons. They then follow the intentions to
determine the behavior for subsequent interactions.
Therefore, an ideal sequential recommender should
make recommendations by explicitly inferring user
current intentions. However, existing SR mod-
els (Kang and McAuley, 2018) mainly focus on
capturing sequential patterns from user historical
interactions and simply match them with the next
interacted item, without analyzing user explicit in-
tention underlying their interaction behaviors. We
argue that this may lead to sub-optimal recommen-
dations. While it is appealing to align recommenda-
tion models with the real decision-making process
of users, there remains a lack of exploration in this
area. One of the main challenges is the difficulty
in gathering user explicit intention data for train-
ing purposes, as user may not actively disclose this
personal information. Notably, many e-commerce
platforms like Amazon and Yelp encourage users
to write reviews on purchased products, explicitly
explaining their experiences in interactions.

To make personalized recommendations, we aim
to develop explicit intention learning in recom-
mender systems, by employing advanced NLP tech-
niques to analyze user personal information in re-
views. Specifically, given a target item (i.e., the
ground-truth item to recommend), the associated
review (called target review) contains explicit evi-
dence of user current intentions, which can guide
explicit intention learning. In addition, user histori-
cal reviews also reflect their evolving preferences,
providing valuable information to predict user in-
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tentions. Despite its promise, there are three main
challenges. Firstly, predicting user fine-grained in-
tentions is more complex than predicting potential
items, posing a challenge to the model’s genera-
tion capability. Secondly, to extract user explicit
intention from reviews, existing methods often di-
rectly encode review sequences using universal pre-
trained language models (PLMs) like BERT (De-
vlin et al., 2019). However, we argue that reviews
contain complex information, including personal-
ized user preferences 1, general item characteris-
tics, and even noise data (Chen et al., 2018). A
sophisticated review encoder is needed to purify
these semantics in reviews for effective user inten-
tion learning. Lastly, both user reviews and behav-
ioral sequences are crucial for intention prediction,
but their heterogeneous nature makes it challenging
to integrate them directly.

To this end, in this paper, we present the pro-
posed adversarial user intention learning approach
for sequential recommendation, named AuriSRec.
Our approach takes user historical reviews and be-
havioral sequences as input, and leverages target
reviews as guidance, aiming to explicitly infer user
intentions via adversarial learning. To achieve this,
we focus on two key points: (1) integrating user
historical reviews and behavioral sequences for in-
tention prediction, and (2) aligning the predicted
intention with user real intention. For the first point,
we design an intention generator by introducing a
hybrid attention fusion mechanism. Specifically,
instead of a universal language model, we equip the
generator with a decoupling-based review encoder,
to purify user preferences and item characteristics
from reviews. Then, the generator employs purified
user preferences as prompts to enhance behavior
sequence encoding and infers preference-enhanced
intentions. For the second point, we develop an ad-
versarial learning framework, where user intentions
derived from target reviews are treated as real inten-
tions. A discriminator is introduced to evaluate the
match between intentions (either real or generated)
and target items, guiding the generator to improve
intention predictions and recommendations.

To our knowledge, this is the first work that ex-
plicitly predicts user intention for next interaction.
To evaluate the proposed approach, we conduct ex-
tensive experiments on five real-world recommen-

1Here, we define preference to distinguish it from inten-
tion. User preferences are learned from historical reviews and
reflect their intrinsic tastes. While intentions are the motiva-
tions behind decisions with target items and more immediate.

dation datasets. The results demonstrate that Au-
riSRec outperforms several competing baselines.

2 Related Work

Sequential Recommendation. This field predicts
potential items by capturing user preferences from
their behavioral sequences. Deep neural networks
like Transformers have been introduced to enhance
the modeling capacity (Kang and McAuley, 2018).
Recent focus (Wang et al., 2022; Zhang et al.,
2023a,b; Hou et al., 2023) includes incorporating
modality features (e.g., text and images) to build
transferable and universal recommendation models.
However, existing methods mainly capture user im-
plicit preferences from their historical interactions
without explicitly analyzing underlying intentions,
leading to sub-optimal performance.

Intention Learning for Recommendation. This
field focuses on inferring user intentions to im-
prove recommendations (Chen et al., 2022; Cai
et al., 2021). Most existing studies predict user
intentions in the latent space. Especially, DSS-
Rec (Ma et al., 2020) introduces an intent variable
to capture mutual information between a user’s his-
torical interactions and multiple future behaviors.
ICLRec (Chen et al., 2022) clusters user behavior
representations and uses the centroids as intention
representations. ICSRec (Qin et al., 2023) splits
user behavioral sequences and applies intention
learning among the sub-sequences. Nevertheless,
these studies may introduce biases, as the captured
intention is simulated by models implicitly rather
than exposed by users.

Review-based Recommendation. As traditional
collaborative filtering methods struggle with sparse
data (He et al., 2020), researchers have explored
incorporating reviews to improve modeling (Zheng
et al., 2017; Chin et al., 2018). For sequential rec-
ommendation, RNS (Li et al., 2019) integrates user
historical reviews and behavioral sequences to fa-
cilitate recommendations. However, this approach
employs a universal review encoder to encode re-
views, disregarding their coupled user preferences
and item characteristics. Moreover, it merely de-
pends on historical reviews to capture user prefer-
ences, neglecting user intention expressed in target
reviews. In contrast, our work purifies semantics in
reviews and explicitly predicts user current inten-
tions, guided by real intentions expressed in target
reviews through adversarial learning.
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3 Problem Definition

In this section, we introduce the notations and de-
fine the task. Formally, given a set of users U
and a set of items I in a recommender system,
we can obtain the interaction records for each user
u ∈ U , and organize them into a chronologically
ordered item sequence Su = {i1, i2, · · · , in} with
length n. Each interaction likely has a correspond-
ing review r written by user u for item i (we
also consider cases where reviews are only writ-
ten after a few interactions). We organize user u’s
historical reviews into a chronological sequence
Ru = r1, r2, . . . , rn. Especially, we propose infer-
ring user potential intentions by jointly modeling
user reviews and historical interaction sequences.
To improve their alignments, instead of using item
IDs, we acquire item textual representations by em-
ploying BERT (Devlin et al., 2019) to encode item
description text (e.g., title, category, and brand),
following a similar approach to (Hou et al., 2022):

xi = BERT([[CLS];w1, . . . , wm]), (1)

Here we define the task of sequential recommen-
dation. Given historical reviews Ru and behavioral
sequence Su of user u, we aim to recommend a top-
K ranking list of items as the potential next items
by predicting p(in+1|Ru, Su). Since the prediction
is performed for the (n+1)-th step, we refer to the
ground-truth item in+1 and its associated review
rn+1 as target item and target review, respectively.

4 Methodology

In this section, we present AuriSRec, an approach
for explicit intention learning. We first describe our
overall framework, then discuss two key parts (i.e.,
review decoupling and intention generation), and
finally present the optimization process. Figure 1
illustrates the overall architecture.

4.1 Overall Framework
Our model focuses on explicitly forecasting user in-
tentions when making recommendations, by align-
ing with real user decision-making processes as
expressed in target reviews. To achieve this, we de-
velop an adversarial learning framework between
an intention generator G and a discriminator D.
Guided by target reviews, the generator takes both
user historical reviews and behavioral sequences as
input, and predicts potential intentions as follows:

eg = G
(
p1, . . . ,pn︸ ︷︷ ︸
past preferences

,x1, . . . ,xn︸ ︷︷ ︸
interaction

)
, (2)

where eg is the predicted intention, p1, . . . ,pn are
user preferences learned from historical reviews
and x1, . . . ,xn are user behavioral sequence.

In the proposed framework, our approach intro-
duces three main technical advancements. Specif-
ically, to purify intricate semantics coupled in re-
views, we design a dual-perspective contrastive
learning task, thereby pre-training a decoupling-
based review encoder (Section 4.2). To integrate
the extracted user preferences with behavioral se-
quences for intention predictions, we propose a hy-
brid attention fusion mechanism, where user pref-
erences act as prompts to guide the encoding of
behavioral sequences (Section 4.3). To align the
predicted intentions with user real intentions, we
develop an adversarial learning approach. In this
process, we consider intentions expressed in user
target reviews as real intentions. A discriminator is
designed to discriminate whether the input inten-
tion is generated or real according to their matching
degree to the target item. Through a minimax game,
the discriminator guides our model (i.e., generator)
to match the distribution of real user intention (Sec-
tion 4.4). Finally, we leverage the inferred user
intention to predict the next item as follows:

P (in+1 | Su, Ru) = Softmax
(
eg · xin+1

)
. (3)

In what follows, we provide a detailed introduction.

4.2 User Review Decoupling
To infer a user’s current intention, it is crucial
to consider insights from their historical reviews.
However, since user reviews are freely written, they
blend personalized user preferences, and general
item characteristics. This poses challenges in ex-
tracting personal semantics within reviews. Unlike
existing NLP methods that use a universal language
model, we design a decoupling-based review en-
coder pre-trained by a dual-perspective contrastive
task, aiming to purify coupled semantics.

4.2.1 Decoupling-based Review Encoder.
In addition to taking PLMs as the review encoder to
encode the universal semantics, we integrate a user
head and an item head on its basis to purify user
preferences and item characteristics from reviews,
respectively. Both the user head and item head are
lightweight transformer encoders. Formally, given
the review rj and its words {w1, w2, · · · , wl}, sim-
ilar to the textual encoding technique of item texts
(i.e., xi in Eq. (1)), we first employ BERT model to
extract the universal semantics Hj in review. We
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Figure 1: The overall framework of AuriSRec. It includes an adversarial learning framework and essential
components for explicit intention predictions and recommendations.

then input Hj into the user head and item head to
acquire the representations of user preference pj

and item characteristics vj as follows:

pj = User-head(Hj ·Wp + bp), (4)
vj = Item-head(Hj ·Wv + bv). (5)

where pj ,vj ∈ RdV are the sum of last layer
hidden states of the input.

4.2.2 Dual-Perspective Contrastive Task.

Given the decoupling-based review encoder men-
tioned above, we pre-train the user and item heads
to focus on user preferences and item character-
istics in reviews, respectively. Since there are no
explicit labels for these different semantics, we aim
to achieve this purpose through unsupervised learn-
ing. Notably, reviews by the same user may express
their personal preferences, including intrinsic fac-
tors unrelated to the item being commented. Simi-
larly, reviews for the same item may highlight con-
sistent item features like color and price. With this
in mind, our idea is to encourage the user head to
extract similar preferences from the reviews written
by the same user, while simultaneously enforcing
the item head to extract similar item characteristics
from the reviews about the same item.

To implement this, we design a dual-perspective
contrastive learning task, where positive and neg-
ative samples are selected in dual perspectives.
Specifically, on one hand, reviews by the same
user, reflecting similar preferences, are positive
samples to be pulled together from a user perspec-
tive. Conversely, since these reviews are for differ-
ent items, they contain distinct item characteristics
and should serve as negative samples to be pushed
away from an item perspective. Therefore, even the

same review acts as opposite polarities under differ-
ent perspectives, enabling the encoder to decouple
user preferences and item characteristics. Formally,
for a review rj written by a user u to an item i, we
sample ruj from reviews written by the same user
but for distinct items, and rij from reviews received
by the same item but from different users. We first
conduct a user perspective contrastive learning and
use the user head to capture the representations
of user preferences (e.g., pj in Eq. (4)). Then we
pull together ⟨pj ,p

u
j ⟩, which reflects similar user

preferences, while pushing apart ⟨pj ,p
i
j⟩ and other

in-batch negatives as follows:

ℓuser=−
B∑

j=1

log
exp

(
pj · pu

j /τ
)

B∑
j′=1

[
exp

(
pj · pu

j′/τ
)
+exp

(
pj · pi

j′/τ
)] ,

(6)

where preferences of different users pu
j′ (in-batch

negatives) and pi
j′ (other users who interacted with

the same item) are regarded as negative samples.
The item perspective contrastive loss is symmetric:

ℓitem=−
B∑

j=1

log
exp

(
vj · vi

j/τ
)

B∑
j′=1

[
exp

(
vj ·vi

j′/τ
)
+exp

(
vj ·vu

j′/τ
)] ,

(7)

The overall loss of dual-perspective contrastive
learning can be formalized by combining the two
perspective losses mentioned above as follows:

Lpre−train = ℓuser + ℓitem. (8)

Overall, the proposed decoupling-based review
encoder can outperform universal encoders (e.g.,
BERT), by decoupling user preferences and item
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characteristics within reviews respectively. To en-
hance the efficiency, we pre-encode and cache each
review, allowing extracted representations to be
directly used in downstream modules. This signifi-
cantly reduces inference latency. We showcase the
intricate semantics in reviews and demonstrate the
efficacy of our review encoder in Appendix D.

4.3 Preference-enhanced Intention Generator

Predicting user intentions is more challenging than
predicting the next interaction, due to its fine-
grained nature. Therefore, we aim to develop a
preference-enhanced intention generator Gθ that
considers both user historical reviews and behav-
ioral sequences. Especially, we build the inten-
tion generator by extending the widely-used Trans-
former architecture with a hybrid attention fusion
mechanism, to integrate these intricate signals.

4.3.1 Hybrid Attention Fusion Mechanism.
We employ user behavioral sequences and histor-
ical reviews to predict their intentions. As men-
tioned in Section 4.2, user review sequences can be
decoupled into user preference sequences and item
characteristic sequences, by Eq. (4) and Eq. (5).
User behavioral sequences can be encoded to their
textual representation, using Eq. (1). To inte-
grate these signals, we consider user preferences as
the personalized prompts in modeling user behav-
ioral sequences, and employ item characteristics to
bridge the semantic gap between them.

Specifically, given the user preference sequence
and behavior sequence, we first concatenate these
two sequences and input them to the generator with
different attention mechanisms. For user prefer-
ences, since they reflect user intrinsic tastes, we em-
ploy bidirectional attention to capture their global
preference features. For behavioral sequences,
to capture the evolving sequential patterns, we
adopt the left-to-right attention encoding. Notably,
since user behaviors are driven by their relevant
intrinsic preferences, we extend the attention con-
text in behavior modeling by incorporating both
the leftward context of the behavioral sequence
and the user preferences through cross-attention.
This allows user preferences to act as personalized
prompts (Liu et al., 2023), guiding the behavioral
sequence encoding and enhancing intention gen-
eration. Additionally, we use item characteristic
sequences to enhance the query in cross-attention
between user preferences and behavioral sequences,
to bridge the gap between them. This is because

item characteristics extracted from reviews cor-
relate with user preferences (decoupled from the
same review) and align with behavioral sequences
(reflecting general item characteristics). The inten-
tion generator can be formalized as follows:

F 0= [x1, . . . ,xn] (9)

P l+1= FFN(Self-Attn(P l,P l,P l)), (10)

F l+1= FFN(Cross-Attn([V +F l],[P l;F l],[P l;F l])), (11)

where F l = [f l
0; . . . ;f

l
n] denoted hidden repre-

sentations of behavioral sequence in the l-th layer,
P l = [pl

0; . . . ;p
l
n] denotes user preferences and

V = [v0; . . . ;vn] are the item characteristics ex-
tracted from historical reviews. To obtain the out-
put of the intention generator (Eq. (2)), we take the
final hidden vector of the extended sequence fL

n as
the generated user intention, denoted as eg.

4.4 Intention Learning and Recommendation
To improve generation effectiveness, we employ
an adversarial learning framework. This involves
aligning the generator’s estimated intentions with
real intentions expressed in target reviews, based
on the guidance of discriminator. In what follows,
we introduce the discriminator architecture, sum-
marize the adversarial learning process, and present
recommendation optimization and inference.

4.4.1 Intention-Item Relation Discriminator.
As previously stated, user next behavior is driven
by their current intentions. We hypothesize that
a close connection exists between a perfectly gen-
erated intention and the target item. Therefore,
unlike other adversarial learning methods (Good-
fellow et al., 2020) that directly distinguish the
generated data from the real one, we introduce an
intention-item relation discriminator D (parame-
terized by ϕ). It captures the consistency between
user intentions and target items, evaluating their
compatibility as a matched pair. Specifically, given
the intention representation e (Eq. (2)) and item
textual representation x (Eq. (1)), we discriminate
their matching relation as:

Dϕ(e,x) = Sigmoid(MLP(e⊕ x)), (12)

where ⊕ denotes concatenation, and MLP is a
3-layer neural network.

4.4.2 Adversarial Learning.
For adversarial learning, given a target item, we
consider the intention predicted by the generator as
a mismatched representation (i.e., fake intention)
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and the intention learned from the target review as
a matched representation (i.e., real intention). This
is because the target review contains explicit expla-
nations from users about their interaction decisions,
making it a surrogate of real intention. Especially,
to obtain real intention representation et, we fol-
low the similar generation process as depicted in
Eq. (2), while taking user target reviews and histor-
ical interactions as input:

et = G(Hn+1;x1, · · · ,xn), (13)

where Hn+1 is the encoded target review. The
consistent fake and real intention generation pro-
cess empirically improves the training stability.

In addition to focusing on the intention side, we
also conduct adversarial learning on the item side,
by sampling negative items and discriminating their
matching degree to real intention. Overall, through
iterative minimax optimization, the discriminator
guides the intention generator to produce intentions
that better match real user intentions and are more
consistent with target items. Formally, the adver-
sarial learning process is as follows:

ℓadl(θ, ϕ) = min
θ

max
ϕ

B∑

j=1

(

Eet=G(Hn+1;Su),xj∼ppos [log(Dϕ(e
t,xj))]

+Eet=G(Hn+1;Su),x′
j∼pneg

[1−log(Dϕ(e
t,x′

j))]

+Eeg=G(P ;Su),xj∼ppos [1−log(Dϕ(e
g,xj))]),

(14)

where et and eg indicate real and fake intention
learned from target review (Eq. (13)) and generated
by Eq. (2), respectively. xj ∼ ppos and x′

j ∼ pneg
denote target item and fake items obtained by in-
batch negative sampling, respectively.

4.4.3 Recommendation optimization and
Inference.

Via adversarial learning, our model (i.e., the gen-
erator) can effectively predict the current intention
of a user for the next interaction. To further im-
prove the recommendation efficacy, we optimize
the widely used cross-entropy loss as follows:

ℓrec(θ) = −
|I|∑

j=1

log
exp

(
eg
j · xj/τ

)
∑|I|

j′=1 exp
(
eg
j · x′

j/τ
) , (15)

where eg is the predicted intention by our genera-
tor. In general, our approach is trained by jointly
optimizing the adversarial loss in Eq. (14) and rec-
ommendation loss in Eq. (15), with a weight ratio
of 1 : 1. During inference, we make recommenda-
tions with the predicted intention by Eq. (3). We
analyze the overall complexity in Section 4.5.2.

4.5 Discussion

4.5.1 Comparison with existing methods

Here, we discuss the relationships between our
proposed InstructRec and other methods.

(1) Traditional sequential recommendation mod-
els (Kang and McAuley, 2018; Sun et al., 2019)
typically rely on user historical interactions to cap-
ture implicit preferences. However, these implicit
patterns may not align with real user intentions,
leading to suboptimal recommendations. Our ap-
proach aims to explicitly predict user current inten-
tions, by aligning with their real decision-making
process expressed in target reviews.

(2) Intention-enhanced methods (Chen et al.,
2022; Qin et al., 2023; Tanjim et al., 2020; Cai et al.,
2021) focus on inferring user intentions when mak-
ing recommendations, by employing user behavior
types and item category information. Although ef-
fective, we argue that this data is coarse-grained
and cannot fully reflect user fine-grained needs. In
contrast, our method derives explicit user inten-
tions from personalized reviews, which provide
clear evidence of user intentions.

(3) Universal sequence representation methods
like UniSRec (Hou et al., 2022) involve learning
item textual representation using PLMs. However,
these methods heavily focus on modeling modal
features. In contrast, our proposal integrates seman-
tic information from reviews and user behaviors
through a hybrid-attention fusion mechanism, bal-
ancing content and collaborative-based modeling.

(4) Review-based sequential recommenders such
as RNS (Li et al., 2019) encodes historical reviews
using a unified review encoder. However, they fail
to consider the distinct semantics related to users
and items within reviews, resulting in less repre-
sentative embeddings. Moreover, none of these
methods explore using user target reviews to pre-
dict their current intentions. Our work introduces a
decoupling-based review encoder to purify intricate
semantics in reviews, and employ target reviews as
guidance for user intention prediction.

(5) Adversarial learning approaches (Xie et al.,
2021; Zhao et al., 2020) employ adversarial learn-
ing to predict next items. In contrast, Our method
focuses on capturing fine-grained intention distribu-
tion, making more suitable recommendations. We
also introduce user and item two-sided adversarial
learning to capture user-item relations better.
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4.5.2 Complexity analysis

In this part, we analyze the complexity of our
proposed InstructRec. Specifically, for dual-
perspective contrastive learning, it takes a time of
O(BKM2D), where K is the number of layers of
review encoder, M is the average length of reviews
and D is the dimension of hidden representation.
Due to the high cost, we pre-encode reviews and
cache the results. For the generator, since it takes
both historical reviews and behavioral sequence as
input, the time complexity is O(2BLN2D), where
L is the number of layers of the generator and N is
the average length of behavioral sequences. For the
discriminator, since we conduct adversarial learn-
ing on both the intention and item side, the time
complexity is O((2 + B)BD). Thus, the com-
putation cost of adversarial learning is dominated
by the generator, which is twice as complex as
the classic Transformer-based SASRec (Kang and
McAuley, 2018). For inference, the target review
and discriminator are discarded. After generating
the predicted intention eg, the complexity is the
same as standard MF methods for evaluating the
candidates (O(D|I|)).

5 Experiments

5.1 Experimental Setup

5.1.1 Datasets.

We experiments with five categories from Amazon
review dataset (Ni et al., 2019): “Industrial and
Scientific”, “Prime Pantry”, “Musical Instruments”,
“Arts, Crafts and Sewing” and “Office Products”.
Interactions are grouped by users and sorted by
timestamp. Dataset statistics are in Table 5.

5.1.2 Approaches for Comparison.

We consider the following four types of base-
line methods for performance comparison: (1)
Traditional sequential recommendation meth-
ods: SASRec (Kang and McAuley, 2018) and
BERT4Rec (Sun et al., 2019); (2) Intention-
enhanced methods: SSE-PT (Wu et al., 2020)
and ICLRec (Chen et al., 2022); (3) Univer-
sal text-enhanced methods: S3-Rec (Zhou et al.,
2020), ZESRec (Ding et al., 2021), and UniS-
Rec (Hou et al., 2022); (4) Review-enhanced meth-
ods: RNS (Li et al., 2019). We give a detailed
description of each baseline in Appendix B.

5.1.3 Implementation Details.

Following prior work (Hou et al., 2022), we set
the maximum user behavioral sequence length to
50. We optimize all the baselines by searching the
hyper-parameters. For AuriSRec, we pre-train the
review encoder for 100 epochs. Using Adam opti-
mizer with a batch size of 2,048, we tune the learn-
ing rate in {0.0007, 0.001, 0.007, 0.01}. We eval-
uate the next-item recommendation performance
using hit ratio (HR) and normalized discounted
cumulative gain (NDCG) metrics.

5.2 Overall Performance

We compare the performance of different methods
in Table 1. In general, AuriSRec outperforms the
baselines on nearly all datasets.

Traditional sequential recommenders (e.g., SAS-
Rec and BERT4Rec) do not perform well. This
indicates that capturing user implicit preferences
from historical interactions and matching them
with target items is sub-optimal. Although
intention-enhanced methods (e.g., SSE-PT and
ICLRec) improve these methods by introducing
user intention-related variables, these implicit rep-
resentation struggles to infer fine-grained inten-
tions. Our method employs reviews for explicit
intention learning, leading to better performance.

Text-based methods (e.g., S3-Rec, ZESRec, and
UniSRes) outperform traditional recommenders, in-
dicating the remarkable language modeling capabil-
ity of PLMs. However, their performance heavily
relies on modal features. In contrast, our approach
not only captures user preferences from reviews
using PLMs but also employs them as prompts to
guide behavioral sequence encoding. This integra-
tion of semantic content and collaborative informa-
tion improves upon these methods.

For review-based methods, RNS performs
poorly. This may be because it employs a universal
review encoder and struggles to discriminate intri-
cate information in reviews, leading to sub-optimal
representations. Additionally, RNS ignores target
reviews, missing out on valuable insights into cur-
rent user needs. In contrast, our approach designs a
decoupling-based review encoder to purify intricate
semantics in reviews. We employ adversarial learn-
ing to explicitly predict user intentions based on
target reviews, providing more personalized recom-
mendations. Notably, users in real-world systems
may not write reviews after interactions, making
it challenging to analyze their intentions. We pro-
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Table 1: Overall performance comparison. Best and second-best methods marked in bold and underlined. “Improv.”
denotes the improvement over the best baseline. “*” denotes significant improvements (t-test with p < 0.05).

Dataset Metric SASRec BERT4Rec SSE-PT ICLRec S3-Rec ZESRec UniSRec RNS AuriSRec Improv.

Scientific

HR@5 0.0759 0.0315 0.0776 0.0742 0.0734 0.0770 0.0767 0.0331 0.0834∗ +7.47%
NDCG@5 0.0471 0.0190 0.0470 0.0519 0.0483 0.0445 0.0496 0.0212 0.0533∗ +2.70%
HR@10 0.1020 0.0521 0.1041 0.1027 0.0999 0.1039 0.1138 0.0723 0.1198∗ +5.27%
NDCG@10 0.0555 0.0257 0.0555 0.0621 0.0568 0.0556 0.0593 0.0376 0.0649∗ +4.51%

Prime

HR@5 0.0283 0.0174 0.0252 0.0158 0.0279 0.0251 0.0327 0.0273 0.0376∗ +14.98%
NDCG@5 0.0150 0.0103 0.0132 0.0095 0.0147 0.0152 0.0206 0.0163 0.0224∗ +8.74%
HR@10 0.0482 0.0287 0.0450 0.0256 0.0462 0.0395 0.0563 0.0503 0.0640∗ +13.68%
NDCG@10 0.0214 0.0139 0.0196 0.0126 0.0206 0.0198 0.0282 0.0236 0.0310∗ +9.93%

Instruments

HR@5 0.0810 0.0602 0.0830 0.0816 0.0803 0.0703 0.0935 0.0642 0.0903 –
NDCG@5 0.0537 0.0394 0.0528 0.0624 0.0540 0.0473 0.0616 0.0461 0.0645∗ +3.37%
HR@10 0.1102 0.0783 0.1088 0.1083 0.1039 0.0909 0.1112 0.0926 0.1167∗ +5.27%
NDCG@10 0.0621 0.0452 0.0611 0.0711 0.0616 0.0539 0.0709 0.0553 0.0751∗ +5.63%

Arts

HR@5 0.0802 0.0692 0.0784 0.0748 0.0820 0.0593 0.0789 0.0704 0.0839∗ +2.32%
NDCG@5 0.0492 0.0308 0.0490 0.0554 0.0509 0.0381 0.0520 0.0422 0.0580∗ +4.69%
HR@10 0.1070 0.0715 0.1046 0.0974 0.1078 0.0798 0.1089 0.0820 0.1131∗ +3.86%
NDCG@10 0.0578 0.0382 0.0574 0.0646 0.0592 0.0447 0.0616 0.0496 0.0674∗ +4.33%

Office

HR@5 0.0850 0.0560 0.0866 0.0801 0.0827 0.0591 0.0844 0.0569 0.0920∗ +6.24%
NDCG@5 0.0587 0.0378 0.0581 0.0682 0.0592 0.0406 0.0599 0.0461 0.0671 –
HR@10 0.1090 0.0736 0.1100 0.0948 0.1085 0.0736 0.1059 0.0926 0.1152∗ +4.73%
NDCG@10 0.0652 0.0435 0.0645 0.0719 0.0655 0.0452 0.0668 0.0553 0.0746∗ +3.76%

Table 2: Ablation analysis of AuriSRec and its variants
on “Scientific” and “Prime” datasets. “AL.” is the ab-
breviation of “Adversarial Learning”.

Variants Scientific Prime
HR@10 NDCG@10 HR@10 NDCG@10

AuriSRec 0.1198 0.0649 0.0640 0.0310

w/o User Taste 0.1117 0.0603 0.0587 0.0288
w/o Decoupling 0.1132 0.0619 0.0599 0.0291

w/o AL. 0.1102 0.0586 0.0532 0.0274
Directly Fitting 0.1164 0.0624 0.0614 0.0288
w/o Item-side AL, 0.1145 0.0614 0.0618 0.0300

pose several methods to solve this and evaluate
their performance in Appendix C.

5.3 Further Analysis

5.3.1 Ablation Study.
Here, we assess the impact of each proposed com-
ponent on final performance. As shown in Table 2,
removing any component degrades performance:

(1) w/o User Preference: In this variant, the gen-
erator only models behavioral sequences to predict
intentions. The performance drop indicates that
user preferences in historical reviews provide valu-
able insights for predicting intentions and guiding
user behaviors encoding as personalized prompts.

(2) w/o Decoupling: Instead of decoupling se-
mantics in reviews, we directly use universal BERT
to encode reviews. The performance gap suggests
that reviews have complex semantics, which can
be clarified with our decoupling-based encoder.

The above two experiments indicate that our
method can integrate signals from reviews and be-
havioral sequences to improve recommendations.

(4) w/o Adversarial Learning: Without ad-
versarial learning (Eq. (14)), this variant only
optimizes the model with the recommendation
loss (Eq. (15)), degrading to a prompt-enhanced
sequential model that lacks guidance from target
reviews for intention learning. The result indicates
the efficacy of explicitly predicting user intentions.

(5) Directly Fitting: Here, we directly optimize
the generator to fit user intentions in target reviews,
without adversarial learning. However, this variant
shows a significant performance drop and overfit-
ting, highlighting the effect of adversarial learning
in capturing real intention distribution.

(6) w/o Item-side Adversary: In this variant, ad-
versarial learning is only conducted on the intention
side. The result shows that sampling negative items
for adversarial learning helps the discriminator cap-
ture the relations between user intentions and items,
enhancing the learning of the generator.

The above three variants demonstrate the effec-
tiveness of adversarial learning in enabling the gen-
erator to infer user current intentions.

5.3.2 Effect of Target Reviews.
We employ target reviews to guide intention learn-
ing. Here, we explore this by considering two ques-
tions: (1) what information is in target reviews, and
(2) what can our model learn from target reviews.

For the first question, we test the result of di-
rectly employing semantics extracted from target
reviews for recommendations. The upper part of
Table 3 shows that semantics extracted from tar-
get reviews with both user head and item head can
make satisfying recommendations. This confirms
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Table 3: Performance analysis w.r.t. encoding of target
reviews. “BERT”, “User Head” and “Item Head” mean
different review encoders to encode target review.

Target Review Scientific Prime
Encoder HR@10 NDCG@10 HR@10 NDCG@10

Employ semantic of target review for recommendation

BERT 0.5294 0.3620 0.6635 0.5168
User Head 0.1421 0.0802 0.3051 0.2041
Item Head 0.8717 0.6700 0.8949 0.7248

Employ semantic of target review as adversarial learning guidance

BERT (Our method) 0.1198 0.0649 0.0640 0.0310
User Head 0.1168 0.0645 0.0618 0.0310
Item Head 0.1162 0.0627 0.0608 0.0294
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Figure 2: Performance comparison w.r.t. item represen-
tations on “Scientific” and “Office”.

that target reviews contain specific information re-
lated to user preferences and target item character-
istics, thereby demonstrating real user intentions.
For the second question, we evaluate how different
semantics from target reviews guide the generator’s
training. The bottom part of Table 3 reveals that
using universal semantics from target reviews as
guidance yields the best performance. It helps the
generator grasp user preferences and aligns gener-
ated intentions with item characteristics. Overall,
target reviews are essential for intention learning.

5.3.3 Effect of Item Representations.

Our approach aligns the semantic space of user his-
torical reviews and behavioral sequences by learn-
ing textual item representations (Eq. (1)). Here,
we explore the effects of different item representa-
tion methods on recommendations. Figure 2 shows
that encoding item descriptions (title, category, and
brand) performs best, indicating that the textual
representation approach helps to integrate diverse
input signals. In the “Office” dataset, incorporat-
ing ID embeddings with textual representation im-
proves HR@10 but reduces NDCG@10. This may
be due to the large dataset containing many items
with similar descriptions, limiting the discrimina-
tive of textual encoding. However, coarse-grained
ID representations compromise ranking metrics
that emphasize detailed comparisons. Additionally,

representing items using reviews causes overfitting,
suggesting reviews lack distinctive item informa-
tion. Therefore, we should choose representation
methods based on specific requirements.

6 Conclusion and Future Work

In this paper, we introduce AuriSRec, a method
for explicit user intentions learning in sequential
recommendations. Our approach conducts adver-
sarial learning between an intention generator and
a discriminator, with user historical reviews and
behavioral sequences as inputs, and target reviews
as guidance. Unlike previous work that takes uni-
versal language models for review encoding, we
design a decoupling-based review encoder to purify
user preferences and item characteristics from his-
torical reviews. The extracted preferences serve
as personalized prompts to guide the encoding
of user behavioral sequences, thereby generating
preference-enhanced intentions. Experimental re-
sults demonstrate the superiority of our approach.
Future work will involve using additional data
types that reflect user intentions (e.g., ratings), to
improve intention predictions.

7 Limitations

Our study focuses on learning user explicit inten-
tions for sequential recommendations, by employ-
ing their personalized reviews. However, it still has
several limitations. First, our work only utilizes the
valuable information in reviews, without includ-
ing other data types that can indicate user inten-
tions, such as ratings and clicked images. Second,
we fine-tune a review encoder based on the BERT
model. We do not use powerful large language
models, such as LLaMA (Touvron et al., 2023), as
review encoders due to efficiency considerations.
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Table 4: Notation table.

Notation Description

(u, i, t) the user u interacted with item i at timestamp t
x the textual item representation
h review representation encoded by universal BERT
p the user preference extracted from reviews
v the item characteristics extracted from reviews
eg the predicted intention
et the real intention

Table 5: Statistics of the datasets after preprocessing.

Dataset #Users #Items #Inters Sparsity Avg.len

Scientific 8,442 4,385 59,427 99.970% 7.04
Prime 13,101 4,898 126,962 99.802% 9.69
Instruments 24,962 9,964 208,926 99.916% 8.37
Arts 45,486 21,019 395,150 99.959% 8.69
Office 87,436 25,986 684,837 99.970% 7.84
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A Datasets

Table 5 shows the statistics of the used datasets
after preprocessing.

B Baselines

We consider the following three types of base-
line methods for performance comparison: (1)
Traditional sequential recommendation meth-
ods: SASRec (Kang and McAuley, 2018) and
BERT4Rec (Sun et al., 2019); (2) Intention-
enhanced methods: SSE-PT (Wu et al., 2020)
and ICLRec (Chen et al., 2022); (3) Univer-
sal text-enhanced methods: S3-Rec (Zhou et al.,
2020), ZESRec (Ding et al., 2021), and UniS-
Rec (Hou et al., 2022); (4) Review-enhanced meth-
ods: RNS (Li et al., 2019). We give a detailed
description of each baseline:
• SASRec (Kang and McAuley, 2018) is a

transformer-encoder based sequential recommen-
dation model, which employs a multi-head self-
attention mechanism to capture sequential patterns.
• BERT4Rec (Sun et al., 2019) is a bidirec-

tional self-attention recommendation model, where
a cloze objective is designed to encode user behav-
ioral sequences.
• SSE-PT (Wu et al., 2020) proposes to enhance

the original transformer architecture, which rela-
tively lacks personalization, by introducing supple-
mentary user embeddings. The stochastic shared
embeddings method is utilized for regularization.
• ICLRec (Chen et al., 2022) first encodes

user behavioral representations using Transformer-
based endoer. Then, these representations are
clustered, and the cluster centroids are used as
the user intention representation. An expectation-
maximization (EM) framework is employed to re-
peat this process and obtain better intention repre-
sentation.
• S3-Rec (Zhou et al., 2020) adopts four auxil-

iary self-supervised objectives to learn the correla-
tions among attributes, items, subsequences, and
sequences via mutual information maximization.
• ZESRec (Ding et al., 2021) views pre-trained

BERT representations as item representations for
zero-shot recommendation. The encoding of tex-
tual representations allows for the incorporation of
universal item description information.
• UniSRec (Hou et al., 2022) proposes to learn

universal item and sequential representations. Two
contrastive learning tasks with different sampling
methods are designed to fuse semantics from dif-
ferent domains and learn universal sequential rep-
resentation. It also introduces the MoE-enhanced
adapter to adapt textual item representation.
• RNS (Li et al., 2019) conducts sequential rec-
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ommendations with reviews, where both users and
items are represented by the aspects extracted from
their associated reviews. It integrates both user
long-term preferences derived from reviews and
short-term sequential patterns for recommendation.

C Performance Comparison w.r.t. Review
Sparsity

Previous experiments show that our model can em-
ploy user reviews to estimate intentions. However,
users in real-world systems may not always write
reviews after interactions, making it challenging to
analyze their intentions explicitly. To alleviate this
issue, we propose three supplementary strategies.
We report their performance with different review
sparsity in Figure 3. Overall, even with 60% re-
view sparsity, most of the proposed supplementary
methods can outperform the competitive baseline
UniSRec(Hou et al., 2022), which acquires item
textual representation without using reviews to sim-
ulate intentions. This confirms the robustness of
our proposed AuriSRec.

(1) Replace with Item Description: In this case,
we replace missing reviews with relevant item de-
scriptions. This helps simulate item features that
might be mentioned in reviews. However, it does
not consider user preference simulation. The per-
formance drop highlights the effectiveness of user
preference modeling.

(2) Average of Other Reviews: Here, we propose
encoding the user’s remaining reviews and calcu-
lating their average to simulate the representation
of the missed review. Although the average repre-
sentation can provide an estimation of the user’s
general preferences, it falls short of capturing the
unique characteristics of each item, leading to the
suboptimal simulation of user intentions.

(3) Retrieve Other Users’ Reviews: Previous
research suggests alleviating review sparsity by es-
timating a user’s review using reviews from similar
users (Wu et al., 2018). Here we use SASRec to
encode each user’s behavioral sequence as their rep-
resentation. When user u interacts with item i, we
simulate the missed review by selecting the review
from users who have provided feedback on item i
and possess the closet representations to u. Despite
the inevitable performance decline, this approach
outperforms others by considering both user prefer-
ences and item features. Moreover, there has been
a growing emphasis on employing Large Language
Models (LLMs) to provide recommendations (Wu
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Figure 3: Performance comparison w.r.t. review sparsity
on “Scientific” and “Prime” dataset.

et al., 2023; Fan et al., 2023; Lin et al., 2023). It is
intuitive to leverage the powerful planning and gen-
eration capacities of LLMs to infer user intentions
and simulate personalized reviews, which will be
our future work.

D Case Study about Coupled Semantics
in Reviews and Review Encoder effects

In this section, we present an illustrative case about
coupled semantics (i.e., user preferences and item
characteristics) within reviews, shown in Figure 4.

We first sample a review ru1,i1 written by user
u1 to item i1 from the Arts dataset. Then, we
sample a review ru1,i2 written by the same user
u1 but for a different item i2, as well as another
review ru2,i1 , written for the same item i1 bur by
a different user u2. We highlight the relevant user
preferences and item characteristics within these
reviews. As we can see, reviews written by the
same user reflect similar preferences, while reviews
for the same item show consistent characteristics.
This phenomenon demonstrates the rationality of
our proposed decoupling-based review encoder.

Then, we explore the encoding capacity of the
proposed review encoder. Specifically, we encode
the sampled reviews with different review encoders
(i.e., universal BERT, user head, and item head of
decoupling-based review encoder) and compare the
encoding similarity. As illustrated in Figure 4, we
can find that using a universal language model like
BERT as a review encoder makes it challenging
to capture the intricate semantics in reviews, lead-
ing to similar representations for different reviews.
In contrast, our proposed decoupling-based review
encoder effectively separates the intertwined se-
mantics within reviews. Specifically, the user head
purifies user preferences from the reviews, result-
ing in similar representations for reviews written by
the same user. Meanwhile, the item head purifies
item characteristics, making reviews for the same
item have similar representations. Overall, com-
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This has been a great little tool and has come in handy. 
I am making alcohol-ink coated globe ornaments, 
and occasionally I need to smudge or wipe off a tiny area, this is perfect for that. 

𝑅!!,#!: 𝑢$ 	 → 𝑖$

I use them for alcohol ink painting, and they work well enough for my needs… 
However, these are not designed specifically for alcohol inks.

This is the most amazing tool ever! It takes paint off so easily! It is like an oil paint eraser! 
Very handy tool to have around you at all times.
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Figure 4: A case about user preferences and item characteristics components in reviews. Reviews written by the
same user reflect similar user preferences, while reviews for the same item reflect consistent item characteristics.
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Figure 5: The cosine similarity of different review representations written by different users to different items, when
using the universal BERT, user head of decoupling-based encoder, and item head of decoupling-based encoder as
review encoder, respectively. Our proposed review encoder effectively purifies coupled semantics within reviews
(i.e., user preferences and item characteristics in this paper), resulting in more discriminative review representations.

pared to universal review encoders like BERT used
in previous work, our proposed decoupling-based
review encoder can generate more discriminative
and purified review representations, thereby im-
proving recommendation efficacy.

E Performance Comparison w.r.t.
Cold-start Users.

Compared to traditional sequential recommenders
relying solely on user behavioral sequences, we
further introduce user historical reviews to improve
recommendations. Here, we explore whether this
rich information can alleviate the issue of user cold-
start recommendations. We group the test data
based on user behavioral sequence length (i.e., the
frequency of interaction), and then compare the
improved HR@10 ratio with the baseline SASRec.

The results presented in Figure 6 show that Au-
riSRec consistently outperforms other baselines,
regardless of whether users are extremely cold or
active. This benefits from both the encoded textual
item representation and the explicit preferences
captured from reviews.
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Figure 6: Performance comparison w.r.t. cold-start users
on “Scientific” and “Prime” dataset.
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