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Abstract

As the rapidly advancing domain of natural lan-
guage processing (NLP), large language mod-
els (LLMs) have emerged as powerful tools
for interpreting human commands and generat-
ing text across various tasks. Nonetheless, the
resilience of LLMs to handle text containing
inherent errors, stemming from human interac-
tions and collaborative systems, has not been
thoroughly explored. Our study investigates the
resilience of LLMs against five common types
of disruptions including 1) ASR (Automatic
Speech Recognition) errors, 2) OCR (Optical
Character Recognition) errors, 3) grammatical
mistakes, 4) typographical errors, and 5) dis-
tractive content. We aim to investigate how
these models react by deliberately embedding
these errors into instructions. Our findings re-
veal that while some LLMs show a degree of
resistance to certain types of noise, their overall
performance significantly suffers. This empha-
sizes the importance of further investigation
into enhancing model resilience. In response to
the observed decline in performance, our study
also evaluates a "re-pass" strategy, designed
to purify the instructions of noise before the
LLMs process them. Our analysis indicates that
correcting noisy instructions, particularly for
open-source LLMs, presents significant chal-
lenges.

1 Introduction

Large language models offer unprecedented capa-
bilities in understanding and generating human-like
text (Touvron et al., 2023; Tunstall et al., 2023).
Built upon the foundation of pre-trained language
models (PLMs) (Wei et al., 2023), large language
models inherit and significantly extend the capa-
bilities of their predecessors by following human-
readable instructions, enabling a broad spectrum of
applications that were previously challenging or in-
feasible with unavailable training samples (Kojima
et al., 2022).
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Figure 1: Our analysis scrutinized 500 inputs from real
users, focusing on three distinct types of noise. The
findings reveal that more than 40% of the inputs to the
model are affected by noise.

Meantime, the capability of LLMs to process
noisy instructions is a critical feature that enables
their applications in real-world scenarios, where
data contains imperfections. To validate the extent
of such occurrences, we analyzed the noise within
user instructions to a chatbot. Specifically, these
instructions were evaluated using GPT-4 (Achiam
et al., 2023) to detect the presence of the specific
noise types. Our statistical analysis, illustrated in
Figure 1, indicates that over 40% of user inputs con-
tain typographical errors, grammatical mistakes,
or unrelated content in addition to their primary
query1. Previous research also reveals that human
users are inclined to commit errors when interact-
ing with chatbot (James, 2013). It is also treated
as an evident social cue for human communica-
tions (Bührke et al., 2021). Therefore, examining
LLM’s proficiency in managing noisy text inputs
is critical to practical applications.

In our study on deploying Large Language Mod-
els (LLMs) across various applications, we cate-
gorized the kinds of noisy instructions from three
primary sources. First, from a linguistic standpoint,
our focus is on grammatical mistakes and typo-

1The dataset for this study comprises user inputs sourced
from the ShareGPT dataset, as referenced in Chiang et al.
(2023).
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graphical errors. Second, we explore noise stem-
ming from system integration, specifically errors
originating from Optical Character Recognition
(OCR) and Automatic Speech Recognition (ASR)
technologies. Lastly, we investigate the impact of
destructive content from previous interactions or
extended contexts. This part of our study aims
to assess the models’ proficiency in isolating cur-
rent queries from past interactions, evaluating their
effectiveness in disregarding irrelevant content.

We observe distinct performance impacts across
three open and closed-sourced models, when faced
with different noise types. First, we find that a
higher resilience of models to grammatical mis-
takes, likely because these errors are also present
in data used for pre-training and supervised fine-
tuning as also revealed in Figure 1. This familiarity
enables models to more accurately interpret the in-
tended meaning despite such inaccuracies. In con-
trast, errors from ASR and OCR systems, which
are less common in training datasets, present more
significant challenges for the models. Furthermore,
our study highlights that models are susceptible to
being influenced by previous instructions in both
cooperative and non-cooperative manner, which
can lead to deviations in responses in subsequent in-
teractions. This suggests a limitation in the models’
ability to filter out irrelevant or distracting content
from past exchanges.

As noisy instructions can be harmful to model
perfomrnace, we investigate the potential of lever-
aging LLMs to mitigate the impact of noisy instruc-
tions through a "re-pass" strategy. This approach
involves a two-step process: initially, we employ
an LLM to conduct zero-shot text normalization
to purify the noisy instructions. Next, we prompt
the model to process upon the cleaned instruction.
Our findings reveal that not all models are adept at
fulfilling this role of data normalization. The ex-
ception is ChatGPT, which demonstrates a compre-
hensive understanding of the text and can recover
the instruction with different types of noises.

2 Related Work

The progression of general-purpose Large Lan-
guage Models (LLMs) such as ChatGPT (Achiam
et al., 2023), Gemini (Team et al., 2023),
LLaMa (Touvron et al., 2023), Mistral (Jiang et al.,
2023a), and Gemma (Mesnard et al., 2024) has fa-
cilitated a myriad of real-world applications. These
advancements are attributed to their capabilities

in managing long-range textual dependencies, en-
hancing contextual comprehension, and displaying
a remarkable ability to adapt to a wide array of
tasks with minimal need for detailed, task-specific
training. Meantime, several recent studies have
demonstrated that the user prompt significantly in-
fluences task performance, highlighting its indis-
pensable role in the process (Wang et al., 2024b;
Zhu et al., 2023). The following will introduce
studies on prompt sensitivity and noisy text recon-
struction as related work.

2.1 Instruction Sensitivity
Pre-trained large language models exhibit perfor-
mance variability even with semantically similar
inputs. SeaEval (Wang et al., 2024b) demonstrates
that across five different input templates, perfor-
mance can fluctuate between 5% and 10%, de-
pending on the dataset. Similar observations are
reported in Sclar et al. (2023), highlighting this
instability. Moreover, introducing brief sentences
such as "Let’s think step by step" can significantly
enhance performance on reasoning tasks, further
underscoring the LLMs’ sensitivity (Kojima et al.,
2022). Leveraging this characteristic, various stud-
ies concentrate on decomposing and crafting im-
proved prompts to efficiently tackle tasks. Zhou
et al. (2023) proposes an additional LLM as a
prompt engineer to automatically create prompts
that enhance performance. Alternatively, some ap-
proaches advocate for the use of search (Prasad
et al., 2023) or optimization techniques (Khot et al.,
2022; Hao et al., 2022; Prasad et al., 2023) to iden-
tify superior instructions, replacing those that are
less effective.

As an extensive benchmark for adversarial
prompts, PromptBench (Zhu et al., 2023) offers a
platform to evaluate the resilience of LLMs against
attacks across four levels: character, word, sen-
tence, and semantic. In contrast to their research
which uses models like DeepWordBug (Gao et al.,
2018) and TextBugger (Li et al., 2018), our work
does not aim to introduce adversarial prompts to
mislead the model into making errors. Instead, we
seek to replicate real-use scenarios where errors
might naturally occur and be harmless. Addition-
ally, we categorize different instruction noises, of-
fering a more comprehensive analysis.

2.2 Reconstruction of Noisy Instructions
Our study extends beyond merely assessing the
model’s resilience to textual noise; it delves into
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 Question: The neutrons in an atom are normally found

 Choices:
     (A) inside the nucleus
     (B) outside the nucleus
     (C) Either of these
     (D) Neither of these
 Answer: ?

Question / Instruction

 Question: 
The newtons in an atom 
are normally found it
     …

ASR Error
 Question: 
The neutronz in an atom 
are normally found
     …

Typographical Error
 Question: 
The neutrons in an atom 
are nokmal1y found
     …

OCR Error

8.2%

 Question: 
In an atom normaly found 
neutrons are also found
     …

Grammatical Mistake

 [User]: blah blah blah blah
 [Assistant]: The answer is A.
 [User]: blah blah blah
 [Assistant]: blah blah blah Sorry, I 
cannot assist …
 [User]: Question: 
          The neutrons in an 
          atom are normally
          found
     …Distractive Content

8.2%7.2%

2.5% 7.5%

Figure 2: Our study identifies and assesses the impact of five distinct categories of textual disruptions on the
ChatGPT-3.5 model’s effectiveness. We noted a reduction in accuracy between 2.5% to 8.2% across the MMLU
dataset, a phenomenon directly linked to these varied types of noisy instructions.

deploying a comprehensive model designed to rec-
tify a wide spectrum of input errors. The lit-
erature review uncovers a variety of approaches
specifically devised to address the multifaceted
errors highlighted in our research, each tailored
to its unique context. These methodologies span
from Automatic Speech Recognition (ASR) Error
Correction (Mani et al., 2020; Leng et al., 2021;
Jiang et al., 2023b), which aims to amend errors
in speech-to-text transcriptions, to Grammar Er-
ror Correction (Yuan and Briscoe, 2016; Bryant
et al., 2023), focusing on rectifying grammatical
inaccuracies in written text. Additionally, Typo-
graphical Error Correction (Church and Gale, 1991;
Zhang et al., 2020) methods are explored to fix mis-
spellings and typographical mistakes, while Op-
tical Character Recognition (OCR) Error Correc-
tion (Tong and Evans, 1996; Soper et al., 2021;
Nguyen et al., 2021) seeks to correct errors intro-
duced during the digitization of printed texts.

3 Noisy Instruction and Analysis

In this section, we describe our methodology for in-
tegrating five types of noise into the MMLU bench-
mark (Hendrycks et al., 2021), where the original
text is devoid of any noise. We employ hybrid rule-
based techniques to introduce noise for OCR and
Typographical errors. For ASR and Grammatical
errors, we leverage a language model to capture er-
ror patterns and simulate these errors through a gen-
erative process. To simulate distractive content, we
embed actual dialogues as irrelevant background
information. An illustration of each type of noisy

Noise Type Sources

ASR
LibriSpeech (Panayotov et al., 2015)

CommonVoice-15 (Ardila et al., 2020)

OCR
NLPAug (Ma, 2019)

OCR Engine

Grammatical
JELEG (Napoles et al., 2017)

C4-200M (Stahlberg and Kumar, 2021)

Typographical
NLPAug (Ma, 2019)

Keyboard, Spelling, Random
Distractive Content ShareGPT (Chiang et al., 2023)

Table 1: A summary of the techniques and datasets.

dataset is provided in Figure 2 and a summarization
is shown in Table 1.

3.1 Automatic Speech Recognition (ASR)
3.1.1 Method
Given that the original texts are not available in
audio format, we propose employing a genera-
tive model to effectively replicate the patterns of
ASR errors. This method enables us to inject re-
alistic ASR errors into pre-existing textual ma-
terials. Specifically, we utilize one of the pre-
mier ASR models, Whisper-Tiny (Radford et al.,
2023), as our ASR engine (MASR). We utilize
the CommonVoice-15 (Ardila et al., 2020) dataset
and the noisy test set from the LibriSpeech (Panay-
otov et al., 2015) dataset as the source data. These
datasets together offer over 1,000 hours of speech
data, all of which are processed by our ASR en-
gine without prior exposure (zero-shot). We then
generate the ASR output texts (Tn), which include
ASR-induced errors, by processing the simulated
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Figure 3: Evaluation of the performance of three Large Language Models (LLMs) using the adapted MMLU dataset,
emphasizing different error ratios, as measured by Word Error Rate (WER). The x-axis represents the WER values
for Automatic Speech Recognition (ASR) and Optical Character Recognition (OCR), indicated within brackets.
The performance declines with noisy instructions.

audio through our ASR engine Tn = MASR(Tc),
resulting in outputs that diverge from the original
clean transcripts (Tc).

Using the provided dataset of clean and predicted
transcripts, we divide them into four distinct cat-
egories based on their Word-Error-Rate (WER):
less than 10%, 10%-20%, 20%-30%, and 30%-
40%, allocating 80,000 samples to each category.
By leveraging this paired data, we finetune Tiny-
Llama-1.1B-Chat (Zhang et al., 2024a) models for
each category to learn the underlying patterns of
ASR errors. We use the trained error generation
model to introduce ASR errors into each question
sentence from the MMLU dataset independently.
This approach produces a varied WER (Word Er-
ror Rate), as illustrated in Figure 3. This noise
injection method is consistently applied across all
types of noise, except for the destructive content.
The same set of 1,000 questions is selected for five
noisy instructions to benchmark the performance.

3.1.2 Discussion
Figure 3 presents the noisy instructions alongside
the corresponding accuracy. ASR noise embedded
in the instructions is harmful to all models. As
the WER increases, the magnitude of performance
accuracy drops accordingly. This trend highlights a
critical vulnerability in current models when deal-
ing with speech recognition errors. It is worth notic-
ing that the close-sourced ChatGPT-3.5 model is
as vulnerable as open-sourced models like Mistral
and Llama.

Although LLMs have numerous applications in
processing spoken content, they lack robustness
against errors introduced by ASR systems. Conse-

quently, there is a critical need for the development
of LLMs that are resilient to ASR errors, as well
as the creation of comprehensive speech-to-text
foundation models that can directly handle speech
inputs (Chu et al., 2023; Tang et al., 2024; Wang
et al., 2024c; Zhang et al., 2024b).

3.2 Optical Character Recognition (OCR)
3.2.1 Method
OCR technology is prone to specific types of errors,
often misclassifying items that appear visually sim-
ilar, especially on word-level. To simulate OCR er-
rors, we employed the OcrAug engine (Ma, 2019),
enhancing it with broader OCR mapping dictionar-
ies to inject errors into clean text. We expanded the
initial OCR error dictionary from 12 to 36 groups
of characters prone to misclassification. Each word
is altered by replacing it with versions that include
easily misclassified characters, introducing OCR
errors with variations of 1 to 3 characters. To sim-
ulate varying degrees of OCR error severity, we
adjust the number of words altered, categorizing
them into four distinct groups following the above
convention.

3.2.2 Discussion
The findings, in Figure 3, reveal that all models
demonstrate a lack of robustness to OCR errors,
showing a higher performance decline compared
to similar WER from ASR errors. This may stem
from the characteristics of LLMs. First, LLMs
use BPE tokens (Gage, 1994) for pre-processing,
meaning the corrupted words will not follow the
original tokenization scheme. Such discrepancies
can result in words being split into multiple to-
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Figure 4: Evaluation of the performance of three Large Language Models (LLMs). The x-axis represents the WER
values for grammatical mistakes and typographical errors, indicated within brackets.

kens, significantly disrupting the original semantic
representation. In contrast, ASR errors tend to per-
verse word integrity. Additionally, the pre-training
phase for these models seldom includes text with
OCR-induced errors, which are rooted in visual ef-
fects. Enhancing OCR robustness of LLMs should
include both pre-training exposure and tokeniza-
tion strategies. However, it is important to note
that character-level tokenization (Xue et al., 2022),
despite its potential benefits, is still inferior to com-
mon subword tokenization methods.

3.3 Grammatical Mistakes
3.3.1 Method
To replicate grammatical errors, similar to those
produced for ASR systems, we conducted training
on a generative model to emulate this pattern. Our
approach involves utilizing two primary sources to
gather pairs for both clean and noisy text containing
grammatical errors: JELEG (Napoles et al., 2017)
and C4-200M (Stahlberg and Kumar, 2021). Both
datasets serve the purpose of grammatical error
corrections, and we employ their pairs in reverse
sequence, thereby transitioning from grammatical
error correction to error injection. Four models
are trained to learn error patterns with four distinct
WER ranges and subsequently applied to each ques-
tion sentence from the MMLU dataset to simulate
grammatical mistakes.

3.3.2 Discussion
The performance on the MMLU dataset with gram-
matical errors is shown in Figure 4. We observe
that LLMs exhibit a more resilient performance in
handling grammatical mistakes. Specifically, the
performance deterioration of LLM when dealing

with grammatical errors is less severe compared
with other types of errors. This suggests that LLMs
possess a certain degree of robustness to grammati-
cal mistakes, indicating their ability to process con-
textualized information even with grammatical defi-
ciencies. We expect that the LLM pre-training and
fine-tuning stages have been exposed to a reason-
able amount of content with grammatical mistakes,
which aligns with our findings shown in Figure 1.

3.4 Typographical Errors
3.4.1 Method
To address typographical errors, we utilize a hybrid
approach that combines three character-level mod-
ifications, as implemented in the NLPAug pack-
age (Ma, 2019). The modifications are derived
from three primary sources to construct text with
typographical errors: 1) Spelling errors, compris-
ing 13,000+ groups of commonly misspelled words.
2) Keyboard errors, which simulate errors arising
from mistyping characters that are physically close
to each other on the keyboard. 3) Random errors,
where characters are arbitrarily replaced by others.
Each type of error is equally likely to occur, ensur-
ing a diverse representation of typographical errors
in the generated noisy text. The word error rate is
improved by adjusting the number of words that
are altered and each word can have a maximum
of 3 altered characters for spelling and random er-
rors. The number of adapted words is changed to
be categorized into four distinct WER groups.

3.4.2 Discussion
Figure 4 presents the results with the WER speci-
fied in parentheses for typographical errors. From
the results, we can see that the performance of LLM
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Original
Cooperative
Non-Cooperative

Figure 5: The performance of LLMs with both coopera-
tive and non-cooperative distactive content. Both lead
to performance declines while non-cooperative distrac-
tions have a more disruptive impact.

is severely influenced by typographical errors. The
analysis in Figure 1 reveals that a fraction of text
data contains typographical errors. These errors
often result in tokenization issues similar to those
observed with OCR errors, contributing to the re-
duction in performance.

3.5 Distractive Content
3.5.1 Methods
When interacting with large language models, users
may introduce irrelevant information into their
input for multifaceted reasons. This can occur
due to a lack of clarity about previous interac-
tions, retrieval of unrelated documents in Retrieval-
Augmented Generation (RAG) systems, or simply
by accident. With historical content, LLM can
grasp the context more effectively and deliver re-
sponses that are more tailored to the context. How-
ever, the impact of irrelevant content on the per-
formance related to the most recent instructions
remains uncertain. Therefore, we study the effect
of irrelevant content on its influence on the current
instruction. Specifically, we add one turn of irrele-
vant dialogue content sampled from the ShareGPT
dataset (Chiang et al., 2023), which consists of
real-user interactions with other LLMs. The ut-
terance speaker information is injected as shown
in Figure 2. Here we study two scenarios of user
interactions.
Cooperative distraction indicates that the user
follows multi-turn dialogue patterns provided by
respective models. It can be viewed that the user
forgot to clean chat histories while initiating re-
quests, which occurs frequently in human-chatbot
interactions. The model must possess the ability
to discern the lack of relevance between current

instructions and historical information. This capa-
bility is essential for ensuring the model does not
mistakenly integrate past interactions into current
responses, leading to inaccurate responses.
Non-cooperative distraction indicates that the ir-
relevant content is concatenated directly with the
current inquiries without following the designed
template of the particular chatbot model. In in-
stances where RAG systems are employed, retriev-
ing content irrelevant to the current instruction is
possible. When concatenated with the instruction,
such unrelated content can adversely affect the re-
sponses.

3.5.2 Discussion
Figure 5 demonstrates the impact of both cooper-
ative and non-cooperative distractive content on
the performance of three models. It reveals that
introducing distractions can result in performance
decline across all models. As expected, the non-
cooperative distractive content exhibits a more
significant impact. More specifically, the analy-
sis indicates a performance decline of ChatGPT-
3.5 by 3.8% and 7.5% for cooperative and non-
cooperative distractions, respectively. This trend is
consistent across other models such as Mistral-7B-
Instruct-v0.2 and Llama-2-7B-Chat.

In cooperative settings, this decline indicates
the models’ inability to completely disregard ir-
relevant dialogue history while processing current
requests, as responses tend to be context-dependent.
While the capability to generate context-dependent
responses based on dialogue history can be advanta-
geous, our findings suggest that it becomes harmful
when the history consists of irrelevant distractions.
This may be because the models are commonly
tuned for multi-turn dialogue instructions, where
context dependency is emphasized and irrelevant
context is rarely introduced. Therefore, enhancing
models’ ability to discern relevant from irrelevant
content is crucial in further model development
to show higher robustness in handling distractions.
On the other hand, non-cooperative settings present
even higher challenges for the model in terms of
isolating irrelevant content. It is particularly crucial
for systems augmented with Retrieval-Augmented
Generation (RAG), where retrieving irrelevant in-
formation from the database can lead to perfor-
mance decline. Consequently, dynamic retrieval
strategies and filtering techniques are necessary
to enhance the robustness of models towards dis-
tractions and maintain optimal functionality as dis-
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Harmonization Process

Noisy Text Input

Off-the-shelf LLM
(7B, 13B, etc.)

Correct AnswerWrong Answer

Figure 6: The "re-pass" strategy involves a preliminary
step where noisy instructions undergo a harmonization
process to refine before input into the model for gener-
ating responses.

cussed in Asai et al. (2023).

4 Recovery of Noisy Instructions

Previous research has demonstrated the capability
of language models to amend specific errors (Ma
et al., 2023; Mai and Carson-Berndsen, 2024). In
this section, we explore the effectiveness of utiliz-
ing Large Language Models (LLMs) for zero-shot
correction of four previously identified types of
noise.

4.1 Methods
We employ a "re-pass" strategy to investigate
whether LLMs can be used to recover clean in-
struction from noisy counterparts. As shown in
Figure 6, the noisy instructions are processed with
a large language model (e.g. ChatGPT-3.5, Mistral-
7B-Instruct-v0.2) to correct errors contained in the
instructions. After that, the revised instruction is
fed into the task-solving LLM to perform the de-
sired task.

4.2 Results and Analysis
In Table 2, we show the evaluation results
of Mistral-7B-Instruct-v0.2 model with the in-
structions being cleaned by three LLMs includ-
ing ChatGPT-3.5, Mistral-7B-Instruct-v0.2 (self-
correction) and Llama-2-7B-Chat.

First, we witness that Llama-2-7B-Chat does not
show a good capability in error correction of noisy
instructions. It even leads to performance drop
even after the correction process. We witness that
the model could not follow instruction as well as
other models and the revised instructions can be
modified with hallucinations added, which makes

the final answer unanswerable. Therefore, even
with clean instruction as input, the performance on
corrected instructions drops up to 5.3%.

Second, in comparison to Mistral-7B-Instruct-
v0.2, ChatGPT-3.5 demonstrates superior perfor-
mance in detecting and amending errors. Utilizing
the re-pass strategy enables the recovery of most
mistakes, particularly in samples with a Word Error
Rate (WER) of up to 30%. It is anticipated that a
WER exceeding 30% may often result in damage
to the model that cannot be easily reversed.

Third, the self-correction mechanism of Mistral
exhibits limited effectiveness. While capable of
rectifying certain mistakes, it may inadvertently
introduce new errors when handling clean instruc-
tions, resulting in a performance decline of up to
3.8%. Consequently, this creates an unavoidable
barrier to deploying such models in real-world ap-
plications unless in an environment where noise is
guaranteed.

Regarding types of noise, grammatical errors are
typically easier to correct. Such errors are critical
to comprehension and do not interfere with the
tokenization process much. Therefore, they exert
minimal impact on overall performance and are the
least challenging noise type to be corrected.
Qualititive Study. Table 3 presents two exam-
ples comparing the effectiveness of various models.
The results demonstrate that while ChatGPT-3.5
may not fully restore the original instruction, the re-
sulting instructions are more comprehensible. The
worst case is Llama-2-7B-Chat which often results
in additional information loss from the original in-
structions.

4.3 Discussion on Efficacy
In this section, we explore how effective Large Lan-
guage Models (LLMs) are at mitigating the impact
of noisy instructions. However, there are two major
drawbacks: 1) open-sourced models generally per-
form poorly in this task and 2) there is an extra com-
putational cost associated with processing requests.
Therefore, there is a need for a lightweight model
that is task-agnostic for noisy instruction correction.
During our research, we explored fine-tuning an
LLM with 1.1B model (Zhang et al., 2024a) sizes
using synthesized data to recover clean instructions
from noisy ones. However, we found it is challeng-
ing for the model to grasp the real intent behind
instructions and as a result, unable to performance
error corrections accurately. This difficulty is at-

11945



Harmonizer WER Base Acc ChatGPT-3.5 Mistral-7B-Instruct-v0.2 Llama-2-7B-Chat
Clean 0% 50.4% +0.4% (50.8%) -3.8% (46.6%) -5.3% (45.1%)

ASR Error

17.2% 46.6% +2.9% (49.5%) -1.4% (48.0%) -1.2% (45.4%)
19.7% 46.4% +3.3% (49.7%) +0.8% (47.2%) -0.8% (45.6%)
23.7% 46.9% +3.2% (50.1%) +1.9% (48.8%) -2.2% (44.7%)
31.5% 44.3% +2.3% (46.6%) +2.2% (46.5%) -1.6% (42.7%)

OCR Error

5.4% 47.2% +3.1% (50.3%) -0.1% (47.1%) -0.6% (46.6%)
14.9% 46.8% +1.7% (48.5%) +0.9% (47.7%) -0.7% (46.1%)
24.7% 43.9% +5.0% (48.9%) +3.0% (46.9%) +0.3% (44.2%)
35.0% 45.3% +0.6% (45.9%) +1.7% (47.0%) -3.3% (42.0%)

Grammatical Error

6.8% 47.5% +2.3% (49.8%) +2.4% (49.9%) -3.0% (44.5%)
9.8% 48.0% +1.7% (49.7%) +0.4% (48.4%) -2.1% (45.9%)
15.4% 49.1% +1.2% (50.3%) -1.6% (47.5%) -5.0% (44.1%)
21.7% 47.5% +2.2% (49.7%) +0.1% (47.6%) -4.6% (42.9%)

Typographical Error

5.3% 48.8% +1.3% (50.1%) +0.5% (49.3%) -2.6% (46.2%)
14.7% 46.7% +3.0% (49.7%) +1.0% (47.7%) -2.5% (44.2%)
25.0% 44.6% +6.4% (51.0%) +3.0% (47.6%) -0.5% (44.1%)
35.1% 42.4% +5.0% (47.4%) +1.9% (44.3%) -0.1% (42.3%)

Table 2: Performance evaluation of Mistral-7B-Instruct-v0.2 on modified noisy MMLU datasets corrected by three
different Large Language Models (LLMs). "WER" represents the word-error-rate and "Base Acc" refers to the
initial accuracy of noisy dataset prior to any corrections applied using LLMs.

tributed to the constraints imposed by the model
size. Therefore, efficient correction of instructions
require further investigation, which holds signifi-
cant use cases like defending adversarial attacks
and system integration (e.g. ASR and OCR).

5 Conclusion

In this study, we delve into the resilience of LLMs
against noise in instructions from human interac-
tions and system integration. This highlights the
complex challenge of processing and recovering
accurate information from noisy inputs. Further,
we investigate into the "re-pass" strategy and spot
the limitations of current open-sourced models in
handling noise corrections. Our findings reempha-
sise that stronger noisy correction and resilience
capabilities are required for LLMs, especially for
system integration like ASR and OCR, and process
various user requests under both cooperative and
no-cooperative settings.
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Limitations

First, injecting real noise patterns into the evalua-
tion process poses a significant limitation. Simulat-
ing authentic noise that accurately reflects the var-
ied and complex errors encountered in real-world
data is challenging. This difficulty arises because
noise can stem from numerous sources, such as
human errors, system glitches, or environmental
interference. In this study, we leverage real sam-
ple with error pairs, enabling LLM to simulate the
error pattern as much as possible. The grasped
knowledge is then applied to introduce noise in the
aspects of Automatic Speech Recognition (ASR)
and grammatical errors. However, it’s important to
acknowledge that this process may lead to potential
information loss.

Second, our analysis and error types are limited
to English benchmarks without extension to mul-
tilingual scenarios. The problem becomes more
complex as each language has its own uniqueness.
Moreover, coding-switching noise introduce fur-
ther complexities. The assessment of LLM’s re-
silience to noisy instructions in multilingual scenar-
ios is an area needs future explorations.

Last, in this study, we focus on five types of
noise rooted from system integration (ASR, OCR)
and user interactions (Typographical, Grammatical,
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Example #1

Clean Instruction
An American firm moves a manufacturing plant from the United States to Brazil. How
will this affect gross domestic product (GDP) in the United States and in Brazil?

Noisy Instruction (ASR)
and american firm moved manufacturing plant from the united states to brazil. how
well this affect gross domestic product g p in the united states and (void) brazil

ChatGPT-3.5
An American firm moved its manufacturing plant from the United States to Brazil. How
will this affect the gross domestic product (GDP) in the United States and (void) Brazil?

Mistral-7B-Instruct-v0.2
An American firm moved its manufacturing plant from the United States to Brazil. How
will this affect gross domestic product (GDP) in the United States and (void) Brazil?

Llama-2-7b-Chat
(void) American firm moved manufacturing plant from the United States to Brazil.
(– void –)

Example #2

Clean Instruction
Darwin’s mechanism of natural selection required long time spans in order to modify
species. From whom did Darwin get the concept of Earth’s ancient age?

Noisy Instruction (Grammar)
Darwin’s mechanism of natural selection require long time spans in order to modify
species. From whom Darwin got the concept of Earth’s old age?

ChatGPT-3.5
Darwin’s mechanism of natural selection requires long time spans in order to modify
species. From whom did Darwin get the concept of (void) Earth’s old age?

Mistral-7B-Instruct-v0.2
Darwin’s theory of natural selection requires long time spans to modify species.
From whom did Darwin get the concept of the Earth’s old age?

Llama-2-7b-Chat
Darwin’s mechanism of natural selection requires long time spans in order to modify
species. (– void –)

Table 3: Two qualitative examples of noisy instruction correction using LLMs.

and Distraction Content). While comprehensive
within its defined scope, our work does not encom-
pass all possible sources of noise that could affect
LLM performance. For instance, semantic ambigu-
ities, stylistic variations or multilingualism, which
could significantly impact the interpretation and
processing capabilities of LLMs, are not investi-
gated in detail (Lovenia et al., 2024; Wang et al.,
2024a; Lin et al., 2024).
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Task Prompt Template

Noise Simulation [Uttrance_1] Please help me generate errors in the sentence:
« ${Instruction} » [/Uttrance_1]

Error Corrections
(ChatGPT-3.5)

[Uttrance_1] You are an error correction assistant. Do not output
additional explanations besides the corrected instruction. [/Uttrance_1]

[Uttrance_2] Please help me correct the instruction if it contains any error.
Instruction: ${Instruction}. Corrected Instruction: [/Uttrance_2]

Error Corrections
(Mistral-7B-Instruct-v0.2)

[Uttrance_1] You are a chatbot who always responds with corrected instructions.
[/Uttrance_1] [Uttrance_2] No problem! I will just correct the errors in the

content without any other output. Let’s get started! [/Uttrance_2] [Uttrance_3]
Please help me correct possible errors in the instruction. Do not output anything

else. Instruction: ${Instruction} Corrected Instruction: [/Uttrance_3]

Error Corrections
(Llama-2-7B-Chat)

[Uttrance_1] You are a chatbot who always responds with corrected instructions.
[/Uttrance_1] [Uttrance_2] No problem! I will just correct the errors in
the content and output the corrected content without any other outputs.
[/Uttrance_2] [Uttrance_3] Please help me correct possible errors in

the instruction. Do not output anything else. Instruction: ${Instruction}
Corrected Instruction: [/Uttrance_3]

Table 4: Templates for simulating noise and correcting errors. The dialogue template adheres to the format specified
by the respective models.
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