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Abstract

This position paper proposes a data-centric
viewpoint of AI research, focusing on large
language models (LLMs). We start by making
a key observation that data is instrumental in
the developmental (e.g., pretraining and fine-
tuning) and inferential stages (e.g., in-context
learning) of LLMs, and advocate that data-
centric research should receive more attention
from the community. We identify four specific
scenarios centered around data, covering data-
centric benchmarks and data curation, data attri-
bution, knowledge transfer, and inference con-
textualization. In each scenario, we underscore
the importance of data, highlight promising re-
search directions, and articulate the potential
impacts on the research community and, where
applicable, the society as a whole. For instance,
we advocate for a suite of data-centric bench-
marks tailored to the scale and complexity of
data for LLMs. These benchmarks can be used
to develop new data curation methods and doc-
ument research efforts and results, which can
help promote openness and transparency in AI
and LLM research.

1 Introduction

The latest large language models (LLMs) (Alayrac
et al., 2022; Anil et al., 2023b; OpenAI, 2023; Rad-
ford et al., 2021; Ramesh et al., 2021, 2022; Rom-
bach et al., 2022; Touvron et al., 2023) are typically
trained on extensive corpora of raw data scrapped
from the Internet and then fine-tuned on specialized
domain data. These LLMs have demonstrated not
only incredible performance on benchmarks (Lee
et al., 2023b; Liang et al., 2023), but also remark-
able abilities to follow and execute human instruc-
tions (Ouyang et al., 2022; Wang et al., 2022), and
to learn “in-context” (Dong et al., 2023) from the
contextual data given by the user along with the
query. At the core of these impressive achieve-
ments, we identify that data, in different forms,
scales, and usages, is a common denominator.

However, the bulk of research to date has fo-
cused on modeling improvements, and little is
known about how to best use data for the devel-
opmental stages (i.e., pretraining and fine-tuning)
and the inferential stage (using LLMs for inference
or generation). For pretraining, the exact composi-
tion of pretraining datasets used by many leading
foundation models is proprietary (Anil et al., 2023a;
Chen et al., 2021; Li et al., 2022b; OpenAI, 2023),
while data scrapped from the Internet is often noisy
and can pose legal and security risks (Barrett et al.,
2023; Carlini et al., 2023; Henderson et al., 2023;
Min et al., 2024). Moreover, since pretraining large
models is expensive (e.g., GPT-4 costs over $100
million to build (Knight, 2023)), it is prohibitively
costly to evaluate different choices of pretraining
data. These characteristics raise the difficulties of
identifying the factors that underlie an effective pre-
training dataset. Then, for fine-tuning, compared
to the array of modeling techniques (Zhang et al.,
2023), the methods for data curation are under-
explored (Chen and Mueller, 2024) and most prior
works adopt manual approaches (Honovich et al.,
2023; Wang et al., 2023e; Wei et al., 2022; Ye et al.,
2021) which are difficult to generalize and costly
to deploy at scale.

It is yet unclear how to push the LLMs’ limits
beyond what is achievable solely by better model-
ing techniques. Specifically, we propose to identify
a generalizable and cost-effective approach to de-
signing pretraining and fine-tuning datasets to com-
plement the model-centric techniques. Separately,
for the inferential stage, there are model-centric
efforts “optimizing the instructions” for LLMs to
improve how they utilize the user-provided contex-
tual data (Peng et al., 2023; Wang et al., 2023a)
but only relatively limited data-centric research on
improving the user-supplied contextual data itself,
even though the LLM’s performance is shown to
be sensitive to the contextual data’s quality (Liu
et al., 2023a) and ordering (Liu et al., 2023d; Lu
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et al., 2022a).
We advocate for data-centric research that can

turn the art of using data into science and unlock
the next generation of more effective and compact
LLMs. Our position is framed within the follow-
ing four scenarios of different interactions between
LLMs and data; refer to Fig. 1 for a diagram-
matic overview. For each scenario, we highlight
the unique characteristics and challenges, identify
motivating use cases and promising research direc-
tions, and discuss potential impacts. We do not
claim to be the first to propose these directions,
but rather aim to underscore the importance of the
data-centric perspective and its impacts. While our
exposition is not exhaustive, we hope our “first cut”
at a holistic viewpoint of data-centric research can
generate more discussion and inspire innovation.

Figure 1: Sec. 2 (indexed 1 in the figure) underscores
the importance of the training data (for both pretraining
and fine-tuning) and the data curation techniques. Sec. 3
(indexed 2 in the figure) highlights that the LLMs’ out-
puts depend on the training data. Sec. 4 (indexed 3 in
the figure) describes the “knowledge” of the LLMs to
be transferred from some training data. Sec. 5 (indexed
4 in the figure) demonstrates the usage of data by the
LLMs at inference (i.e., response to a query).

Benchmarks and curation for training data.
The recent successes of LLMs such as Chat-
GPT (OpenAI, 2023), PALM 2 (Anil et al., 2023b),
and LLaMA 2 (Touvron et al., 2023), as well as
vision-language models including CLIP (Radford
et al., 2021), Flamingo (Alayrac et al., 2022), Sta-
ble Diffusion (Rombach et al., 2022) and DALL-
E (Ramesh et al., 2021, 2022), are powered by
large, heterogeneous datasets rather than solely by
advanced modeling techniques. CLIP is trained on
400 million image-text pairs (roughly 300× greater
than the size of ImageNet (Deng et al., 2009)), In-
structGPT is trained on thousands of user-supplied
and diverse prompts (Ouyang et al., 2022), and

LLaVA’s instruction dataset contains over 100 thou-
sand image-text pairs (Liu et al., 2023b).

These examples underscore the critical role of
better designed and curated training data in further
advancing the capabilities of LLMs. However, the
heterogeneity, scale, and proprietary nature (Bom-
masani et al., 2023) of the training data for most of
the currently best-performing LLMs significantly
impede the progress in developing and training
LLMs through curating better training data. To
advance the research on data curation, we advocate
for building towards rigorous data-centric bench-
marks (Sec. 2) on the foundation of existing efforts
like DataComp (Gadre et al., 2023).

Data attribution. The training data is a “source”
for the outputs generated by LLMs (Keskar et al.,
2019). The ability to support source attribution
and trace the generated outputs back to the specific
training data is imperative for legal and safety pur-
poses: (i) To respect the copyright/intellectual prop-
erty rights, by correctly accrediting the creators of
writings (Eldan and Russinovich, 2023; Rahman
and Santacana, 2023), datasets (Li et al., 2022a; Liu
et al., 2023e), or code (Lee et al., 2023a). (ii) To
mitigate the issue of problematic outputs of the
LLMs (e.g., hateful, toxic, harmful messages (Sap
et al., 2019; Shelby et al., 2023; Weidinger et al.,
2022) or dangerous information (Bommasani et al.,
2022)), by identifying and removing the source.
Hence, we describe the promising directions for
data attribution and removal (Sec. 3).

Knowledge transfer. The costs of developing
and deploying LLMs make it challenging to democ-
ratize the benefits of LLMs: GPT-4 costs over $100
million to build (Knight, 2023) and is estimated
to cost over $21,000 a month for a small business
to use for customer service support (Chen et al.,
2023b). Hence, a smaller model distilled from its
larger counterparts for a specialized domain or task
presents a cost-effective alternative (Jiang et al.,
2023; Taori et al., 2023; Yu et al., 2024). The
Zephyr 7B beta outperforms the 70B Llama 2 in
coding, math, and roleplay (Tunstall et al., 2023)
while MiniLLM matches the performance in in-
struction following of an LLM twice its param-
eter count (Gu et al., 2024). These results open
up promising avenues for transferring the knowl-
edge of trained LLMs to compact and specialized
models, and we discuss existing efforts and new
opportunities where the outputs of a trained LLM
are treated as (synthesized) data (Sec. 4).
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Inference contextualization with data. In con-
trast to standard ML models, LLMs have a unique
capability of flexibly using data at inference to aug-
ment the outputs’ factuality (Wang et al., 2023b)
or quality (Borgeaud et al., 2022). For example, an
LLM can “acquire” a skill on the fly for a user’s
task via some user-provided examples (Brown
et al., 2020). As another example, when queried, an
LLM can search through a user-prepared datastore
for relevant information as supplementary informa-
tion for generating a response (Lewis et al., 2020).
This capability enables the user to establish the
right context for the LLM at inference through the
data (examples or datastore) and gives rise to an
inference contextualization paradigm that can sig-
nificantly streamline the applications of LLMs. We
elaborate on this paradigm w.r.t. two prevalent tech-
nical frameworks and highlight how it can improve
the personalization of LLMs (Sec. 5).

2 Rigorous Data-centric Benchmarks

There are increasing data-centric efforts on quanti-
tatively understanding how the training data affects
LLMs’ performance via identifying and improving
the scaling laws (DeepSeek-AI, 2024; Hoffmann
et al., 2022; Hu et al., 2024; Kaplan et al., 2020;
Sardana and Frankle, 2023). However, the datasets
that train the state-of-the-art LLMs are often pro-
prietary and closed-source while public datasets
do not seem to achieve comparable scaling behav-
ior to their proprietary counterparts (Cherti et al.,
2023). Moreover, even for public datasets like
C4 (Raffel et al., 2020) or LAION-2B (Schuhmann
et al., 2022), the critical factors underlying effec-
tive training datasets remain unclear. Indeed, differ-
ent training data compositions (i.e., proportions of
different sources) can lead to vastly different prop-
erties of the trained CLIP models (Nguyen et al.,
2022) and language models (Anil et al., 2023b; Xie
et al., 2023a), while data filtering and pruning can
sometimes even outperform the standard power-law
scaling (Abbas et al., 2023; Sorscher et al., 2022;
Toneva et al., 2018). There are also promising re-
sults by sourcing for “clean” data (Gunasekar et al.,
2023) or low-perplexity data (Marion et al., 2023).

These observations inspire several questions:
What factors (besides the scale) are important to a
training dataset (Sachdeva et al., 2024)? How do
the data compositions affect the performance (Xie
et al., 2023a)? What is a principled methodol-
ogy to reliably outperform the power-law scaling

trends (Sorscher et al., 2022)? While the above
works provide excellent starting points, comprehen-
sively addressing these questions requires a series
of well-documented results and a systematic ap-
proach to identifying and quantitatively analyzing
the key underlying factors of LLMs’ performance.
By building on the foundations in (Gadre et al.,
2023; Mazumder et al., 2023) which primarily tar-
get conventional ML, we advocate for rigorous
data-centric benchmarks catering to LLMs’ scale
and complexity. We also identify directions (that
leverage existing non-LLM-specific techniques) for
designing effective data curation methods.

2.1 Benchmarks and Data Curation

A cornerstone towards more efficient and effec-
tive LLM training powered by new data curation
methods is rigorous and large-scale benchmarks for
evaluation and results documentation. The conven-
tional ML benchmarking paradigm is completely
flipped in these data-centric benchmarks (Gadre
et al., 2023) where the training code and computa-
tional budget are held constant so that participants
innovate by proposing new training sets (e.g., new
sources (Gunasekar et al., 2023) or new filtering
techniques (Sachdeva et al., 2024)). We describe
two specialized benchmarks, respectively, for de-
signing training datasets and adapting to down-
stream domains and tasks, and further elaborate
how they can be leveraged to design better meth-
ods for dataset design and curation.

Benchmarks for heterogeneous and large-scale
pretraining data. Two key characteristics of the
pretraining data of LLMs are heterogeneity (e.g.,
multi-domain, multi-modality, multi-source) and
the unprecedented scale. They induce not only
an intricate interplay among the different domains,
modalities, and sources but also a high complexity
and cost of comprehensive evaluations (Lee et al.,
2023b; Liang et al., 2023), thus making designing
effective curation techniques challenging. Hence,
instead of tackling the problem of curating pre-
training data outright, we advocate for laying the
foundations first by building benchmarks for het-
erogeneous and large-scale pretraining data based
upon existing efforts such as DataComp (Gadre
et al., 2023), as a future direction. DataComp is a
benchmark for multimodal image-text dataset de-
sign for contrastive training of CLIP-like models.
Importantly, it spans several orders of magnitude in
compute and data scale and includes the largest pub-
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licly available collection of over 6 billion image-
text pairs, making it a suitable testbed for testing hy-
potheses and drawing insights w.r.t. the pretraining
data for LLMs. For example, one initial finding re-
ports that changing how the training data is filtered
led to significant improvements in CLIP-like mod-
els over OpenAI’s original CLIP models (Gadre
et al., 2023). Compared to the few existing bench-
marking efforts (often at a smaller data scale (Ng
et al., 2021)), DataComp is a more suitable starting
point due to its scale and the promising initial find-
ings. Additionally, another related future direction
is to investigate the efficiency of pretraining data
such as by building on (Warstadt et al., 2023).

Such benchmarking efforts can be comple-
mented by the efforts on open-source pretraining
datasets (Lozhkov et al., 2024; Penedo et al., 2024;
Soldaini et al., 2024) and can serve as a platform
for documenting model performance on specific
datasets for the purpose of analysis and comparison.
This can further aid the researchers in understand-
ing the overall "landscape" (of data and models)
and draw generalizable conclusions, for instance
about a quantitative relationship between the per-
plexity (PPL) of model w.r.t. vocab size, diversity
size and other key factors of a dataset. We acknowl-
edge there are challenges with holistic evaluation
of LLM performance (Lee et al., 2023b; Liang
et al., 2023) and believe these further motivate the
suggested benchmarking efforts (possibly paired
with existing evaluation frameworks) to implement
new evaluation metrics that may additionally de-
pend on independent components (e.g., a hold-out
validation dataset).

Benchmarks for adapting to downstream do-
mains and tasks. Users usually want to apply
LLMs to their downstream domains or tasks, mo-
tivating the investigation of how best to construct
domain- or task-specific datasets to fine-tune an
LLM pretrained on certain data. For example, if
we want to fine-tune a general-purpose LLM for
medical tasks, does that general-purpose LLM need
to have been pretrained on medical data (and if so,
in what proportion), or does it suffice to fine-tune
the LLM on a small amount of medical data? As an-
other example, to obtain an LLM for low-resource
languages such as Southeast Asian (IMDA, 2023)
or African languages (Nguyen et al., 2023), should
we fine-tune an LLM pretrained on a mix of lan-
guages or one pretrained only on the target lan-
guage? Due to the specialized nature of these

tasks, it is beneficial for future endeavours to ex-
plore more specialized adaptations of the existing
benchmarking efforts. We suggest the following
start points for future works in this direction. For
multi-lingual adaptations (e.g., to adapt an LLM
pretrained on English text to other languages), both
Xtreme (Hu et al., 2020) and TyDi QA (Clark et al.,
2020) benchmarks provide the resources for ade-
quate evaluation and are thus suitable potential op-
tions. For medical use cases, the CME (Liu et al.,
2023c) and MedEval (He et al., 2023) benchmarks
provide viable starting points.

Dataset design and curation. The next step is
developing methods for curating datasets for train-
ing LLMs and adapting them to downstream do-
mains and tasks (i.e., fine-tuning). While there is
on-going research in this direction, we further high-
light the importance and potential, by describing
some possible avenues of exploration.

For training general-purpose LLMs, the data
needs to be diverse and spanning multiple distinct
domains (e.g., books, Wikipedia, code, academic
papers, etc.) (Chowdhery et al., 2022) such that
each domain is sufficiently well-represented in the
training data to avoid overfitting (Xie et al., 2023b).

The inter-domain and intra-domain curation pro-
cesses have different requirements, so our pro-
posed future directions (below) have correspond-
ingly different emphases. The inter-domain cura-
tion process should maximize heterogeneity, for
instance, by incrementally selecting fine-grained
domains (Xie et al., 2023a) and adding in a new
domain only if it adds to the heterogeneity of the
pool of added domains. Statistical testing (Gret-
ton et al., 2012; Wei et al., 2021) or distributional
divergence (Ben-David et al., 2010; Wu et al.,
2022) are principled methods to determine if a
domain adds to the heterogeneity. On the other
hand, the intra-domain curation should maximize
diversity (Sachdeva et al., 2024), for instance, by
integrating classic approaches such as determinan-
tal point processes (Kulesza and Taskar, 2012) and
coreset selection (Sener and Savarese, 2018) with
existing ML-based data valuation methods (Amiri
et al., 2023; Sim et al., 2022).

For adapting to downstream target domains or
tasks, a core objective is to address the distribution
shift between the target domain and the available
training data; otherwise, the model learns irrelevant
information about the target domain. In this regard,
a “good” data source has a high distributional sim-
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ilarity to the target domain. Hence, as possible
future direction is to extend prior data valuation
works in standard, unimodal ML settings (Amiri
et al., 2023; Just et al., 2023) to efficiently handle
multi-modal data at scale. For selecting individual
data points, prior works demonstrate the usefulness
of influence scores (Choe et al., 2024; Grosse et al.,
2023; Guo et al., 2021; Kwon et al., 2024; Xia et al.,
2024).

In the proposed directions above, the underlying
principle centers around removing duplicates and
maximizing diversity, but they have different em-
phases because of the different intended scenarios.
The design of specific techniques (e.g., diversity
maximization, de-duplication and coreset selection)
should take into consideration of the characteristics
of the intended scenarios (e.g., the required scale of
data and computational resources for pretraining of-
ten implies a much more efficient approach than for
fine-tuning). We thus suggest separate benchmarks
for pretraining and fine-tuning.

2.2 Data-centric Open LLM Research

With the benchmarking efforts and data curation
methods, we hope to initiate a new brand of data-
centric LLM research, welcoming openness and
transparency. While many efforts have been made
to open-source the LLMs such as BLOOM (Scao
et al., 2023)1 and LLaMA 2 (Touvron et al., 2023)
and open-source model-centric benchmarks Bi-
derman et al., most of the training data is held
closed-source (Bommasani et al., 2023) with a
few recent exceptions: Groeneveld et al. (2024)
completely open-sourced their training data and
pipelines while (NVIDIA, 2024) have made pub-
lic the data generation pipeline for their aligning
process. With this new brand of data-centric open
research, we hope to encourage more transparency
in future research, which goes beyond the tech-
nological advancement itself but is also of great
importance towards responsible adoptions of the
technology and management of the ensuing socio-
economical implications (Bommasani et al., 2022,
2023). For instance, the recently launched National
AI Research Resource (NAIRR) by the U.S. Na-
tional Science Foundation (Alexandria, 2024) lists
open research (i.e., NAIRR open) as one of the four
focus areas.

1At time of writing, the efforts to open-sourcing the train-
ing data of BLOOM are underway: BigScience LM data.

3 Data Attribution

For copyright/intellectual property rights consider-
ations, data attribution is primarily motivated by
the need for credit attribution. For ensuring safe
applications of LLMs, the goal of attribution is to
trace (and then remove) the sources of potentially
problematic outputs. Notably, data attribution and
unlearning are useful to both these use cases.

Since most of the training data for the popular
LLMs is scraped from the Internet, it is almost
inevitable that the training data contains certain
copyrighted data (e.g., writing, code, or even entire
datasets). Then, it is important to design techniques
to mitigate potential copyright infringements, espe-
cially when the data owners or creators request take-
downs. This process involves first correctly identi-
fying the source through data attribution and then
removing it via unlearning (Eldan and Russinovich,
2023). For sources that lead to problematic outputs
by the LLMs, we first identify sources through attri-
bution and then remove (the effects of) the sources
through unlearning (Si et al., 2023). The challenge
in the unlearning step is to ensure its effective-
ness without compromising the performance of the
LLM (Chen and Yang, 2023), incurring prohibitive
costs from iterative retraining (Si et al., 2023) or
needing additional training data (Yao et al., 2023b).

3.1 Data Attribution and Unlearning
We describe data attribution followed by unlearn-
ing, which depends on data attribution.

Data attribution. We highlight two proposed ap-
proaches where the first targets attribution to in-
dividual training data (i.e., more granular), and
the second aims to identify a data source among
several data sources (i.e., less granular). For the
first approach, attribution is by tracing the influ-
ence (Koh and Liang, 2017) or determining the
value (Ghorbani and Zou, 2019) of individual train-
ing data to LLMs. While there have been successes
in applying the influence function to attribute the
prediction of an ML model to its training data (Koh
et al., 2019), there remain challenges in extend-
ing it to LLMs. The increasing complexity and
size of model architectures significantly raise the
computational cost (Grosse et al., 2023) and de-
teriorate the influence scores’ accuracy and util-
ity (Bae et al., 2022; Basu et al., 2021). Two
promising approaches to address these computa-
tional challenges are efficient approximations (Guo
et al., 2021; Grosse et al., 2023), and direct em-
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pirical estimators (Guu et al., 2023; Ilyas et al.,
2022; Pruthi et al., 2020). Preliminary results
demonstrate a computational speedup by reducing
the original problem to a much smaller subprob-
lem (Guo et al., 2021) or exploiting certain training
structures (Choe et al., 2024; Kwon et al., 2024).

The existing data valuation methods (Ghorbani
and Zou, 2019; Jia et al., 2019b; Schoch et al.,
2022; Sim et al., 2022; Yoon et al., 2020) can pro-
vide attribution by identifying the “most valuable”
training data of a model (e.g., LLM). However,
a similar scaling issue is encountered when ap-
plying these methods to LLMs, especially if they
require multiple re-training of the LLM (Schoch
et al., 2023). Similarly, potential solutions include
efficient approximations (Jia et al., 2019a; Schoch
et al., 2023) and training-free surrogates (Just et al.,
2023; Nohyun et al., 2023; Wu et al., 2022) for de-
signing scalable data valuation methods for LLMs.

For the second approach, source attribution dif-
fers from data attribution in being less granular and
aiming to identify a data source instead of individ-
ual data. This approach is particularly relevant in
use cases involving copyrights or intellectual prop-
erty rights, where the data source is the intellectual
creator. For source attribution, a natural idea is
to adopt watermarking as a unique identifier for
a piece of writing or design. For LLMs, water-
marking techniques are used to identify or pinpoint
the data sources that contribute most significantly
to a given output (Marra et al., 2018; Yu et al.,
2019, 2021). Conceptually, a unique watermark
is first assigned to each data source and then in-
serted into the training data from this source during
training. Subsequently, given a generated output
during inference, the most influential sources can
be identified and correctly attributed by observing
which of these watermarks are present in the output.
Some specific types of watermarks include linguis-
tic watermarks (Kirchenbauer et al., 2023; Kudi-
tipudi et al., 2023) and (non-linguistic) Unicode
character-based watermarks (Wang et al., 2023c).

Unlearning of data. To remove (the effects of)
certain identified training data (called target data),
the set of unlearning techniques is suitable. The
gold standard is to remove the target data and re-
train the entire model from scratch on the remain-
ing data, but it is prohibitively expensive for large
models (Cao and Yang, 2015; Si et al., 2023) and
infeasible when regulations stipulate a short execu-
tion time (Graves et al., 2021). Then, one alterna-

tive direction is to perform additional fine-tuning
of the LLMs using only the remaining data to erase
the effect of the target data (Mehta et al., 2022;
Neel et al., 2021). Another more directed approach
is to leverage the knowledge of the target data to
design cost-effective and efficient solutions, e.g.,
target data-oriented fine-tuning (Yao et al., 2023b)
and in-context unlearning to “mimic” unlearning
(the knowledge of specific tokens) via careful con-
textualization at inference time (Pawelczyk et al.,
2023).

3.2 Safe and Responsible Deployment of LLM
Technologies

The ex-post data attribution and removal are useful
for the safe and responsible deployment of LLMs
by respecting the copyrights/intellectual property
rights and mitigating problematic outputs. These
ex-post methods are complementary to possible ex-
ante data-centric approaches (e.g., conditioning on
certain types of data (Keskar et al., 2019)) or other
ex-post approaches (e.g., mitigation at decoding
or inference time (Krause et al., 2021; Liu et al.,
2021)). Importantly, these methods target different
stages of the LLM pipeline (i.e., before training, af-
ter training, and during inference) and collectively
form “multiple layers of defense” against problem-
atic outputs. Hence, we hope to inspire research to-
wards “multi-layered” approaches for the safe and
responsible deployments of LLM technologies.

4 Knowledge Transfer

Given the prohibitive costs of deploying full-
fledged LLMs (Chen et al., 2023b; Patterson et al.,
2021), and that most users may not need such
powerful general-purpose LLMs, the cost-effective
adaptations of LLMs to users’ specialized tasks
are more appealing. In many cases, the general-
purpose LLM already has the necessary “knowl-
edge” to perform the specialized task (Li et al.,
2023; Xu et al., 2024), which can be transferred
to a more compact and specialized model. Knowl-
edge transfer can be performed by first distilling
the knowledge from the LLM as synthesized data,
then instilled into the specialized model by training
it on the synthesized data. Since data synthesis is
a niche setting arising from the generative capa-
bilities of LLMs and its quality is key to effective
knowledge transfers, we focus on data synthesis,
specifically label and input syntheses.
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4.1 Cost-effective Data Synthesis

We elaborate on label and input syntheses, focusing
on the cost-effectiveness (i.e., the size/quantity and
quality of the synthesized data).

Label synthesis. The simpler case is where the
user starts with a large pool of unlabeled data
(e.g., performing sentiment analysis for public
comments) and requires the LLM to synthesize
the labels. This case resembles the setting of ac-
tive learning (Gal et al., 2017) where the goal is
cost-effectiveness (i.e., using a small number of
synthesized labels to achieve a high learning per-
formance). The emphasis on cost-effectiveness
(which is similar to in active learning) stems from
that many current approaches incur a considerable
manual involvement to inspect and ensure the qual-
ity of the labels, evidenced by methods specifi-
cally designed to minimize such manual involve-
ment (Honovich et al., 2023; Wang et al., 2023e;
Wei et al., 2022; Ye et al., 2021). The core idea
of this proposed direction is to select and annotate
only the most “useful” data, which can be imple-
mented via unsupervised data valuation techniques
such as feature-based diversity (Amiri et al., 2023;
Xu et al., 2021), uncertainty modeling (Lewis and
Catlett, 1994), and optimized heuristics (Bairi et al.,
2015). Additionally and different from the conven-
tional unimodal settings, multi-modal classifiers
like CLIP (Ilharco et al., 2021; Radford et al., 2021)
can be leveraged to perform cross-modal (e.g., im-
age to text) or multi-modal (e.g., image-text to text)
label synthesis.

Moreover, the unique explanatory capabilities
of LLMs can be exploited (i) to augment the syn-
thesis with additional generated explanations and
rationales (Hsieh et al., 2023), and (ii) to be used,
not as a “label generator” for direct label synthesis
(as above), but as a labeled data “selector”. Specifi-
cally, from a pool of labeled data (with labels pos-
sibly synthesized by an LLM), the LLM is asked to
select the high-quality ones. It is useful when the
original LLM cannot synthesize labels very accu-
rately but is able to filter out the low-quality, noisy,
or incorrect labels (Sachdeva et al., 2024).

Input synthesis. The more challenging scenario
arises when no initial data is available, not even
unlabeled data, possibly because the specialized
task is niche or less well-established and the user
does not know what unlabeled data to collect. In
this direction, we propose to fully utilize the gener-

ative capabilities of LLMs to synthesize coherent
and diverse inputs (Ding et al., 2024), such as via
prompt engineering and fine-tuning procedures (Li
and Liang, 2021) and sophisticated prompting tech-
niques (Naseh et al., 2024). Then, the aforemen-
tioned label synthesis techniques can be applied,
making label and input syntheses complementary
to each other and suggesting it is possible to de-
velop integrated treatments, such as jointly using
existing unlabeled input and the generation of new
input or using LLMs to complete a partial input
with a randomly generated label (Xu and nad Wen-
peng Yin, 2022). Notably, the 1.3B phi-1.5 trained
(almost) exclusively on synthesized data can out-
perform models 5× larger (Li et al., 2023) and
the recently released Nemotron-4 family (NVIDIA,
2024) further showcase the potential of synthesized
data where over 98% of data in their alignment pro-
cess is synthesized. Nevertheless, we note the im-
portance of identifying and investigating the limita-
tions of LLM-generated/synthesized data (Dohma-
tob et al., 2024), presenting an opportunity for re-
search.

4.2 Democratization of the LLM Technologies

The true testament to the impact of LLMs lies not
in the streak of impressive metrics they score (Ope-
nAI, 2023; Srivastava et al., 2023) but rather in
the concrete real-life successes (Carbonell, 1992;
Wagstaff, 2012, Impact Challenges). To do so re-
quires the technology to be democratized and made
accessible, not only through online API function
calls but also in offline and resource-constrained
environments, which is important to level the play-
ing field for small organizations and individuals.
We envision that the research directions of knowl-
edge transfer can further widen the adoptions of
LLMs (i) into different specialized domains includ-
ing healthcare (Savova et al., 2010; Yang et al.,
2023), law (Dahl et al., 2024), and education (Mind,
2024), (ii) at different scales, including consumer-
grade hardware such as laptops (Hannun et al.,
2023) and smart-phones (Sreeraman, 2023), and
(iii) in different scenarios where internet accessibil-
ity, data security and privacy concerns can present
obstacles to users making use of the API function
calls online (Hao et al., 2022; Liu and Liu, 2023).

5 Inference Contextualization with Data

As in the two examples in Sec. 1 on how data can
be used to contextualize the inference process of
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LLMs (Brown et al., 2020; Lewis et al., 2020),
LLMs have the demonstrated remarkable ability to
utilize information “in-context” (Dong et al., 2023)
where the context here is often in the form of a few
example data points for demonstration or supple-
mentary information (Brown et al., 2020). Such
unique and unseen abilities present exciting use
cases of data as an “anchor” to establish the right
context at inference and enable the users to make
certain specifications with flexibility and ease.

We illustrate such contextualization as follows:
(i) If a user prompts the LLM to generate a piece
of writing while providing writings from Shake-
speare, then the LLM’s generated output can ap-
pear “Shakespearean” even though the LLM is not
necessarily (extensively) trained on the writings
from Shakespeare. (ii) If a user asks the LLM
to solve a mathematical question while providing
data containing similar questions and the reasoning
steps, then the generated output can also contain
reasoning steps, even though the LLM might not
have been explicitly trained to do so.

5.1 Data Selection for the Right Context

For two technical frameworks that enable an
LLM to utilize data at inference, namely retrieval-
augmented generation (RAG) and in-context learn-
ing (ICL), we outline how LLMs utilize the data
and then describe the corresponding research direc-
tions of data selection for contextualization.

Retrieval-augmented generation. RAG con-
sists of two main components: the datastore and
the retriever. The datastore is a collection of un-
structured data (e.g., documents and their chunks),
and structured data (e.g., as databases or knowl-
edge graphs). Given a user query, (i) the retriever
selects the most relevant and informative data from
the datastore to (ii) contextualize the query for
the LLM to generate an output (Asai et al., 2024).
These two steps can be targeted as follows.

For (i), a more effective data selection (i.e., bet-
ter relevance and informativeness) can be achieved
by improving the indexing system of the datas-
tore. Currently, the data (e.g., documents) in the
datastore each has an indexing “key” (typically
a vector in some embedding space (Lewis et al.,
2020; Salton et al., 1975) containing some of the
data’s semantic meaning). However, for a Q&A
task, this indexing system can be ineffective for the
retriever to identify the correct answer (i.e., data) to
the question (i.e., query) since typically questions

and answers have different semantic meanings. A
future direction is to improve its effectiveness, such
as by developing vector embeddings with built-in
relevance in addition to the semantic meaning of
data (Formal et al., 2021; Zamani et al., 2018) and
pair them with the more classic approach of in-
verted index (Zobel and Moffat, 2006) based on
keywords and metadata.

For (ii), there are promising avenues of improve-
ments targeting the different ways of how LLMs
contextualize the query (i.e., utilizing the retrieved
data) such as by improving the augmentation of
the query with the retrieved data (Shi et al., 2024;
Yao et al., 2023a), and designing more effective re-
trieval methods and ways of utilizing the retrieved
information (e.g., Borgeaud et al. (2022) use local
similarity of consecutive document chunks to im-
prove retrieval and model predictions, Wang et al.
(2023a,b) demonstrate the effectiveness of pretrain-
ing LLMs/decoder-only LMs with retrieval).

In-context learning. From a few user-provided
demonstrations (i.e., data) in the query alone,
LLMs can learn the hidden patterns and respond
accordingly (Dong et al., 2023). For example, to
teach an LLM to solve mathematical questions, a
user can query the LLM following this template:
Your goal is to solve math problems.

Here are some examples: [EXAMPLES]. Now
solve [QUESTION].

The demonstration data, denoted as
[EXAMPLES], establishes the right context
for the LLM. Indeed the choice and quality of this
demonstration data have a significant impact on
the LLM’s response quality (i.e., the correctness
of the LLM’s solution to [QUESTION]) (Lu et al.,
2022b; Zhang et al., 2022). Existing methods have
shown the effectiveness of heuristics, including
similarity (Liu et al., 2022), uncertainty (Diao et al.,
2023) and entropy (Lu et al., 2022b). These results
suggest opportunities for integrated frameworks
with provable guarantees as future directions. For
instance, optimization-based techniques have
achieved preliminary successes in instruction
optimization of LLMs (e.g., reinforcement learn-
ing (Deng et al., 2022), Bayesian optimization (Lin
et al., 2024) and evolutionary algorithms (Guo
et al., 2024)), but have yet to be adopted for
demonstration optimization or selection in ICL.
Recently, Wu et al. (2024) utilize neural bandits
for the joint optimization of instructions and
demonstrations while Zhou et al. (2024) exploit the
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internal mechanism of transformers to optimize the
selection of the demonstrations via their influences.

Note that RAG and ICL are not competing but
rather complementary frameworks. With RAG,
the user can leverage the size of the datastore for
keeping more information while with ICL the user
has an on-the-fly flexibility to direct specify the
data with the query.

5.2 Personalized Usages of LLMs

Such contextualization (i.e., setting the context via
specifying the data such as in RAG or ICL) has two
hallmark practical benefits of being (i) simple and
flexible via specifying the data and (ii) lightweight
(i.e., no or minimal training/fine-tuning). For a user,
the data need not be static. For instance, a company
using a RAG-powered Q&A agent would, from
time to time, update its product or service-related
information. To ensure the Q&A agent has updated
information, updating the datastore would suffice.
In contrast, updating the LLM via either training
or fine-tuning can be time-consuming, costly, and
technically complex, so personalization approaches
(e.g., via RAG or ICL) that minimize or sidestep
updating the LLM are more appealing in practice.

Such features can simplify and make feasible the
personalization of LLM technologies, which can
have a significant impact on domains such as educa-
tion (Alqahtani et al., 2023a; Gan et al., 2023; Latif
et al., 2023) and healthcare (Abbasian et al., 2023;
Belyaeva et al., 2023). LLMs-powered personal-
ized curriculum designs can cater to the different
needs of the students and educators can use LLMs
to help prepare personalized feedback with signifi-
cant time-saving benefits (Alqahtani et al., 2023b).
LLMs-based chatbots can provide timely personal-
ized health assessments (Cascella et al., 2024).

6 Conclusion and Future Outlook

This position paper has outlined a data-centric ap-
proach towards AI research with a focus on large
language models (LLMs). We highlight the multi-
faceted role of data in the different developmen-
tal (e.g., pretraining, fine-tuning) and inferential
(e.g., data synthesis, inference contextualization)
stages of LLMs. In particular, we have identi-
fied four scenarios centered around data: rigorous
data-centric benchmarks and data curation, data
attribution, knowledge transfer, and inference con-
textualization with data. They each have unique
challenges that require careful consideration, and

present opportunities for innovation.
The impacts are described within each scenario

for concreteness and clarity, but they are certainly
not restricted to each of the scenarios and can some-
times “cross over”. For instance, while we have
identified democratization of the LLM technolo-
gies as an impact of Sec. 4, it is also applicable
to Sec. 5, which has highlighted the practical via-
bility of personalized usages of LLMs. Similarly,
these scenarios (and the research directions therein)
should not be viewed in isolation because there are
indeed relationships and connections between the
components. For instance, to mitigate problematic
outputs by LLMs, a holistic treatment comprising
both ex-ante and ex-post data-centric methods can
perhaps be most effective (e.g., a more targeted data
curation method from Sec. 2 paired with attribution
and unlearning methods from Sec. 3).

This initial exploration into a data-centric AI re-
search paradigm in the age of LLMs is necessarily
non-exhaustive and intended to catalyze broader
discussions, stimulate further inquiry, and spark
innovation that will expand the current limits of
LLMs and, more broadly, AI, and build toward de-
ployment of such technologies that promote greater
democratization.

7 Limitations and Impact Statement

This section organizes the limitations and alterna-
tive viewpoints following the same organization as
the main paper.

On Sec. 2. One limitation of the outlined research
directions is that these directions do not specifi-
cally account for the interplay between different
steps (e.g., pretraining data and fine-tuning data)
or between model (e.g., architecture and size) and
data (Hoffmann et al., 2022; Sardana and Frankle,
2023). It is an appealing next step to develop inte-
grated pipelines covering data curation methods for
different steps and jointly leverage model-centric
and data-centric insights.

On Sec. 3. One specific limitation of using fine-
tuning to achieve unlearning is that its effectiveness
is limited if there are only a small number of fine-
tuning iterations due to a short stipulated execution
time or a small fine-tuning dataset (Golatkar et al.,
2020). As a result, after unlearning via fine-tuning,
the model might still contain traces of the “deleted”
target data. This limitation can be mitigated by
adopting more directed unlearning techniques such
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as those described in Sec. 3.
We differentiate our described data-centric

watermarking approaches (for data attribution)
from existing model-oriented watermarking meth-
ods (Huang et al., 2024; Kuditipudi et al., 2023;
Zhao et al., 2023a,b) (for determining whether a
given output is generated by LLMs or a specific
LLM). Additionally, we differentiate our described
unlearning approaches (for removing or erasing
certain target data) from knowledge unlearning (Si
et al., 2023), whose goal is to forget an abstract def-
inition of knowledge (Chen and Yang, 2023; Jang
et al., 2023; Wang et al., 2023d).

On Sec. 4. A key requirement for effective knowl-
edge transfer is that the general-purpose LLM has
the “necessary” knowledge. This requirement is
not always satisfied as there are areas where even
the most advanced LLMs are lacking (e.g., reason-
ing and planning (Dziri et al., 2023; Valmeekam
et al., 2023)). Nevertheless, there are many ar-
eas and use cases for which existing open-sourced
LLMs are very capable (Groeneveld et al., 2024;
NVIDIA, 2024) and can be used for knowledge
transfer, and data synthesis in general. Further-
more, even if the LLM is not able to perform label
synthesis optimally, it can still be useful for filtering
out low-quality labels and leaving the good labels
for training, as in “impossible distillation” (Jung
et al., 2023). We note that our discussion on data
synthesis has a specific focus on the quality of syn-
thesized data w.r.t. the learning performance of ML
models or LLMs and there are other important con-
siderations not covered here due to page limits (e.g.,
safety considerations).

Another possible limitation in practice is due to
the possible legal restrictions of how/whether ex-
isting proprietary and closed-source LLMs can be
used, especially for commercial purposes.234 Nev-
ertheless, there are more efforts underway to open-
source and democratize LLM technologies (Chiang
et al., 2023; Liu et al., 2023b; Taori et al., 2023;
Touvron et al., 2023). For instance, Groeneveld
et al. (2024) completely open-sourced their LLM,
including the pretraining data, model architecture,
and trained weights, and the entire training logs, un-
der the Apache-2.0 license, permitting a “free” use
of this trained model, such as for knowledge trans-
fer. As another example, NVIDIA (2024) released

2Terms of use, OpenAI.
3Terms of Service, Anthropic.
4Generative AI APIs Additional Terms of Service, Google.

the Nemotron-4 family and their entire synthetic
data generation pipeline under the NVIDIA Open
Model License,5 allowing the distribution, modifi-
cation, and use of the models and its outputs.

On Sec. 5. One limitation of the inference contex-
tualization is that it is difficult to design foolproof
techniques or guarantees due to the complexity
and the intricate black-box internal working mech-
anism of LLMs. It may require additional future
investigation to understand and then leverage the
mechanism of LLMs to design techniques with
provable guarantees. Our position is to highlight a
practically simple and technically viable approach
for personalizing LLMs, as well as the promising
research directions and techniques.

Impact Statement
This position paper presents a data-centric view-
point towards AI research with a focus on LLMs,
outlining specific scenarios for future research and
highlighting the respective impacts therein.
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