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Abstract

Despite rapid progress in large language mod-
els (LLMs), their performance on a vast ma-
jority of languages remains unsatisfactory. In
this paper, we study building language-specific
LLMs by adapting monolingual and multilin-
gual LLMs. We conduct systematic experi-
ments on how design choices (base model se-
lection, vocabulary extension, and continued
pretraining) impact the adapted LLM, both
in terms of efficiency (how many tokens are
needed to encode the same amount of informa-
tion) and end task performance. We find that
(1) the initial performance of LLM does not
always correlate with the final performance af-
ter the adaptation. Adapting an English-centric
models can yield better results than adapting
multilingual models despite their worse initial
performance on low-resource languages. (2)
Efficiency can easily improved with simple vo-
cabulary extension and continued pretraining in
most LLMs we study, and (3) The optimal adap-
tation method (choice of the base model, new
vocabulary size, training data, initialization
strategy) is highly language-dependent, and the
simplest embedding initialization works well
across various experimental settings. Together,
our work lays foundations on efficiently build-
ing language-specific LLMs by adapting exist-
ing LLMs.

1 Introduction

The predominance of English data on the inter-
net, combined with a financial interest in English-
centric applications, has led to the development
of primarily monolingual LLMs (Touvron et al.,
2023; Jiang et al., 2023; Abdin et al., 2024b) which
exhibit significantly higher proficiency in English
compared to other languages. Even when LLMs
support other languages, their performance lags
behind — both in terms of end task performance
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and efficiency, measured by the amount of tokens
required to encode information (Ahia et al., 2023).

Prior work has mainly focused on building mul-
tilingual models that cover a broad spectrum of
languages (Scao et al., 2023; Ustiin et al., 2024;
Lin et al., 2021), or building language-specific
LLMs from scratch (Zeng et al., 2023a; Miiller
and Laurent, 2022; Sengupta et al., 2023). Training
a new language-specific LLM from scratch can be
expensive, both in terms of compute and data re-
quirements. Therefore, recent efforts have focused
on adapting existing, high-performing LLMs (Cui
et al., 2023; Levine et al., 2024), which consist of
a two-stage process: (1) Adapting a model’s tok-
enizer with tokens from the target language (Cui
et al., 2023) to improve efficiency, and (2) updating
model parameters through continued pre-training
(CPT) to improve end task performance.

For this straightforward adaptation recipe (illus-
tarted in Figure 1), many design choices can affect
the final performance, providing trade-offs between
efficiency and downstream performance. We focus
on three major design choices — the choice of base
LLM, the size of augmented vocabulary, and the
amount of continued pretraining data. We empiri-
cally evaluate how these design choices impact the
final task performances on four diverse languages
(Hindi, Turkish, Arabic and Tamil) on multilingual
benchmarks containing up to 7 tasks. Our goal is to
provide guidance on how to build language-specific
LMs based on our experimental results spanning
seven base LMs.!

We summarize our main findings here:

* The base LM performance prior to adaptation is
not always indicative of the final performance.
Despite its limited initial performance, monolin-
gual models (such as LLaMA-2) can be adapted
effectively i.e. achieve comparable performance

!Code is available at: https://github.com/atutej/
token-language-adaptation
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Figure 1: Building a language-specific language model. After selecting a base language model (LM), we adapt
it with two main steps: 1) Token Augmentation, which primarily involves extending the tokenizer to a target
vocabulary size, and 2) Continued Pre-Training on the target corpus.

to base multilingual models after training on
200M target language tokens.

* A moderate amount of vocabulary addition
(10K) is sufficient to close the gap between En-
glish and low-resource languages in terms of
efficiency (how many tokens are required to en-
code the same amount of information).

* Vocabulary extension initially drops the end task
performance, but most base LMs (except the best
multilingual model, Gemma-7B) can recover
and improve end task performances after contin-
ued training on 200M target language tokens.

* The initialization of new token parameters is
important for efficient adaptation. Initializing
new token embeddings with a mean of con-
stituent token embeddings (Liu et al., 2023),
is as good as more sophisticated initialization
strategies (Dobler and de Melo, 2023).

* Despite some general patterns, adaptation
performance is language and base LM specific,
especially with respect to the pre-training corpus
of base LMs.

Together, we lay foundation for studying
language-specific adaptation of existing LLMs, en-
abling LLM access to a wider population.

2 Related Work

Token Adaptation Early work on adapting to-
kenizers focused on downstream tasks (Sachi-
dananda et al., 2021) or domains (Hiraoka et al.,
2020, 2019) within a single language. Liu et al.
(2023) proposed to add new tokens trained from a
specific domain (mental health QA) to enhance its
generation speed. Similar to our work, Dagan et al.
(2024) provides a comprehensive study for opti-
mizing tokenizers for LLMs built on code corpus.

Our focus is on multilingual adaptation instead of
a specific domain.

Cross-Lingual Transfer Recent efforts explore
cross-lingual transfer of pre-trained English LLMs
to new languages. Husain et al. (2024) transliterate
Indic languages to the Latin script to transfer
linguistic capabilities. Recent work (Zhao et al.,
2024) showed that training on millions of target
language tokens without vocabulary extension can
match the end task performance of state-of-the art
model trained on billions of tokens. However, this
comes at the cost of inference efficiency. Most sim-
ilar to ours, a line of work (Csaki et al., 2023; Cui
et al., 2023; Tikhomirov and Chernyshev, 2023;
Lin et al., 2024) perform vocabulary extension,
showing it can improve generation efficiency on
the target language. However, to the best of our
knowledge, there is no unified perspective on the
design choices such as the base model, vocabulary
size when working with limited compute and data
resources, and our study is the first that explores
these aspects on multiple languages.

Previous approaches have studied ways to opti-
mally initialize embeddings for cross-lingual trans-
fer. Some methods have only been applied to
encoder-only models (Ebrahimi and Kann, 2021;
Minixhofer et al., 2022), others typically use ex-
ternal lexicons (Zeng et al., 2023b; Wang et al.,
2022), focus primarily on Latin scripts (de Vries
and Nissim, 2021), or require training a secondary
model/embeddings separately (Dobler and de Melo,
2023; Ostendorff and Rehm, 2023). We compare
few initialization approaches, showing that the sim-
ple mean embedding initialization works well.
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Model Vocab Size Training Data # Training Tokens # Languages # Parameters
XGLM-7.5B 256K CC100-XL 500B 30 7.5B
Gemma-2B 256K unknown 2T unknown 2.5B
Gemma-7B 256K unknown 6T unknown 8.5B
Bloom-7.1B 251K ROOTS 350B 46 7.1B

Phi-2 50K Synthetic + Web 14T unknown 2.7B
Mistral-7B 32K unkown unkown unknown 7.2B
LLaMA-2-7B 32K unknown 2T unknown 6.7B
Adapted (Ours) Base + 1K-50K Base + subset of mC4 Base + 100M-500M Base + 1 Base + 4M-200M

Table 1: The overview of LLMs compared in this work. For our adapted models, we add between 1K to 50K
additional tokens into the vocabulary and continue training on ~100M-500M tokens.

3 Method: Adapting LLM to a Target
Language

We introduce a straightforward adaptation process
— we will first generate language-specific tokens
that will be added to the base vocabulary (§3.1) of
the model. Then, we continue training LMs with
language modeling objective on the target language
corpus such that they can make use of new tokens
efficiently (§3.2).

3.1 Augmenting Token Vocabulary

Generating Target Language Tokens We train
a BPE sentencepiece tokenizer (Kudo and Richard-
son, 2018)? using 300K examples (i.e. documents)
from the mC4 corpus (Raffel et al., 2023) on the
target language, which yields a language specific
vocabulary V’ with a target vocab size |V’|. We
vary the target vocab sizes from 1K to 50K.

Merging with Original Vocabulary Let
AV =V’ —V denote the non-overlapping tokens
from the new vocabulary with respect to the
original vocabulary V. We append these tokens to
the original as Vipew <+ V @ AV. Here, © denotes
the concatenation operation, which implies that all
new tokens are assigned lower priorities than those
in the default vocabulary i.e. we assume that the
frequency of the first ‘new’ token is lower than the
last ‘old’ token in the BPE merging procedure (Sen-
nrich et al., 2016). We preserve all the tokens from
the original vocabulary, as opposed to discarding
those with low-priority scores (Csaki et al., 2023).
We experimented with assigning higher priorities
to the extra tokens, but found that it does not lead
to significant gains. The resulting effective vocab-
ulary size can be found in Table 7 in the appendix.

Zhttps://github.com/google/sentencepiece

3.2 Integrating New Tokens to the LLM

Embedding Initialization We initialize the
token embeddings from the generated vocabulary
AV as the mean embedding of its constituent
tokens from the original tokenizer V, following
prior work (Liu et al., 2023; Gee et al., 2022).
Formally, the token embedding E(v),Vv € AV
is obtained as,

It
t = Tokenize(v;V); E(v) = |1|Z E(t;) (1)

where E is the existing token embedding. Note,
for models like LLaMA-2 which use separate un-
embedding (LM head) parameters, we perform the
same operation separately for the un-embedding
layer. We also experiment warm starting the
newly introduced parameters on a tiny fraction
of the dataset (10 tokens) through continued
pre-training (Downey et al., 2023), keeping the
transformer parameters frozen and only learning
the embedding and un-embedding parameters with
a high learning rate (10~3). We notice that this
usually aids in reaching the same loss faster and
can lead to small gains in the final performance.

Continued Pre-Training We perform continued
pre-training on each target language with 200K
examples (~200M tokens) and 500K examples
(~500M tokens) from the mC4 corpus (Raffel et al.,
2023) for larger (>6B parameters) and smaller mod-
els, respectively. The effective vocabulary sizes,
and data statistics (in bytes) for the tokenizer train-
ing and continued pre-training are summarized
in Table 7 in the appendix. For main experiments,
we add 50K tokens when training on a larger CPT
corpus (200K-500K documents). For other analy-
ses, we use 10K tokens and train on 100K docu-
ments due to computational constraints.
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Implementation Details We train on 4 A40
GPUs for a single epoch with a cosine-warmup
scheduler, max sequence length 1024, with batch
sizes that maximize memory usage, as presented
in Table 8 in the Appendix. For 200K examples,
this translates to roughly 18h of training on all 4
GPUs. We use full-finetuning in all of our experi-
ments, since training with LoRA (Hu et al., 2022)
yielded much worse performance, and only led to
1.5x less compute.

4 Evaluation Setting

4.1 Experimental Goals

Language Models Table 1 summarizes the open-
access base LLMs that we consider. XGLM-
7.5B (Lin et al., 2021), Bloom-7.1B (Scao et al.,
2023), and Gemma models (Mesnard et al., 2024)
are equipped with a large vocabulary (251K-256K)
that encompasses multiple languages. XGLM was
trained on CC100-XL (Lin et al., 2021) on 500B
tokens across 30 languages, Bloom was trained
on ROOTS (Laurencon et al., 2023) on 350B to-
kens across ~46 languages, while Gemma-7B and
LLaMA-2-7B were trained on 6T and 2T tokens,
respectively. The vocabulary of Mistral-7B and
LLaMA-2 are primarily monolingual, with about
32K tokens. The smaller models, Gemma-2B and
Phi-2 (Abdin et al., 2024a), were trained on 1.6T
and 2T tokens, respectively. Gemma-7B variant far
outperforms any existing open-sourced 7B LLMs
in our evaluations on multilingual benchmarks.

Target Languages We evaluate on four lan-
guages — Hindi, Arabic, Turkish, and Tamil, which
covers languages in Latin (Turkish) and non-Latin
scripts (Hindi, Arabic, Tamil). Based on the perfor-
mance of the base language models on downstream
benchmarks, we group the languages into mid
(Hindi, Arabic, Turkish) and low-resource (Tamil).

4.2 Evaluation Tasks

We select a range of multilingual benchmark
datasets to cover diverse tasks. Except for ma-
chine translation and headline generation, all other
benchmarks are formatted as multiple-choice tasks
to facilitate evaluation. Table 9 in the Appendix
reports dataset statistics.

Generation Tasks

* Machine Translation We evaluate on the
FLORES-200 benchmark (Costa-jussa et al.,
2022), which contains 1012 parallel examples

in the test set. We perform 5-shot prompting
with examples from the development set.

* Headline Generation We evaluate on XL-Sum
(Hasan et al., 2021), which contains summaries
and titles of news articles. We re-frame the
task as generating titles from summaries, as the
news articles are long. We prompt LLM with a
single example from the training split.

Natural Language Understanding Tasks

* Knowledge Probing We evaluate on mLAMA
(Kassner et al., 2021), which contains knowl-
edge triplets in the format (object, relation,
subject). Following Lin et al. (2021), we
convert the triplets to a template that queries for
the object, such as "Matthew Perry was born
in [MASK]." Apart from the ground truth, we
replace [MASK] with three other candidates
that belong to the same relation.

* Natural Language Inference We evaluate on
XNLI (Conneau et al., 2018) in a 5-shot setting
with the evaluation templates from prior work.?

* Sentiment Analysis We use a recently re-
leased dataset (Doddapaneni et al., 2023)
of product reviews manually translated into
Indic languages. The dataset contains parallel
sentences in English and Indic languages. We
generated an evaluation set for Turkish and
Arabic through automated translation from
English.* We evaluate in a 5-shot setting.

* Causal/Commonsense Reasoning We use
XCOPA (Ponti et al., 2020) and XStoryCloze
(Lin et al., 2021), using 5-shot in-context
prompts for both tasks.

4.3 Model Inference Setting

We use the same prompt template for all models.
For all multiple-choice datasets with training and
evaluation splits (all datasets except for mLAMA),
we select five input-output pairs from the respective
training and evaluation splits to form in-context
examples. The examples are selected randomly
for each query to the LM, but with a fixed seed
to maintain consistency across evaluations. For
mLAMA, we use zero-shot prompts. The exact
prompts, which include selected in-context exem-
plars, can be found in Appendix B.I.

3We use Im-evaluation-harness: https://github.com/
EleutherAI/lm-evaluation-harness
*We use https://github.com/ssut/py-googletrans
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Figure 2: Efficiency evaluation: the impact of vocabulary extension on the average sequence length. The shorter
sequence length is more desirable. (a) extending the vocabulary with 10K tokens makes the token length substantially
shorter, on par with that of English. (b) Adding more tokens continue to improve the sequence length with
diminishing returns. (c) Performance (spBLEU) on FLORES machine translation versus maximum generation
cutoff length; adapted models require 2x less tokens to achieve high performance.

For multiple-choice tasks, we select the con-
tinuation with the highest byte-length normalized
log-probabilities, which is tokenizer agnostic (Gao
et al., 2023). For generation tasks, we sample
greedily, with a maximum of 200 tokens for trans-
lation and 50 tokens for summarization.

4.4 Evaluation Metrics

Efficiency Metrics As we do not make changes
to LLM architecture except for its tokenizer, our ef-
ficiency metric will focus on the number of tokens
required to convey the same amount of information
per language, following prior work (Ahia et al.,
2023). Specifically, we define the fertility as the av-
erage number of tokens required to encode a given
text. This diverges from earlier work (Rust et al.,
2021) which defines fertility as the average number
of sub-words per given word and make evaluation
independent of word segmentation.

For generation tasks, we additionally measure
(%Gen), the percentage of generated tokens that
belong to the newly added vocabulary, AV, and
the number of examples processed per second
(throughput). We define throughput as the number
of examples processed by the model per second.

Task Performance Metrics For the text-
understanding  benchmarks (multiple-choice
questions), we measure the accuracy. For machine
translation and summarization, we report spBLEU
(Goyal et al., 2022), a universal version of BLEU
that is comparable across languages.

5 Results

We report performances on two axis — efficiency
(fertility) and end task performance.

5.1 Efficiency Analysis

Vocabulary augmentation effectively improves
fertility in low-resource languages We compare
the fertility between tokenizers by measuring the
average sequence length on target sentences from
the FLORES benchmark. Figure 2a shows a signifi-
cant disparity in fertility between English and other
languages, especially low-resource, before vocabu-
lary adaptation. The disparity is more pronounced
on primarily monolingual LMs. Similar disparity
has been observed in commercial language models
with multilingual capabilities (Ahia et al., 2023).
Augmenting the base vocabulary of these models
with ~10K language-specific tokens significantly
mitigates the disparity, providing fertility of the
target language that is on-par with that of English.
For low-resource language (e.g., Tamil), even
multilingual model (Gemma-7B) shows significant
gain in fertility after vocabulary extension.

Relationship between the vocab size and fertility
Figure 2b reports the relationship between the
number of added tokens |AV| and fertility when
extending LLaMA-2’s vocabulary. We observe
that fertility on the target-language improves with
increasing vocabulary size, but with diminishing
gains as the extra token increases. Adding ~1K
language-specific tokens doubles the fertility on
average. The gains are more pronounced for
non-latin scripts (hi, ar, ta), with up to 3x increase
after adding ~1K tokens.

5.2 End Task Performance

We have found that fertility can be improved with
relatively modest amount of vocabularly extension.
But can LLM make use of newly added vocabulary
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Lang Base model

Task

FLORES XLSUM MLAMA Sentiment XStoryCloze ~XNLI  XCOPA
Random Guess - - 25.00 50.00 50.00 33.00 50.00
Gemma-7B 32.26/36.64 14-60/15 51 5005/56 84 9520/97 59 7062/ 4L65/45 55 /69.00

hi/, Bloom-7.1B 213%1 03 T9V587 4120/40 50 94004, 70 6499 L6344 05 /5160
XGLM-7.5B 18121675 89650 4325506 82406600 012/ 4072/41 49 760.00
LLaMA-2-7B 817661 10741298 389245 4 916050 19 3718/ 3663/ 37 /5349
LLaMA-2 (AV=50K, CPT) 28'15//M 13'79/16.03 44'45/61.72 8760/@ M/— 39'3%0.48 /M
Gemma-7B 18.08/)6 99 14:51/17 59 44655, 67 96700760 /6883  /39.60 029/

t3/,. Bloom-7.1B 8745040 109V1351 H4/5355 04708540 /o267 3151 Y
XGLM-7.5B 10171523 3884 37194718 70194110 /5837 /3618 10U
LLaMA-2-7B 389074 1214395 406445681 7220055 19 328 36550 s eo
LLaMA-2 av=sox,cen 12290233 163717 66 41554700 2-29%970 76450 /3582 584U/

Table 2: Comparing adapted monolinugal model (LLaMA-2-7B) against state-of-the-art multilingual models. We
report spBLEU for FLORES (en — [lang]) dataset and accuracy for all other datasets. Bold values indicate
the best performance in for each dataset while underlined values indicate the second best number. In this table,
AV =~ 50K (i.e. 50K added tokens) and CPT done for 200M tokens. Our adapted models will have a separate
checkpoint per language, while others use the same checkpoint for all languages.

en— h%en — tr

n y
€ _>a/enﬁta

Model Throughput 1 Fertility | % Gen Throughput 1 Fertility| % Gen
XGLM 0768 3983481 - 07057 39981884 -
Gemma-7B 047063  323%40.04 ] 06353 38007 14 -
LLaMA-2 + CPT 018431 15452/93 op ; 0244 14 11671195 13 -

LLaMA-2 (AV=50K, CPT) 0'85/0.84

37.49/39.04 8172296

10689 27593587 79854043

Table 3: Efficiency comparisons on FLORES machine translation task. % Gen indicates the % of tokens generated
that belong to the extra vocabulary AV'. Fertility is the average sequence length of generations. Adapted LLaMA-2
achieves throughput that is up to 68% higher than multilingual models.

tokens efficiently, given they were unseen during its
pre-training? To answer this question, we discuss
end task performances.

Adapted English models can match the perfor-
mance of base multilingual models Multilin-
gual LLMs often show stronger performance on
a wide range of language compared to primarily
English LLMs. However, state-of-the-art English
models are released more frequently with various
configurations (model sizes, architecture, focus do-
mains) than their multilingual equivalents. We
study whether adapting these predominantly En-
glish models through vocabulary extension and con-
tinued pre-training (CPT) can enable them to match
the performance of multilingual models. In Ta-
ble 2, we compare the adapted LLaMA-2-7B model
against XGLM-7.5B, Gemma-7B, and Bloom-
7.1B. Notably, the recently released Gemma-7B

model demonstrates superior performance in all
tasks across four languages.

LLaMA model performance improves substan-
tially through pre-training on a relatively small
target-language corpus. Our adapted LLaMA
model, LLaMA-2-7B (AV=50K, CPT), exhibits
highly competitive performance with respect to
Gemma 7B, particularly on the low-resource
language (Tamil), with 1.5 billion fewer param-
eters. As shown in Figure 2c, LLaMA-2-7B
(AV=50K, CPT) competes with Gemma-7B using
2x less tokens. Additionally, as illustrated in
Table 3, the adapted model achieves up to 8 times
higher throughput compared to LLaMA without
vocabulary extension and also substantially higher
than Gemma 7B. These enhancements are more
pronounced for non-Latin and low-resource lan-
guages (Hindi, Arabic, Tamil) compared to Latin
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Figure 3: Change in performance (AspBLEU) after
adaptation. We report average performance across all
benchmarks for two language pairs "/, with continued
training on 100K examples and vocabulary extension of
AV=10K tokens. Larger models are represented with
bigger markers. Absolute numbers on all benchmarks
are provided in Table 12 and Table 13 in Appendix C.

languages (Turkish). Moreover, adapted mono-
lingual models produce up to 1.5 times x smaller
sequences than XGLM and Gemma models.

6 Analysis

Can multilingual models benefit from the
same adaptation recipe? Figure 3 illustrates
the change in performance (AspBLEU) on the
FLORES generation task observed when adapting
various monolingual and multilingual models for
Hindi (hi) and Tamil (ta). Here, we fix the adap-
tation recipe: we train on 100K examples, both
with and without vocabulary augmentation (~10K
tokens). We compare four kinds of base models
- large monolingual (Mistral-7B, LLaMA-2-7B),
small monolingual (Phi-2), large multilingual
(XGLM-7.5B, Bloom-7.1B, Gemma-7B), and
small multilingual (Gemma-2B).

The lack of end task performance gains: Phi-2
and Gemma-7B Larger monolingual models
(LLaMA and Mistral) improve up to 12X over
their base variants. Here, the more capable English
model (Mistral) performs better after adaptation for
both mid and low resource settings. The smaller,
yet highly competitive, monolingual model i.e.
Phi-2 (Abdin et al., 2024a,b) exhibits minimal
improvement, particularly on Tamil. Phi-2 is the
only model in our comparisons that was trained on
a curated, high quality monolingual data. This sug-
gests that adapting monolingual model trained on
a highly curated data might be more challenging.
Smaller multilingual models like Gemma-2B
still exhibit up to 56% relative improvement, and
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Figure 4: Adapted LLM’s performance on Hindi/Tamil
on generation and understanding benchmarks with in-
creasing compute (measured in terms of hours per GPU).
For models with extended vocabulary, AV=50K.

show competitive end-task performance after adap-
tation. Gemma-7B, which was trained on extensive
amounts of data (6T tokens), does not show notable
performance enhancements from either continued
pretraining (CPT) or vocabulary extension. This
may indicate that its extensive pretraining saturates
multilingual capabilities, rendering additional im-
provements through CPT or vocabulary expansion
redundant. Similarly, XGLM shows limited benefit
from these adaptations, likely due to its pre-training
dataset that mirrors our CPT corpus — suggesting
that when the training data is already aligned with
the adaptation data, further modifications may not
yield substantial performance gains. In contrast,
BLOOM, which is trained on a curated corpus of 46
languages (Laurencon et al., 2023), demonstrates
relative improvements of up to 40%.

Training a smaller model with more data vs. a
larger model with less data. As shown in Fig-
ure 4, this choice depends heavily on the target
language, compute budget, and the type of base
model. For shorter training periods (<30h), the
smaller multilingual model (Gemma-2B) is highly
effective for both mid-resource (Hindi) and low-
resource (Tamil) languages, making it a viable
choice in scenarios where computational resources
are limiting factors. While Gemma-7B achieves
the highest performance across all tasks and lan-
guages, it consumes more computational overhead
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CPTdata V’ #params FLORES XLSUM MLAMA Sentiment XStoryCloze XNLI
1K 6.7B 23.46 8.65 43.44 90.20 67.24 40.00

100K 10K 6.8B 25.24 11.99 44.14 92.10 65.65 41.04
50K 7.1B 25.02 12.36 42.45 91.50 67.11 41.61

1K 6.7B 26.50 9.23 45.08 91.20 65.65 39.40

200K 10K 6.8B 27.31 12.45 45.62 86.60 65.12 40.48
50K 7.1B 27.86 12.36 43.87 94.10 67.84 41.41

Table 4: Performance on Hindi (LLama-2-7B) with increasing vocabulary size and CPT data (# examples). With
larger amount of data (200K), larger vocab size (50K) leads to performance gain, while with smaller amount of

data (100K), smaller vocab (10K) often leads better performance.

Model FLORES XLSUM MLAMA  Sentiment XStoryCloze XNLI
LLaMA-2-7B (base) 8.17 10.74 38.92 91.60 57.18 36.63
Random-Init 17.82 10.59 40.37 91.90 63.34 39.88
Random-Tok-Emb 17.01 9.22 39.09 78.90 62.67 39.68
Mean 25.24 11.99 44.14 92.10 65.65 41.04
FOCUS 24.33 12.79 43.40 93.20 66.78 38.59
Learned-Emb 24.59 12.41 44.67 86.50 67.50 39.92

Table 5: Results on Hindi benchmarks (LLaMA-2-7B) with varying embedding initialization strategies (AV=10K).
Simple mean of constituent tokens performs competitively with respect to more complex methods.

due to its larger size (up to 1B more than any other
model we consider), making it less practical for
resource-limited settings.

With longer training times (>40h), LLaMA-2-7B
surpasses Gemma-2B on generation tasks for Hindi
(Figure 4), and across all tasks for Tamil. A larger
target vocabulary size of 50K seems to hinder per-
formance in the stronger English model (Mistral)
as opposed to a smaller vocabulary size of 10K
(Figure 3). LLaMA-2-7B offers a good balance be-
tween adaptation computational efficiency and per-
formance. This makes LLaMA-2-7B suitable for
low-resource languages, particularly on generation
tasks, when longer training periods are possible,
but with a trade-off of increased inference time.

Size of augmented vocabulary can be scaled pro-
portionally to CPT data We compare perfor-
mance of our model variants with increasing target
vocabulary size in Table 4. In terms of efficiency,
the bigger the vocabulary size, the fewer the num-
ber of tokens that are needed to encode the same
amount of information. But how would it impact
end task performance? We observe a more mixed
result here: when the models are trained on smaller
amounts of data (100K examples), there is no sig-
nificant gain from adding more than 10K tokens
to the base vocabulary. However, on doubling the
training data, performance continues to grow with
vocabulary size. Our findings align with Dagan

et al. (2024), which studied vocabulary extension
to adapt LLM to a code domain, that larger vocabu-
lary sizes do not decrease downstream task perfor-
mance when fine-tuning on billions of tokens. In
our experiments, we observe that additional train-
ing only in the order of million tokens is sufficient
for adaptation of monolingual models.

Mean embedding initialization is simple and ef-
fective We present the results of five different
initialization strategies in Table 5. Random-Init
initializes the new token embeddings with random
values, while Random-Tok-Emb uses the embed-
ding of a randomly selected existing token for ini-
tialization. In the Learned-Emb strategy, we freeze
all the model layers except for the embedding layer
and train on 10% of the CPT data before switching
to full fine-tuning. FOCUS (Dobler and de Melo,
2023) computes embeddings based on semantic
similarity within an auxiliary static token embed-
ding space. We observe that FOCUS, Mean, and
Learned-Emb outperform the random initialization
techniques. Notably, the simplicity of Mean, com-
bined with its competitive efficacy, renders it an
appealing choice for initialization. Learned-Emb
suffers a performance drop on sentiment analysis,
where the performance was high on this benchmark
to begin with, and Learned-Emb might initialize
embeddings that are farther away in the original em-
bedding space as opposed to Mean and FOCUS. Our
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Model MLAMA Sent XStory XNLI
LLaMA-2-7B 73.19 98.60 89.08 52.73
LLaMA-2-7B (av=iok,cpr) 62.18 92.10 82.46 52.97
APerf. -11.01 -650 3.02 0.24

Table 6: Evaluation of catastrophic forgetting on English
benchmarks after continued pre-training on Hindi (hi)
with 100K examples.

findings reinforce prior work showing that vocab-
ulary initialization has big impact on downstream
performances (Minixhofer et al., 2022; Dobler and
de Melo, 2023).

Does LLM lose performance in English after
adaptation? Partially. Table 6 contrasts the
downstream performance of our adapted model
(AV=10, CPT) with that of the base model
(LLaMA-2-7B) on the source language (English).
We observe that performance on these tasks drops
by 3.56%, with the highest drop of 11% on the
knowledge probing tasks (MLAMA). Interestingly,
we note that the cross-lingual task on the target
language (English (en) — Hindi (hi)) is not signifi-
cantly impacted by catastrophic forgetting, and in
fact, improves after adaptation (Table 2).

7 Conclusion

In this paper, we presented a systematic study on
the design choices involved in adapting LL.Ms to
specific target languages. We explored the strategic
choices in the adaptation process, such as the neces-
sity of vocabulary extension, the addition of a large
pool of language-specific tokens, and the criticality
of initializing new parameters effectively. We con-
textualize these choices with respect to the end goal,
such as the target language and a specified com-
pute budget. Through comprehensive experiments
on up to four languages and seven base language
models, we showed that the efficiency of the model
on a target language can be improved by a simple
vocabulary augmentation step followed by further
training. We further show that under the same
adaptation strategy, adapted smaller multilingual
models can be as good as their larger counterparts,
and larger monolingual LMs can perform almost as
good as multilingual LMs with relatively minimal
amounts of target language data.

Limitations

In this study, we are restricted to analyzing four lan-
guages due to computational limitations. In future

research, we aim to explore a much wider range of
languages, and a larger set of base models. We also
did not explore trends on families of monolingual
models of varying sizes. The vocabulary extension
approach we study is limited to a straightforward
union of vocabularies, and we did not investigate
the factors in the BPE training corpus that might
affect the generated tokens. We also did not inves-
tigate alternative tokenization approaches besides
BPE.
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Appendix
The appendix is organized as follows:

* In Appendix A, we present the training
setup and other details, such as CPT dataset
statistics.

* In Appendix B, we describe evaluation data
statistics and evaluation setup such as prompt
templates.

* In Appendix C, we present additional results
and experiments.

A Training Setup

Language #Bytes: Tok [V’l [Vpew #Bytes: CPT
IK 32,613 0.5B
Hindi (hi) 1.4B 10K 40,816 0.3B
50K 77,338 0.9B
IK 32,331 0.2B
Turkish (tr) 0.9B 10K 39,516 0.3B
50K 75,773 0.4B
1K 32,638 0.4B
Arabic (ar) 1.4B 10K 41,337 0.6B
50K 80,348 0.7B
1K 32,660 0.6B
Tamil (ta) 2.6B 10K 41,233 1.1B
50K 79,967 1.3B

Table 7: Our training dataset statistics. #Bytes: Tok
indicates the total number of bytes used to train the
language-specific tokenizers, and #Bytes: CPT indicate
the effective number of bytes seen by the model during
continued pre-training (CPT). |V’| and |V;ey| indicate
the vocab sizes of the language-specific vocabularies
and merged vocabularies (§3.1), respectively.

Model Learning Rate  Batch Size
LLaMA-2-7B 6E-05 8
Gemma-7B 3E-06 4
Gemma-2B 9E-05 16
Mistral-7B 3E-05 6
Bloom-7.1B 6E-05 8
XGLM-7.5B 3E-05 6
Phi-2 9E-05 16

Table 8: CPT hyperparameter setup for each model,
along with per-device batch size. We manually tune
hyperparameters. Due to compute limitations, we report
numbers on single runs.

A.1 FOCUS Implementation

We follow the codebase in https://github.
com/konstantinjdobler/focus, which uses pre-
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Figure 5: Performance variation on Hindi benchmarks
with increasing CPT data (#examples). For models with
extended vocabulary (LLaMA, Mistral), AV=50K.

trained fastText embeddings to initialize new em-
beddings.

B Evaluation Settings

The statistics for each evaluation dataset are re-
ported in Table 9.

License hi tr ar ta

FLORES ccBY-sa40 1012 1012 1012 1012
MLAMA CC-BY-NC-SA-40 8570 14209 19354 7223
Sentiment cc-0 1000 1000 1000 1000
XStoryCloze ccBysa40 1511 - 1511 -
XNLI cc-BY-Nc40 5010 5010 5010 -
XCOPA CC-BY-4.0 - 500 - 500
XLSUM CC-BY-NC-sA4.0 8847 3397 4689 2027

Table 9: Datasets: license information and statistics —
number of test examples for each benchmark & lan-
guage.

B.1 Prompt Templates

For each task, we formulate the prompt as follows.
Examples are provided in Figure 6.

Sentiment: "sentence: [sentiment]", sentiment €
{ Positive, Negative}

XNLI: "premise. [connector]? hypothesis", con-
nector € {Yes, No, Also} (in the target language)
XStoryCloze: "sentence, [continuation]" continu-
ation € C, set of candidate continuations.
XCOPA: "premise. [continuation]", continuation
€ C, set of candidate continuations.

FLORES: "English: [English Text], [Target
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Bloom-7.1B Bloom-7.1B (cer) >00™-7-1B

AV =50K, CPT
Fertility 52.34 52.34 39.21
FLORES 1.23 8.96 12.26
MLAMA 40.52 58.93 58.25
Sentiment 64.70 53.80 77.60
XNLI 34.02 40.08 37.79
XCOPA 51.60 55.40 54.00
Average 40.74 44.92 46.52

Table 10: Performance on Bloom-7.1B after adaptation
on Turkish (unseen language). We train further on 100K
examples.

Method FLORES MLAMA XCOPA Sent XLSUM

FOCUS 10.61 38.06 56.20 93.10 16.76
Mean 11.32 42.12 55.00 93.10 16.61

Table 11: Performance on Tamil Benchmarks (LLaMA-
2-7B) with varying embedding initializaiton strategies
(AV=10K.

Language]: [Translated Text]"
XLSUM: "Summary: [Summary Text], Title: [Title
Text]"

C Additional Experiments

Impact of CPT and vocabulary extension on var-
ious multilingual and monolingual models In
Table 12 and Table 13 we present the full perfor-
mance of all base models after adaptation — without
and with vocabulary augmentation. We observe re-
sults that are consistent with what we discuss in
subsection 5.2. Adapted primarily monlingual mod-
els (LLaMA, Mistral) show significant gains and
match, if not surpass, most multilingual variants.

Given a fixed amount of data, train a smaller
multilingual model or larger monolingual
model? As shown in Figure 5, when given a fixed
amount of data rather than a compute budget, train-
ing a larger model (either monolingual i.e LLaMA-
2 or Gemma-7B) triumphs over tuning Gemma-2B,
which needs more data. Again, the more capable
English model (Mistral) does not do very well on a
large amount of added tokens (50K).

Does Vocabulary Extension with CPT benefit
multilingual models on unseen languages? We
report performance on Bloom-7.1B with vocabu-
lary extension and further training in Table 10. As
shown in Figure 2a, the fertility on Turkish for
Bloom is sub-optimal as it is an unseen language.

We observe that vocabulary augmentation followed
by CPT improves ferility by 25%. On the gen-
eration tasks, we observe a relative performance
improvement of 36%, and 3% improvement on all
tasks on average as compared to just CPT.
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Benchmark

Sib5 LIGlewsT DG TELDTET WeTHlevenuiled @remamer
eTesT6UG Dj6uET HevT HFEMPNUWILLD SjeueTeng Sevflenuiled allLewm e &sOsormer

XCOPA (ta) Example

Translation The girl was in a bad mood, so she asked her friend to leave her alone

Fxamole g SATURT S0 THIET UISHINE i SRS ol B el 8,
Sentiment (hi) P FHATQ HTUHT QU T ST T T g T ST 3T &1 g I: Negative
It doesn’t let you download your favorite podcasts,
so you’ll have to keep data on at all times while using the app: Negative

Translation

Example Bu 6nemli, dogru? Béylece, Haber hikayesi i¢in biiytik

XNLI (tr)
Translation This is important, right? Thus, great for News story.

- ) I 2 ureteh aeft HRIT TS, ITA Ueh et BT I U STeR @1, Hiit A oft 78t @l
XStoryCloze (hi) P greiied, afreet AR & Qeh aiTeHt A 20 et A, T Sgd B3 &) T A AR o,

Jim made spinach cookies. He priced one cookie at five dollars. Nobody bought it.
However, at the very end, a man asked for 20 cookies. He was very surprised but grateful.

Summary: THRARIT & e ARRT Y dxfhe & I Tkl a7 11gaT] 9 71T &.
Example 0 QERIGT & BTG, et 76 GoR e A1 o G & At 7 ey o A ey et
XLSUM (hi) P ateter &1 AP s 3R
Title: AR 3 AR T o M.
Summary: Australia’s Glenn McGrath has become the most successful fast bowler in Test
cricket. On the second day of the ongoing Super Test match against World XI,

McGrath broke the record of West Indies fast bowler Courtney Walsh.
Title: Another gem in McGrath’s career.

English: He built a WiFi door bell, he said.
Turkish: WiFi ile ¢alisan bir kapi zili yaptigim soyledi.

Translation

Translation

FLORES (tr) Example

Figure 6: A single in-context example/template from each respective benchmark. Blue indicates the continuation.

Model FLORES XLSUM MLAMA Sentiment XStoryCloze XNLI Average
Phi-2 0.30 3.48 38.90 54.90 52.22 34.66 30.74
Gemma-2B 15.52 10.40 44 .47 92.20 62.14 4447 4487
XGLM-7.5B 19.35 8.55 43.21 82.40 61.22 40.72  42.58
Bloom-7.1B 21.32 9.48 47.21 94.00 64.99 41.65 46.44
Gemma-7B 32.26 14.60 50.05 97.20 70.62 41.65 51.06
Mistral-7B 5.35 11.67 42.50 92.50 60.36 41.02 42.23
LLaMA-2-7B 8.17 10.74 38.92 89.30 57.45 36.63 40.20
Phi-2 (cpr) 0.96 4.68 39.84 56.00 53.28 33.57 31.39
Gemma-2B (cpr) 19.58 9.69 43.21 79.90 61.35 3723 41.83
XGLM-7.5B (cpr) 20.61 6.64 43.86 69.40 59.56 40.44  40.09
Bloom-7.1B (cpr) 20.18 10.36 48.54 89.50 64.26 40.36  45.53
Gemma-7B (cpr) 31.75 12.12 49.24 98.20 69.69 39.04 50.01
Mistral-7B (cpr) 26.21 14.06 47.41 96.20 69.29 40.56 48.96
LLaMA-2-7B (cpm) 21.99 10.90 45.02 92.40 64.06 39.36 45.62
Phi-2 (Av=10K, cPT) 4.01 8.05 40.84 66.30 58.70 35.10 35.50
Gemma-2B (Av=10K, cPT) 21.85 9.86 43.42 92.80 63.53 40.16  45.27
XGLM-7.5B (AV=10K, CPT) 16.81 5.63 43.79 70.90 61.02 40.64 39.80
Bloom-7.1B (Av=10K, CPT) 25.43 11.18 48.02 86.50 64.20 3936 4578
Gemma-7B (Av=10K, CPT) 30.24 12.23 45.86 96.40 70.62 41.00 49.39
Mistral-7B (Av=10K, CPT) 25.21 12.14 43.42 81.90 65.32 4197 4499
LLaMA-2-7B (av=10k,cpr)  25.24 11.99 44.14 92.10 65.65 41.04 46.69

Table 12: Adapted LLM’s performance on Hindi, with continued fine-tuning on 100K examples.
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Model FLORES XLSUM MLAMA Sentiment XCOPA Average

Phi-2 0.02 0.46 34.43 49.30 48.20 26.48
Gemma-2B 5.65 14.58 39.71 90.10 48.80 39.77
XGLM-7.5B 10.17 4.36 37.19 76.10 51.60 35.88
Bloom-7.1B 8.47 11.38 41.41 64.70 54.80 36.15
Gemma-7B 18.08 14.51 44.65 96.70 56.20 46.03
Mistral-7B 1.08 5.99 35.11 75.60 47.60 33.08
LLaMA-2-7B 1.54 3.95 36.81 62.10 48.60 30.60
Phi-2 (cp1) 0.02 0.37 35.64 49.50 45.40 26.19
Gemma-2B (cpr) 6.88 14.88 38.45 82.40 52.80 39.08
XGLM-7.5B (cpr) 8.90 7.11 39.71 61.60 53.00 34.06
Bloom-7.1B (cp1) 10.27 14.53 44.23 52.20 58.40 35.93
Gemma-7B (cpr) 19.72 13.67 43.64 97.20 63.80 47.60
Mistral-7B (cpr) 14.64 9.39 38.49 89.60 58.80 42.18
LLaMA-2-7B (cpr) 8.81 7.41 38.72 82.00 53.60 38.11
Phi-2 (Av=10K, cPT) 0.25 10.64 36.91 53.60 49.60 30.20
Gemma-2B (Av=10K, cPT) 8.92 12.91 38.70 91.10 53.40 41.01
XGLM-7.5B (AV=10K, CPT) 8.01 6.14 39.73 68.80 51.60 34.86
Bloom-7.1B (Av=10K, cPT) 12.33 14.69 44.57 51.00 57.20 35.96
Gemma-7B (Av=10K, CPT) 17.28 16.28 42.34 97.10 58.20 46.24
Mistral-7B (A v=10K, cPT) 12.66 17.34 39.21 91.80 58.60 43.92

LLaMA-2-7B (Av=10K, CPT) 11.32 16.61 42.12 93.10 55.00 43.63

Table 13: Adapted LLM’s performance on Tamil, with continued fine-tuning on 100K examples.
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