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Abstract

In this work, we introduce a novel approach
that equips LLM agents with introspection, en-
hancing consistency and adaptability in solv-
ing complex tasks. Our approach prompts
LLM agents to decompose a given task into
manageable subtasks (i.e., to make a plan), and
to continuously introspect upon the suitability
and results of their actions. We implement
a three-fold introspective intervention: 1) an-
ticipatory reflection on potential failures and
alternative remedy before action execution, 2)
post-action alignment with subtask objectives
and backtracking with remedy to ensure ut-
most effort in plan execution, and 3) com-
prehensive review upon plan completion for
future strategy refinement. By deploying
and experimenting with this methodology—
a zero-shot approach—within WebArena for
practical tasks in web environments, our agent
demonstrates superior performance with a suc-
cess rate of 23.5% over existing zero-shot
methods by 3.5%. The experimental results
suggest that our introspection-driven approach
not only enhances the agent’s ability to nav-
igate unanticipated challenges through a ro-
bust mechanism of plan execution, but also
improves efficiency by reducing the number
of trials and plan revisions by 45% needed to
achieve a task.

1 Introduction
Two roads diverged in a yellow wood,

And sorry I could not travel both

Then took the other, as just as fair,
And having perhaps the better claim

Robert Frost

The enduring appeal of Frost’s emblematic
poem, “The Road Not Taken,” resides not just in its
poetic elegance, but also in the profound lesson it
imparts about decision-making. As we stand at the
crossroads of a choice, it is a daunting challenge
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Figure 1: Conceptual difference between our anticipa-
tory reflection and regular ones. Circles denote states
and arrows actions. At the branching level, our method
does not only yield the next action, but also anticipates
a potential error associated with it and plans for back-
ups. In contrast, regular reflection performs trials se-
quentially, correcting one error for each pass.

to assess probable outcomes and choose a course
that best aligns with our objectives. This task
becomes even more formidable when Large Lan-
guage Model (LLM) agents (Huang et al., 2022b;
Yao et al., 2023b; Song et al., 2023) have to navi-
gate complex scenarios unfolding in real time, e.g.,
solving tasks in web environments (Liu et al., 2018;
Yao et al., preprint; Deng et al., 2023; Zhou et al.,
2024b), conducting simulated science experiments
(Wang et al., 2022), and solving embodied house-
hold tasks (Shridhar et al., 2021).

Indeed, LLM agent decision-making has wit-
nessed enhancement by post-hoc reflection and
correction (Shinn et al., 2023; Song et al., 2024),
coupled with adaptive planning (Sun et al., 2023;
Prasad et al., 2023), where the agents learn from
past successes and failures while concurrently map-
ping out flexible strategies. However, reflection
usually works sequentially where only one hypo-
thetical error can be corrected for each head-to-toe
execution trajectory. Considering that such reflec-
tion is a test-time strategy, it poses a great efficiency
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issue. For instance, the agent could retry 10 times
before concluding it still can not solve the task. Fur-
thermore, self-reflection involves frequent shifts in
plans which, albeit a mere inconvenience for hu-
mans, can lead to disorientation for Al agents. This
may produce confusion, a standstill, or even an
infinite loop of failure, which substantiates the im-
portance of thoroughly executing a set plan with
utmost effort before resorting to a plan revision.
Therefore, this paper puts forward a methodology
aimed at achieving an optimal balance between
consistency and adaptability. This critical equi-
librium mirrors the resilience and agility that is
anticipated of a capable system that is prepared for
curveballs but unwavering in the execution of its
plan. Fig. 1 highlight our design in comparison to
existing reflection strategy.

In this paper, we introduce a novel approach
that integrates introspection into the fabric of LLM
agents. This approach enables agents to continu-
ously reflect on their actions, thereby stimulating a
learning process that dynamically optimizes explo-
ration paths and enhances robust decision-making
under uncertainty. Our introspective intervention
focuses on three principal dimensions:

1. Anticipatory reflection before action execu-

tion (similar to a devil’s advocate);

2. Post-action evaluation and backtracking with
remedy when necessary, to ensure the out-
come aligns with subtask objectives;

3. An extensive review upon plan completion to
generate finer plans for subsequent trials.

We implement this introspective methodology
within WebArena (Zhou et al., 2024b), a compre-
hensive web environment featuring 812 tasks in
five scenarios: online shopping, e-commerce man-
agement, social discussion forums, maps, and soft-
ware development platforms. Experimental results
demonstrate that our approach, which is zero-shot,
substantially outperforms state-of-the-art zero-shot
methods while improving efficiency, paving the
way for a new paradigm of intelligent systems that
are more consistent, adaptable, and effective!

2 Related Works

In this paper, we develop and expand upon several
key themes within the realm of natural language
processing, with a specific focus on the integration

'Our code is available at:
com/google—-research/google-research/
anticipatory_reflection

https://github.

of action generation, planning, and reflection in the
construction of LLLM agents.

Action Generation LLMs have been employed
in tasks requiring decision-making or action gener-
ation and have proven useful as agent-controlling
policies in embodied environments (Huang et al.,
2022b,a; Driess et al., 2023; Wang et al., 2023a;
Zhu et al., 2023). They have also demonstrated
effectiveness in text-based environments (Liu et al.,
2018; Shridhar et al., 2021; Liu et al., 2023), where
techniques like ReAct (Yao et al., 2023b) have
shown notable benefits. Despite its success, Re-
Act’s limitation lies in its inability to adjust to
changes in the environment. Several improvements
(Madaan et al., 2023; Shinn et al., 2023) have been
proposed to counter these limitations, advocating
for self-reflection to enhance decision-making and
reasoning. However, these techniques primarily
aim to improve single plans or trajectories with-
out considering alternative actions, which could
modify the plan in a wrong direction.

Position Bias Mitigation While comparing an-
swer choices is generally effective, large language
models used for action generation are not without
flaws. They can exhibit bias, especially towards
the first (or sometimes second) answer they see,
regardless of its quality. This is known as posi-
tion bias (Zheng et al., 2023; Wang et al., 2023b).
Our method mitigates this bias by asking follow-up
questions that challenge its own answer.

Planning Extensive research has explored the po-
tential of LLMs in task planning (Dror et al., 2023;
Prasad et al., 2023; Sun et al., 2023; Wu et al.,
2023; Guan et al., 2023; Gur et al., 2024). The con-
cept of decoupling planning and execution in for-
mulating LLM agents has been validated through
numerous paradigms such as ReWOO (Xu et al.,
2023), ADaPT (Prasad et al., 2023), Structured
Self-Reflection (Li et al., 2023), and DEFS (Wang
et al., 2023c). Nonetheless, these methods exhibit a
deficiency in establishing a resilient mechanism for
plan execution, with agents frequently revisiting
and revising their plans following each instance
of adverse environmental feedback, often due to
inaccurately executed actions. Our approach, con-
versely, emphasizes executing a previously defined
plan with unwavering effort before considering any
modifications. This guarantees a more stable and
consistent problem-solving process. To implement
this, the factor of tree search becomes crucial for
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exploring the best solutions. Past approaches, in-
cluding ToT (Yao et al., 2023a), RAP (Hao et al.,
2023), LATS (Zhou et al., 2024a), AdaPlanner (Sun
et al., 2023), and ToolChain* (Zhuang et al., 2024),
have incorporated tree search techniques in iden-
tifying the optimal route to the desired solution.
However, our approach distinguishes itself by en-
gaging the LLM in preparing alternate solutions in
anticipation of impending failures, ensuring more
comprehensive consideration in action generation.

Reflection and Self-refinement Reflection and
refinement techniques have advanced significantly
through works such as Reflexion (Shinn et al.,
2023), AdaPlanner (Sun et al., 2023), and Auto-
Eval (Pan et al., 2024). Our methodology further
enhances this by incorporating an anticipatory re-
flection mechanism that operates before each ac-
tion rather than performing post-hoc reflection after
each complete trial. This approach simplifies explo-
ration by expediting remedial action and reducing
extensive backtracking and serial plan revisions,
thereby improving the overall efficiency.

3 Method

Given a task 7 and an environment £ with which
the LLM agent G interacts, our objective is to en-
able the agent to systematically and adaptively com-
plete the task through introspective methods. We
first present how we decompose the task and gener-
ate action regarding each state in the environment
in §3.1 and §3.2. Then we introduce the introspec-
tion mechanism in §3.3.

3.1 Task Decomposition and Planning

The first step involves decomposing the task 7 into
subtasks in a sequential manner, forming a plan.
This decomposition is achieved through an LLM
generation process. Let Gplan denote the agent’s
plan generation function, prompted by the task 7,
description of the initial state Sy, and any experi-
ence from past trials, i.e., history H:

P ~ Gplan(Ta S(),H). (1)

Here, the plan P is parsed into a sequence of or-
dered subtasks:

P:(TlvTQw"vTN)? (2)

where 7; represents the ¢-th subtask in the plan, and
N is the number of subtasks. For instance, Fig.
2 shows a plan with 5 subtasks for solving a task

Plan for task: What is the color configuration
of the picture frame I bought in Nov 2022:

1. Click on the ‘My Account’ link to access your
account details.

2. Click on the ‘Order History’ link to view your
past orders.

3. Scroll down the page until you find the order
from November 2022.

4. Click on the order details link for the order
from November 2022.

5. Scroll down to the product details section to
find the color configuration of the picture frame.

Figure 2: An example plan with 5 subtasks, generated
by GPT-4. Subtasks are generated based on the first ob-
servation Sy and prior knowledge about web operation.

Distribution of Tasks by Number of Subtasks

# of Tasks

1 2 3 4 9 10 11 12

5 6 7 8
# of Subtasks in the Plan

13 14 15

Figure 3: Distribution of WebArena tasks based on the
number of subtasks within each task. The number of
subtasks has a majority within 4-9 with a long tail dis-
tribution.

in WebArena. The distribution of WebArena tasks
based on the number of subtasks within each task is
illustrated in Fig. 3. This also reflects the difficulty
of the tasks in WebArena, where most tasks take
4-9 steps to complete.

3.2 State and Action Representation

Let S; € S denote the current state of the environ-
ment at time ¢, where S is the set of all possible
states. From state Sy, let a; € A denote the next
action taken by the agent, where A is the set of
all possible actions. The next action is generated
based on the the specific subtask 7; being addressed,
current state .Sy, and action history H;_1:

at ~ Gaction(Ti, St; Hi—1), 3)

where Gyction denotes the agent’s action generation
function. Let 7 denote the history of actions taken

up to time ¢:
He = {1, a9, . ..

7dt}7 (4)

where a; is a textual description of action a¢, along
with useful information learned from this action
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Algorithm 1 Introspective Agent

Input: task 7; initial observation Sinitai; environment &;

Initialization: time ¢ = 0; state S; = Sinital; action a; = (); plan P = @; subtask 7 = ); history H = 0);

1: while “Geompletea (7T, ) do

2: P~ Gpan(T, St,H);

3:  Stack = [(St, a¢, 7)];

4:  while Stack do

5: (S;,at, 7) = Stack.pop()

6: if S; # S; then go_back(S;); St = S};

7: if 7 is ( then C; = 1; 7 = P.next();

8 else SH—I = 5(%); H~add(Gdescribe(St7 at, St+1))§
9: Cr ~ Galign(StaahStJrl:T);

10: if C; then

11: if Geompleted (T, St+1) then Finished;

12: if Geompleted (7, St+1) then 7 = P.next();
13: t++;

14: if C; then a; ~ Gaction (T, St);

15: forr =1to Rdo

16: a;” ~ Gremedy (T, St, ar);

17: Stack.push((St,a,Er),T) ;

18: Stack.push((St, at, 7));

> Plan Revision

> Backtracking

> Grounding
> Alignment with Subtask Objective

> Early Stop
> Next Subtask

> Anticipatory Reflection

> Placing a; at the top of Stack

execution, generated with function Ggescripe. The
history would later be used to answer questions
in the task or to revise the agent’s plan. Ggescribe
accepts as input the state before the action, the
action itself, the state after the action:

at ~ Glescribe (St at, St+1)- 5)

When the state observation is too long to fit in the
context window of an LLLM, the state is first summa-
rized by the LLM into a shorter description before
being fed to Ggescrive (€-£-, this operation is com-
monly needed for solving web navigation tasks on
content management platforms). Note that a sub-
task can involve several actions, and thus % does not
necessarily equal to t. Given the possibility that the
task can be finished at some time ¢ before the com-
pletion of all subtasks, whenever the agent arrives
at a new state, we ask the agent to check two things:
whether the subtask is finished C;, € (0,1)?, and
whether the task is finished C7 € (0, 1):

CTZ' ~ Gcompleted(Ti> St—i—la Ht)> (6)
CT ~ Gcompleted(Ta St+17 Ht)a (7

where Geompleted denotes the function for check-
ing whether an objective is fulfilled. If C;, = 1,
the agent moves on to solve the next subtask 7; 1;
whereas when the agent determines C+ = 1, it fin-
ishes the current trial regardless of whether the plan
‘P is finished.

>When the agent determines that a subtask is non-essential
to solving the task, we also set C,, = 1.

3.3 Introspective Mechanisms

The sequential action generation above can po-
tentially execute the plan and solve the task al-
ready. Nevertheless, without proper introspection
and adaptation, the agent might be stuck at a cer-
tain unsolvable subtask or go into a loop of failure
when unexpected problems emerge. Thus, we in-
troduce three introspective mechanisms to enhance
our LLM agent’s problem-solving ability below.

3.3.1 Anticipatory Reflection (DEVIL’S
ADVOCATE)

The first layer of introspection occurs before each
action execution. The agent anticipates potential
failures and comes up with R alternative remedies
[a},a2,-- -, alf]. Each remedy action is generated

by prompting the LLM with a follow-up question:

e "If your answer above is not correct, instead,
the next action should be:"

We use Gremedy to denote the generation of remedy
actions, which accepts as input the subtask 7;, the
current state Sy, the action history H;_1, and the
LLM predicted next action a; at first attempt:

a: ~ Gremedy (Ti7 Sta Hio1, at)- ®)

If later found necessary, the agent can go back to
state S; to modify the original action a; to try the
remedy action a; to ensure a smooth plan execution.
For example, in Fig. 4, we show a state observa-
tion where all three clicking actions align with the
objective of the current subtask. The execution of
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any of these actions would complete the subtask;
yet the agent might need to return to this state if
it later determines that the action predicted at first
attempt was incorrect’.

3.3.2 Post-action Evaluation and
Backtracking

The second introspective mechanism kicks in after
the execution of each action. Here, the agent evalu-
ates whether the action and the resulting state align
with the subtask objective. This introspective func-
tion, denoted as Gjign, is motivated by the state
before the action S, the action ay, the resulting
state Sy 1, the current subtask 7;:

0 ~ Guaiign(St, a¢, St11, 7). )

Here 0; € (0, 1) denotes the evaluation score re-
flecting how well the state Sy aligns with the
subtask objective 7;. It is a binary signal indicating
whether the agent needs to stop and backtrack to
some previous state and take an alternative action
ay, k < t, if the execution of a; does not meet the
objective of the current subtask. In our experiments
with web environments, the URL of the webpage is
a useful information recorded as part of S;. When
backtracking, we can easily navigate back to the
URL. However, the element information on the
URL might differ from the state we first encoun-
tered upon arriving at that page. To address this,
we prompt the LLM to map the recorded element
in the action to the new element with which we
want to interact, if necessary.

3.3.3 Plan Revision

The third introspective mechanism occurs upon
plan failure, i.e., when the stack is empty and C7 =
0. Now the agent performs a thorough review of the
actions executed and the notes taken, and refines
its future plan based on identified problems:
Prew ~ Gplan (Ta SUa Ht) (10)
Here, Ppew is the new plan after reflecting on the
past failed trials. The agent then re-enters the plan
execution phase and starts a new episode.
Through these three layers of introspection, our
agent is more capable of navigating the complexi-
ties of unforeseen circumstances and addressing
tasks, bringing us a significant stride closer to

3The action generated at first attempt still gets the highest
priority, i.e., a; is the last one to be pushed to the stack so it
can be popped and executed first (see line 18 in Alg. 1).

My Orders

order # Date Order Total Status Action

000000174 12/4/22 $32.47 Complete View Order  Reorder

000000164 11/26/22 $218.17 Complete Order | Reorder

000000171 11/20/22 $133.07 Complete Order | Reorder

000000183 111722 $51.94 Order | Reorder

Complete

000000176 10/22/22 $845.07 Complete View Order  Reorder

Figure 4: Screen observation at one step in solving the
subtask: Click on the order details link for the order
from November 2022. The agent might decide to click
(a¢) on the “View Order” button of any one of the
three Nov 2022 orders to see if a picture frame was
purchased in that order, and it is highly probable that
backtracking is needed to view the details of the other
two orders (if the first chosen is not a picture frame). In
our proposed approach, the other two alternative click-
ing actions [a;, a?] would be pushed to stack before the
agent executes action ay.

achieving truly autonomous, adaptable, and in-
telligent systems. By structuring the problem in
this manner, we have established a clear frame-
work for enabling LLM agents to perform tasks
autonomously and adaptively through introspec-
tion. Alg. 1 shows a pseudo code of our approach.

4 Experiments

In this section, we demonstrate how introspection
enhances consistency and adaptability of LLM
agents in solving complex tasks in web environ-
ments. We first introduce the experimental setup
for evaluation (§4.1), followed by evaluation results
(§4.2). Detailed error analysis is provided in §5,
which highlights the directions for future endeavor.

4.1 Experimental Setup

Live Environments We evaluate our proposed
method in the simulated web environments of We-
bArena (Zhou et al., 2024b), a dataset of human-
annotated web browsing tasks designed to evalu-
ate the ability of LLMs to perform complex, real-
world actions on the internet*. The 812 tasks in
WebArena involve five websites: an online shop-
ping website, a software development website, a
social forum platform, a map, and an e-commerce
management platform; and these tasks can be cat-
egorized into three classes: information seeking
tasks, site navigation and content & config tasks,
and unachievable tasks. Though WebArena pro-
vides visual observation (screenshots), in this work

*WebArena (https://webarena.dev) is licensed

under a Creative Commons Attribution-ShareAlike 4.0 In-
ternational License.
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My Orders

Order # Date

000000178 10121722

000000177 1018722 $2,126.

000000185 1053722 $18.99

Order Total

$345.84

32

status Action
Complete
Canceled

Complete

000000179 929122 $2,89.

000000175 9122

First choice: click the

53

$133.85

Complete

Complete

latest Sep 2022 order

000000172

view order #179

812122 $77.66

Order # 000000179

Complete
Order Date: September 29, 2022

Price Qy

$299.00 Ordered: |

GrA URGUB 1V UPLUIVEISIVII UYL Flayer S wisuE . buiumves v Uiuere. 1

yer crecuun s

920,73 920,73

RDPIII 120 Provia 100F BO0O0IV3CA $69.99 Ordered: 1 $69.99

Tzlarp Multifunction 3in 1 Selfie Stick Wireless Bluetooth Control Extendable  B0I3C24XKG
Tripod Foldable Rotatable Self-Timer Monopod for Phone

$21.38 Ordered: 1 $21.38

HB25CDW 30 ppm 600 x 600 dpi Automatic Color Laser Multifunction Printer ~ BO179)V1ZM

Confirmed: no picture frame
in this order )¢

$2,416.21 oOrdered: 1 $2,416.21

subtotal  $2,865.53

Shipping & Handling $25.00

GrandTotal  $2,890.53

Subtota

$299.00

' prod

Canceled

Devil's advocate: What if the
picture frame is not in order #179?

uct Name sku price Q  subotal

BURQP  $22.99 Ordered:1  $22.99

Forest Canvas Wall Art Print Green Forest with Lake Reflection Nature Wilderness BO9KI7INL  $39.99 Ordered:1  $39.99

odern Art Rustic Scenic Colorful Picture Artwork Framed Wall Art Easy
w4
Found it! {4

Rustic State Vintage Farmhouse Design Wall Lamp Sconce Set with Wood Wall
Bracket Cylinder Cage and Tube LED Energy Saver Edison Light Bulb

BOTEK92EP0  $39.99 Ordered: 1 $39.99

Men's Casual Button Down Shirs Short Sleeve Cotton Linen Tops Regular Fit T:Shirts  B039X3YR26 $10.88 Ordered: 1 $10.88
Summer Beach Dress Shirt

Color

Twhite

size

Xarge

Figure 5: Decision making process of our agent in solving the task: What is the color configuration of the picture
frame that I bought in Sep 2022 ? Before execution of the predicted action, the agent asks a follow-up question to
itself regarding its decision: what if the picture frame is not in order #1792 what should be the alternative remedy?
And after finding out that order #179 contains no picture frame at all, the agent backtracks to the previous state to

view order #175 and continue.

we use the text observation only. The observation
at each step is the accessibility tree of the webpage,
and the elements in the accessibility tree are all
within the current viewport of a 1280 x 720 screen.
The action space of our LLM agent includes actions
that interact with environment: click, type, scroll,
goto, go_back, go_forward, and also a note_down
action that takes down useful snippet/summary for
answering information-seeking questions.

Baselines We employ gpt—4-06133 (Achiam
et al., 2023) with a context window of 8k tokens
to build the agents and compare our method with
three other agent construction strategies: planning
and sequential decision making (Plan + Act w/o
reflexion), similar to ReWOO (Xu et al., 2023);
planning and sequential decision making with re-
flection (Plan + Act), similar to AdaPlanner (Sun
et al., 2023); and tree search based planning, simi-
lar to LATS (Zhou et al., 2024a), but with reflection.
In all methods, we set the upper limit on the num-
ber of actions to 30, i.e., after the agent executes 30
actions for a given task, it has to stop. In all three

Shttps://platform.openai.com/docs/
models/gpt-4-turbo-and-gpt-4
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methods, we adopt the same prompts for action gen-
eration G'action, plan generation G'pjan, and evaluator
Glalign and Geompleted to ensure a fair comparisonﬁ.
In our experiments, we set the LLM temperature
to 1.0 and max_tokens to 512, and keep all other
parameters as default.

Metrics We follow the evaluation metric “Suc-
cess Rate” in (Zhou et al., 2024b), and count the
number of actions per trial and the number of plan
revisions per task. To determine whether a task is
successfully completed, the exact_match met-
ric is used for some site navigation and information
seeking tasks. However, this can sometimes be
overly stringent. For instance, consider the URLSs
below that display the same content (under ‘elec-
tronics’, the category id of ‘headphones’ is 60). In
fact, both of them point to exactly the same web-
page. However, when evaluating for task comple-
tion, only the one that exactly matches a predefined
finish URL is considered correct’. To address this

®Detailed prompts are shown in the Appendix.

"In WebArena, only the first URL link is used as the ground
truth thus agent that reaches the second URL is judged as task
incomplete.
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Success Rate by Number of Episode
23.2%

S

~ 21

Jo —4&— AR (Ours) o
g 2019.7% @ LATS 19.8
m Plan + Act

8 1918.6% —-— Plan + Act (w/o reflexion)

[} 0

a . 17.9%

3 3 5 6 7
Number of Episode

Figure 6: Results of different agent construction strate-
gies on WebArena. AR is short for our method, an-
ticipatory reflection; LATS represents our in-house im-
plementation of the approach proposed by Zhou et al.
(2024a); Plan + Act is a method of decomposition of
task and execution of each subtask, similar to ReWOO
(Xu et al., 2023). All three methods are equipped with
plan revision (post-failure reflection).

issue, we manually review the evaluation process

and correct such misjudgements in our results.
® http://localhost:7770/electronics/
headphones.html
e http://localhost:7770/electronics.
html?cat=60

4.2 Results

The experimental results, depicted in Fig. 6,
demonstrate the efficacy of our introspection-
driven approach in enhancing the consistency and
adaptability of LLM agents in web environments.
We compare the success rates of various agent con-
struction strategies across multiple episodes. Our
method, anticipatory reflection (AR), consistently
outperforms the others, achieving a success rate
of 23.5% after seven episodes, closely followed
by LATS with 22.7%. In contrast, the Plan +
Act method shows gradual improvement, reach-
ing 19.8%, but remains significantly lower than the
tree-search-based AR and LATS methods. Taking
a closer look at the performance curve of LATS,
there is an inconsistent pattern as success rate even
drops at round 5. This is likely due to the homoge-
neous generated actions through direct sampling.
In comparison, AR benefits from the “devil’s advo-
cate” approach, enabling more thorough planning
and execution due to introspective follow-up ques-
tions. This trend underscores the importance of
incorporating introspection mechanisms for both
plan execution and revision, highlighting their crit-

#ActionsT #Plan Revisions]
First Trial Last Trial
Plan+Act 4.01 4.47 2.03
LATS 6.08 6.45 1.16
AR (Ours) \ 6.39 7.07 \ 0.64

Table 1: Statistics of the trajectory of different agents
solving tasks on WebArena. We report the number of
actions in the first and last trial, and also the number of
plan revisions, i.e., trials.

ical role in enhancing consistency and efficiency.

Further insights can be gleaned from Tab. 1,
which compares the average number of actions in
the first and last trials across different methods. Our
AR method shows an increase in the average num-
ber of actions from 6.39 in the first trial to 7.07 in
the last trial, indicating a robust learning and adap-
tation process. In comparison, the average number
of actions in the first trial of the Plan+Act method
is only 4.01, suggesting that it stops at an early
stage without completing full plan execution. Thus,
our method effectively leverages a greater number
of actions to achieve better outcomes, thereby re-
ducing the number of plan revisions by 45% and
improving overall efficiency®.

4.3 Statistical Significance

We run a McNemar Chi-Squared test over our AR
method v.s. the LATS since these two curves run
close in Fig. 6. We run comparison with the max-
imum number of episode set to 7 and use the im-
plementation by Dror et al. (2023). The p-value is
6.84 x 1079, signaling our AR delivers not just bet-
ter improvements over baseline but also significant
ones.

S Error Analyses

The subsequent sections shed light on an analysis
of errors we observed from the agent’s behavior
when executing tasks. Two key areas have been
identified for detailed discussion: an agent’s occa-
sional inability to fully learn from past failures, and
inefficiencies in solving specific kinds of tasks due
to a sequential planning scheme.

5.1 Agent Only Takes Partial Lesson from
Past Failures

One category of common errors we notice is that
the agent is not taking full lesson from past failure

8Model performances across different websites can be
found in Tab. 2.
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http://localhost:7770/electronics/headphones.html
http://localhost:7770/electronics/headphones.html
http://localhost:7770/electronics.html?cat=60
http://localhost:7770/electronics.html?cat=60

Contact Us

Write Us

Jot us a note and we'll get back to you as
quickly as possible.

Initial Plan:
Name * - Type the order id into the appropriate field in the
contact form.

- Type "The bluetooth speaker I bought broke after
three days of use" into the ‘Reason’ field of the
contact form.

- Type the amount to refund into the appropriate
field in the contact form.

Revised Plan:

Email *

Phone
Number

What's on
your mind? *

- Type the order id ‘000000161" into the appropri-
m ate field in the contact form.

- Type "The bluetooth speaker I bought in Feb
2023 broke after three days of use. I would like
to request a refund.” into the ‘Reason’ field of the
contact form.
- Type the amount to refund ‘$56.35” into the ap-
propriate field in the contact form.

Figure 7: Screen observation at the last step to solve
the task: Draft a refund message via their "contact us"
form for the bluetooth speaker I bought Feb 2023. It
broke after three days of use. The shop requires the
order id, the reason and the amount to refund in the
message. Don’t submit yet.

when generating a new plan. As illustrated in Fig.
7, the agent is at the final step of drafting a refund
message for a Bluetooth speaker, after a series of
steps taken to seek information for the order. From
the screen, we know that the agent should consol-
idate all the information gathered from previous
steps and type one piece of text into the (only) box
titled “What’s on your mind?”. However, as can
be seen from the plans at the lower right corner in
Fig. 7, while some improvements were made by
adding the date of purchase and a more detailed
explanation in the revised plan, the agent still failed
to optimize the input process, repeating the typing
actions separately for fields that do not exist. This
inefficiency in the agent’s behavior showcases the
need for either an LLM with stronger reasoning
ability or a better mechanism to solicit more com-
prehensive and accurate reflection.

5.2 Sequential Planning is Not Enough

In our analysis, we observed a recurrent error
pertaining to the design of the agent’s planning
process. The proposed methodology structures a
plan as a sequence of tasks that are executed in a
specific order. Though it is effective in a decent
amount of use cases, it seems to falter when faced
with tasks necessitating more sophisticated logic.
Specifically, tasks that mandate implementing a
reusable function encapsulating several actions

and employing a loop construct tend to challenge
the model’s current configuration. For example:

® [ ist out reviewers, if exist, who mention about average
print quality.

e Give me the SKU of the products that have 1-3 units
left.

e Like all submissions created by CameronKelsey in
subreddit earthporn.

Performing such tasks is analogous to executing
SQL commands without a direct query API, but in-
stead, in a realistic environment. The ability to pro-
cess these tasks effectively would necessitate the in-
corporation of additional cognitive constructs into
the planning model—e.g., memory, loops, repeti-
tive actions, or encapsulation of a group of actions
into callable functions. Though taking notes can
help the agent eliminate wrong choices, these sys-
temic extensions would add crucial capabilities to
the web agent, significantly enhancing its naviga-
tion and problem-solving competence in realistic
web environments. Moreover, while the current
agent can succeed in the limited search space of
simple tasks, it often struggles to review and in-
trospect upon more descriptive tasks that require
dynamic problem-solving. By addressing these lim-
itations in future work, i.e., effectively converting
textual description of a plan into robust execution
of callable functions and loops, we believe that
the reasoning capability of our agent can be sub-
stantially improved, leading to better outcomes in
understanding and solving tasks that involve dy-
namic cognition in web environments.

6 Conclusions

In this work, we introduce a novel introspec-
tive methodology that significantly enhances the
problem-solving capabilities of LLMs in complex
environments, as demonstrated through compre-
hensive evaluations in the WebArena setting. Our
approach strategically decomposes tasks into ac-
tionable subtasks and incorporates a three-tiered in-
trospection process, which includes anticipatory re-
flection, robust post-action evaluation, and episode-
level plan revision. This setup not only allows
LLM agents to adapt their strategies in real time
but also fosters long-term learning, reducing the
need for frequent interventions as experience ac-
cumulates. The application of our introspective
agent design in the WebArena benchmark demon-
strates substantial performance gain (3.5%) over
state-of-the-art zero-shot approach, along with sta-
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ble performance curve with increasing number of
rounds. Such benefits are accompanied by almost
halving the number of plan revisions (45%) dur-
ing error handling. In summary, by enabling LLM
agents to proactively contemplate potential failures,
evaluate actions post-execution, and continuously
refine their strategy based on experiential insights,
our approach equips Al systems with a human-like
strategic thinking capability.

Broader Impact

Looking forward, the integration of multi-modal
data inputs could further enhance the contextual
understanding and decision-making accuracy of
these agents. The principles and findings from our
approach provide a robust foundation for future re-
search in Al particularly in aspects of autonomous
decision-making, learning efficiency, and adapt-
ability. As Al continues to integrate into diverse
aspects of decision-making, embedding introspec-
tive capabilities will be essential to ensure these
systems operate not only with precision but with an
understanding akin to strategic human cognition.

Ethics Statement

As the capabilities of LLM agents enhance and
their deployment in real-world applications in-
creases, it is crucial to address potential ethical
concerns, particularly regarding data privacy, bias,
and transparency. Our work focuses on improving
agent introspection to enhance task performance
and decision-making explanations, aiming to de-
velop more transparent and trustworthy Al systems.
We emphasize the importance of human oversight
to monitor and mitigate unforeseen consequences
and encourage the responsible use of this technol-
ogy for societal benefit. By promoting continu-
ous evaluation and fair practices, we seek to min-
imize biases and ensure that the deployment of
these agents does not exacerbate social inequalities.
Furthermore, we are committed to optimizing com-
putational resources to reduce the environmental
impact, advocating for sustainable Al practices.

Limitations

Despite substantial progress made with our cur-
rent design, limitations persist that inhibit optimal
performance. Notably, the agent lacks a full learn-
ing mechanism to capitalize on past failures when
generating a new plan, resulting in inefficient exe-
cution and recurring mistakes. Furthermore, while

the sequential planning approach is effective for
simpler tasks, it falls short for more sophisticated
operations, such as those requiring encapsulated
actions or loop constructs. Additionally, the agent
struggles with tasks that expand beyond a simple
search space, suggesting obstacles in handling dy-
namic problem-solving. Last but not least, our
agent needs significant amounts of LLM genera-
tion (i.e., API calling), consequently requiring sub-
stantial time and computational resources, which
dents its efficiency. Therefore, future work needs
to concentrate on improving the agent’s ability to
fully learn from prior shortcomings, adapt to handle
complex tasks, enhance dynamic problem-solving
capabilities, and optimize time and resource utiliza-
tion with more efficient LLM calling.
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Appendix

Prompt for Plan Generation (G pjan)

Imagine that you are imitating humans doing a task
on a website step by step. You can click an ele-
ment with the mouse, scroll up or down, go to a
certain URL or go back to previous page, or type
some text with the keyboard (e.g., click(), scroll(),
goto(), go_back(), and type() functions in play-
wright). One step means one operation within any
of the mentioned actions.

You are within a sandbox and only have access
to the following websites to work with:

e An online shopping website (OneStopShop):
{webarena_root}:7770

e An e-commerce management website (Ma-
gento): {webarena_root}:7780/admin

e A Reddit website
barena_root }:9999

(Postmill): {we-

e A GitLab website: {webarena_root}:8023

e A map website (OpenStreetMap): http:
//ec2-3-131-244-37.us—east-2.
compute.amazonaws.com: 3000

o A Wikipedia  website: http:
//ec2-3-131-244-37.us—east-2.
compute.amazonaws.com: 8888/
wikipedia_en_all_maxi_2022-05/
A/User:The_other_Kiwix_guy/
Landing

Notes:

1. If you want to use the search function,
you don’t need to click on the search bar.
You can directly use “type [element_id]
[things_to_type]”, and generally afterwards,
you don’t need to click the search button (by
default, the command contains an ENTER at
the end).

2. You can assume that you have signed in to
your account (we have set up the cookies, so
login is not needed).
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The website that you will be working with is:
{WEBSITE INTRO}
Please follow these specific instructions to solve

tasks:

{INSTRUCTION}
Here is a more detailed description of the starting

screen:

{STARTING SCREEN DESCRIPTION}

Now, based on the information above, what
should be the steps to achieve the following goal
(please give me a list of textual description of play-

wright actions, starting with ‘List’):

{TASK}
For your reference, here are some experiences

from previous failed trials (please consider the fol-

lowing information to generate a better plan):
{FAILED PLAN}

Past experience:

{HISTORY }

To be successful in generating a new plan, you

need to provide a list (1, 2, 3, ...), in which each
item is a natural language description of one play-
wright action that is necessary to complete the task
(e.g., click on the ‘Account’ button; scroll down;
use the search bar to search for iPhone 13). You

should use the information from the past experi-

ences to save unnecessary steps!

Prompt for Action Generation (Gaction)

I am in a sandbox and only have access to the fol-
lowing websites (i.e., no access to external website
like www.reddit.com):

e An online shopping website (OneStopShop):
{webarena_root}:7770

e An e-commerce management website (Ma-
gento): {webarena_root}:7780/admin

e A Reddit website
barena_root }:9999

(Postmill): {we-

e A GitLab website: {webarena_root}:8023

e A map website (OpenStreetMap): http:
//ec2-3-131-244-37.us-east-2.
compute.amazonaws.com:3000

e A Wikipedia website: http:
//ec2-3-131-244-37 . us—-east-2.
compute.amazonaws.com: 8888/
wikipedia_en_all_maxi_2022-05/
A/User:The_other_Kiwix_guy/
Landing
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Now I'm trying to complete a task on a website.

The task is:

{TASK}

The plan to complete this task is:

{PLAN}

I have executed the following actions:

{HISTORY}

And now I'm at this step: {STEP}

Here is the screen I am looking at:

{OBS}

I have taken down the following notes:

{NOTES}

What should be the next action to complete this
step in my plan (only give one action)?

Note:

o If the next action is to click, please indicate the
element id in [] (format: click [element_id]).

If the next action is to scroll, please indi-
cate the direction in [] (format: scroll [up or
down]).

If you need to navigate to a URL, please indi-
cate the URL in [] (format: goto [url]).

If you need to go back to the previous page,
please use go_back.

If the next action is to type, please indicate
both element id and the things to type in []
(format: type [element_id] [things to type]).

If you want to note down something, use this
format: note_down [things to note down].

The next action is:

Prompt for Objective Alignment (G ajign)

Imagine that you are imitating humans doing a task
on a website step by step.

You are currently working on this step:

{STEP}.

The step above is one of the steps in the follow-
ing plan:

{PLAN}.

From Screen 1, you executed an action and then
arrived at Screen 2.

The action you executed was:

{ACTION}.

Screen 1:

{OBS1}.

Screen 2:

{OBS2}.
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http://ec2-3-131-244-37.us-east-2.compute.amazonaws.com:8888/wikipedia_en_all_maxi_2022-05/A/User:The_other_Kiwix_guy/Landing
http://ec2-3-131-244-37.us-east-2.compute.amazonaws.com:8888/wikipedia_en_all_maxi_2022-05/A/User:The_other_Kiwix_guy/Landing
http://ec2-3-131-244-37.us-east-2.compute.amazonaws.com:8888/wikipedia_en_all_maxi_2022-05/A/User:The_other_Kiwix_guy/Landing
http://ec2-3-131-244-37.us-east-2.compute.amazonaws.com:8888/wikipedia_en_all_maxi_2022-05/A/User:The_other_Kiwix_guy/Landing
http://ec2-3-131-244-37.us-east-2.compute.amazonaws.com:8888/wikipedia_en_all_maxi_2022-05/A/User:The_other_Kiwix_guy/Landing

Now describe what this action is about in one
sentence, starting with ‘The action is to’.

Does this action align with the goal of the fol-
lowing step (i.e., are we moving towards the right
direction; Answer YES or NO)?

{STEP}

Prompt for Task / Subtask Completion
Evaluation (G completea)

Imagine that you are imitating humans doing a task
on a website step by step.

You are asked to solve the following task:

{TASK}

You made the following plan to solve it:

{PLAN}

To reach the current screen, you have previously
executed the following actions:

{HISTORY }

You have taken down a few notes after each
action as follows:

{NOTES}

And here is the accessibility tree of the current
screen you are looking at:

{OBS}

Look at the screen, the task, and the actions
you executed, and think thoroughly, is the task
completed now?

If the task is completed, answer YES.

If the task is not yet completed (meaning further
actions are yet to be executed), answer NO.

Prompt for Answer Delivery (Ganswer)

Imagine that you are imitating humans doing a task
on a website step by step.

You are asked to solve the following task:

{TASK}

To reach the current screen, you have previously
executed the following actions:

{HISTORY}

You have taken down the following notes (to
help you answer the question eventually) after each
action:

{NOTES}

And here is the accessibility tree of the current
screen you are looking at:

{OBS}

Based on the above information, answer the
question in the task (starting with ###Answer).

Prompt for Element Mapping (G ap)

I want to interact with an element with element id:
{element_id} in the following screen:

{OBS1}

Now if I want to click on the same element in
the following screen, what should be the element
id now?

{OBS2}

New element id is:

Performance Across Websites

| Shopping | Reddit | CMS | Map | GitLab
Task% | 23.6% | 14.0% | 22.4% | 15.8% | 24.2%

Plan+Act 0.28 022 | 0.13 | 023 0.14
LATS 0.30 025 | 0.15 | 0.27 0.17

AR (Ours)| 032 | 024 | 016 | 027 | 0.18

Table 2: Task percentage and success rates (of three
models) across different websites in WebArena.
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