MMedAgent: Learning to Use Medical Tools with Multi-modal Agent
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Abstract

Multi-Modal Large Language Models
(MLLMs), despite being successful, exhibit
limited generality and often fall short when
compared to specialized models. Recently,
LLM-based agents have been developed
to address these challenges by selecting
appropriate specialized models as tools based
on user inputs. However, such advancements
have not been extensively explored within the
medical domain. To bridge this gap, this paper
introduces the first agent explicitly designed
for the medical field, named Multi-modal
Medical Agent (MMedAgent). We curate
an instruction-tuning dataset comprising six
medical tools solving seven tasks across five
modalities, enabling the agent to choose
the most suitable tools for a given task.
Comprehensive experiments demonstrate that
MMedAgent achieves superior performance
across a variety of medical tasks compared
to state-of-the-art open-source methods
and even the closed-source model, GPT-4o0.
Furthermore, MMedAgent exhibits efficiency
in updating and integrating new medical tools.

1 Introduction

Multi-modal Large Language Models (MLLMs)
have made considerable progress across diverse
tasks with inputs from different medical imag-
ing modalities (e.g., Magnetic Resonance Imaging,
Computed Tomography, X-ray) in healthcare, in-
cluding Visual Question Answering (VQA) (Moor
et al., 2023a; Zhang et al., 2023a; Li et al., 2023),
image segmentation (Ma et al., 2024a), and Med-
ical Report Generation (MRG) (Thawkar et al.,
2023; Hamamci et al., 2024), etc. Despite these
advancements, MLLMs often exhibit limitations in
seamlessly solving multiple tasks across different
medical imaging modalities. Although recent large
medical models (Zhang et al., 2023b; Tu et al.,
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2024; Wu et al., 2023; Yang et al., 2024; Zhao
et al., 2024a) have attempted to address this chal-
lenge, they remain limited to handling a narrow
range of tasks across a restricted set of imaging
modalities and cannot be efficiently extended to
new tasks or more imaging modalities. Further-
more, these generalists typically do not provide
expert-level responses comparable to those of spe-
cialized MLLMs customized for specific tasks.

One way to address this issue is to build an Al
Agent, an Al system driven by Large Language
Models (LLMs) that integrates various domain ex-
pert models as tools. Such a system can understand
user instructions, make decisions, and select the ap-
propriate tools to execute any specific task, thereby
generating expert-level responses for any given re-
quest (Xie et al., 2024; Chen et al., 2023; Wang
et al., 2024; Liu et al., 2023b; Tao et al., 2023).
Despite the significant success of Al agents in the
general image domain (Tao et al., 2023; Qin et al.,
2023; Wang et al., 2023a), there are currently few
Al agents developed specifically for the medical
domain. Although several works (Tang et al., 2023;
Schmidgall et al., 2024; Li et al., 2024; Fan et al.,
2024) in the medical field use the term ‘“agent”
in their methods, they focus on utilizing LLMs
to play various roles and collaborate on complex
tasks, in which an “agent” refers to a specific role.
PathAsst (Sun et al., 2024) integrates tool utiliza-
tion into their framework but specifically designed
for pathology tasks.

In this work, we aim to build the first Al agent
specifically for the medical domain, termed as
Multi-modal Medical Agent (MMedAgent). We
choose LLaVA-Med (Li et al., 2023) as the back-
bone and aim to extend its capability to handle
various language and multi-modal tasks, including
grounding, segmentation, classification, MRG, and
Retrieval-Augmented Generation (RAG). These
tasks encompass multiple medical imaging modal-
ities, such as MRI, CT, and X-ray, allowing
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MMedAgent to support a wide range of data types
typically encountered in clinical practice. The first
step to building MMedAgent is to collect the state-
of-the-art (SOTA) methods for each task, hereafter
referred to as “tools”. During this phase, we iden-
tify a lack of an effective tool for the grounding
task, prompting us to fine-tune Grounding DINO
(Liu et al., 2023c) specifically for medical applica-
tions. Next, we build an instruction-based dataset
that teaches the agent to select the proper tool(s)
when encountering a user instruction and aggre-
gate the outputs from tools to reply to users pre-
cisely and comprehensively. The core of our ap-
proach involves an end-to-end training regimen
through visual instruction tuning (Liu et al., 2023b).
MMedAgent has demonstrated promising results
in various aspects. When evaluated on several com-
plex medical tasks, MMedAgent significantly out-
performs sevaral open-source SOTA methods, in-
cluding LLaVA (Liu et al., 2023a), Flamingo-Med
(Moor et al., 2023b), Yi-VL-34B (Al et al., 2024),
Qwen-VL-Chat (Bai et al., 2023), LLaVA-Med
(Li et al., 2023) and RadFM (Wu et al., 2023),
and even surpasses close-source method, GPT-40
(OpenAl, 2024), on average. It also enhances
MMedAgent’s backbone, i.e., LLaVA-Med, orig-
inal capability in the VQA task, as well as ex-
hibits efficient capability in learning new tools.
Our code and web UI are available at https:
//github.com/Wangyixinxin/MMedAgent, and a
demonstration of the user interface is provided in
Appendix Figure 6.
Our contributions can be summarized as:

* We propose MMedAgent, the first multi-
modal medical AI Agent incorporating a wide
spectrum of tools to handle various medical
tasks across different modalities seamlessly.

* We build the first open-source instruction tun-
ing dataset for general-purpose multi-modal
medical agents.

* Adaptive multi-modal medical tools are incor-
porated into our Agent. We develop special-
ized datasets to adapt existing grounding and
segmentation tools to the medical domain.

» Extensive experiments demonstrate that
MMedAgent surpasses previous SOTA multi-
modal medical language models across a
range of tasks.

2 Related Work
2.1 Medical MLLMs

LLMs present fertile new ground for research that
pushes the frontier of the medical domain. Un-
like natural domains, the intrinsic complexity of
medical data, which includes multiple sources and
modalities, has led most LL.Ms in the medical
field to focus on narrowly defined tasks using lan-
guage and text alone. Singhal et al. (Singhal
et al., 2023) curate MultiMedQA, a benchmark
for medical question-answering datasets, and pro-
pose Med-PalLM, which utilizes instruction prompt
tuning tailored to medical domains based on PaLM
(Chowdhery et al., 2023). Med-PalLM performs
encouragingly on the axes of the human evaluation
framework.

Recent progress on LLMs has been made on
multi-modal conversational capability (Moor et al.,
2023a; Zhang et al., 2023b; Tu et al., 2024; Zhang
et al., 2023c,a; Thawkar et al., 2023; Sun et al.,
2024; Wu et al., 2023; Li et al., 2023; Ma et al.,
2024a; Yang et al., 2024; Zhao et al., 2024a;
Hamamci et al., 2024). Owing to the diversity
inherent in medical data and tasks, LLMs have
initially been localized to specific imaging do-
mains such as X-ray (Thawkar et al., 2023), CT
(Hamamci et al., 2024), and histology (Sun et al.,
2024), or tailored for different tasks such as seg-
mentation (Ma et al., 2024a; Lei et al., 2023) and
medical report generation (Wu et al., 2023). In con-
trast, generalist models expand these capabilities
by enabling a single LLM to cover a wider range
of imaging modalities and tasks by enlarging the
pre-training datasets greatly (Zhang et al., 2023b;
Lietal., 2023; Zhao et al., 2024a; Liu et al., 2023b;
Yang et al., 2024). Although generalist models
are capable of handling a wide range of medical
modalities and tasks, they face limitations in scala-
bility when incorporating additional skills and lack
specialization in specific tasks.

2.2 Al Agent

A multi-modal Al Agent is a system that achieves
users’ general-purpose goals by perceiving the envi-
ronment and making decisions based on the percep-
tions (Xie et al., 2024; Wooldridge and Jennings,
1995). Recent works utilize LL.Ms as planners to
understand multi-modal input from environments
and make decisions to call different tools to achieve
goals. Based on whether the LLM is open source
or not, (Xie et al., 2024) classifies multi-modal
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Al Agents into two types: (i) closed-source LLMs
as planners, which utilize prompt technique to en-
able LLMs to make decisions (Chen et al., 2023;
Wang et al., 2024); (ii) fine-tuned LLMs as plan-
ners, where an LLLM is fine-tuned to understand
instructions, make decisions, and call tools/APIs
(Liu et al., 2023b; Tao et al., 2023; Zhang et al.,
2024b). MMedAgent belongs to the second type.
Multi-modal AI Agents have achieved great suc-
cess in various applications. For example, (Tao
et al., 2023; Gur et al., 2023; Zhan and Zhang,
2023) apply agents to control the website or user in-
terface. Some works (Qin et al., 2023; Wang et al.,
2023c) focus on robotics or embodied Al which
applies multi-modal LLMs to perceive and interact
with real environments. Most works concentrate
on multi-modal understanding, or generation, es-
pecially image, video, or audio (Liu et al., 2023b;
Wang et al., 2023a; Zhang et al., 2023e). However,
these works are limited to the natural domains. To
the best of our knowledge, we are the first to build
a more versatile medical AI Agent, which encom-
passes a broader spectrum of image modalities,
including MRI, CT, X-ray, and histology.

3 MMedAgent

Multi-modal Medical Agent (MMedAgent), a sys-
tem based on an MLLM, is designed to seamlessly
manage diverse medical tasks by integrating var-
ious open-source medical models. MMedAgent
comprises two components: (1) an instruction-
tuned multi-modal LLM that functions as an action
planner and results aggregator, and (2) a collection
of medical tools tailored to the agent, each target-
ing specific tasks in the medical domain. We first
present the fundamental workflow of MMedAgent
in Section 3.1, followed by a description of creat-
ing an instruction-tuning dataset for training the
multi-modal LLM as an action planner in Section
3.2. The details of medical tasks and corresponding
tools incorporated in MMedAgent are described in
Section 3.3.

3.1 Workflow

Following LLaVA-Plus (Liu et al., 2023b), the ob-
jective of MMedAgent is to learn to utilize a wide
range of multi-modal medical tools, extending the
MLLMs’ capabilities to analyze and accomplish
various medical tasks. As shown in Figure 1, the
workflow consists of four parts: (1) users provide
an instruction X, and a medical image I;; (2)

@ Instruction @ Tool Use
" S @/\ G%
[* s

MMedAgent

Bae o B, A

(@) Response © Tool Output

User Experts

Figure 1: The four-step MMedAgent pipeline.

MLLM works as an action planner, which under-
stands X, and I, and then generates a formatted
instruction X, to call a specific tool. (3) The tool
is executed given I, and the output X eqy of the
tool is sent to the MLLM. (4) The MLLM aggre-
gates the output with X, and I, and generates the
final answer X,nswer to users. We train the agent
end-to-end with an auto-regressive objective on
the generated sequence, i.e., Xioo1 and X ngwer, tO
enable the model to use correct tools and answer
questions based on the tool’s results.

3.2 Instruction Tuning

In order to ensure MMedAgent simultaneously per-
forms as both action planner and results aggregator,
we adopt the unified dialogue format proposed by
(Liu et al., 2023b), illustrated in Figure 2. Specifi-
cally, upon receiving a user’s input, MMedAgent
generates three components in its outputs: (1)
Thoughts, which determine whether MMedAgent
can independently solve the user’s instructions or if
external tools are required, and if so, identifies the
appropriate tool; (2) Actions, which enumerate a
list of API calls necessary to execute the thought.
This comprises two sub-fields: API Name and API
Params. If the action list is null, no API call is initi-
ated. (3) Value, which provides a natural language
response from the MLLM. During the first round,
it indicates the chosen tool(s); during the second
round, it represents the final output that addresses
the user’s initial request. As depicted in Appendix
Figure 5, we construct the instruction data by query-
ing GPT-40 through one-shot learning, presenting
an example that demonstrates the input and output
of MMedAgent. We set a fixed System instruction
prompt for each tool and select several examples as
conversation templates (User_1 and Assistant_1
in Appendix Figure 5). The tool processes the gen-
eration of instruction data from the dialogue.
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Is there a tumor in this brain scan? If so, detect and describe it.

User
thoughts: Utilizing a medical detection tool will will accurately locate the tumor E]
within the MRI brain image, ensuring precise identification of the affected region.
actions: [{*API name”: “grounding dino”, “API params”: {“prompt”: [“tumor.”]}}]
value: 1 will use grounding dino to help detect the tumor. MMedAgent
(Xtool)
Choosing grounding dino, executing... & Expert
[ )
=
[« Grounding dino output: {‘boxes’: [[0.32 0.24 0.76 0.55]], ‘logits’: [0.98], ‘phrases’: [‘tumor’]}.
User Answer my first question: Is there a tumor in this brain scan? Detect and describe it.
(X result)

thoughts: Thanks to the output of grounding dino. I can answer the
question better.

actions: []

value: The tumor in the MRI brain image is located with bounding box
coordinates [0.32 0.24 0.76 0.55]. This indicates that the tumor is
situated in the central region of the brain, extending from the upper
middle to the lower middle area, and towards the right. This information
is crucial for further medical evaluation and treatment planning.

Q

MMedAgent
(X answer)

Figure 2: An example of the training data for MMedAgent that learns to use the tool of Grounding DINO for object

detection and answer the user’s question.

3.3 Medical Tasks and Tools

Our MMedAgent possesses the capability to ac-
cess a diverse array of tools with the scalability
to handle various tasks. As shown in Table 1, we
integrate six tools that encompass seven represen-
tative tasks in medical domains, i.e., (1) grounding,
(2) segmentation with bounding-box prompts (B-
Seg), (3) segmentation with text prompts (G-Seg),
(4) medical imaging classification, (5) Medical Re-
port Generation (MRG), (6) retrieval augmented
generation (RAG), and (7) VQA. Note that no ad-
ditional tools are required for the VQA task since
we utilize LLaVA-Med, which originally supports
the task, as the backbone. Each tool functions as
a specialist, exhibiting exceptional proficiency in
executing a specific task across various medical
imaging modalities.

3.3.1 Grounding

Grounding, also known as detection, aims to iden-
tify and localize specific objects within an input
image by generating the coordinates of bounding
boxes containing the objects. To the best of our
knowledge, no existing medical models can simul-
taneously process images from different modalities.
Consequently, we propose a generalized grounding
tool tailored for the medical domain. Specifically,
we choose to fine-tune Grounding DINO (Liu et al.,

2023c), an open-set object detector, to the medical
imaging field.

Our first step is to collect multiple medical image
segmentation datasets, including FLARE2021 (Ma
et al., 2022), WORD (Luo et al., 2022), BRATS
(Menze et al., 2015), Montgomery County X-ray
Set MC) (Jaeger et al., 2014; Candemir et al.,
2014), VinDr-CXR (Nguyen et al., 2022), and
multi-modal cell segmentation dataset (Cellseg)
(Ma et al., 2024b). As detailed in Appendix Table
5, these datasets target different modalities, organs,
or diseases, each including the original imaging
along with their corresponding pixel-level segmen-
tation annotations. These segmentation masks are
further transformed into bounding boxes by extract-
ing the minimal outer rectangle around each object.
The coordinates of the bounding boxes and the cor-
responding object labels are then recorded as the
grounding labels in each dataset.

Based on the released pre-trained weights, we
fine-tuned the Grounding DINO with the dataset
described above as well as two common datasets in
the natural image field, i.e., COCO (Lin et al., 2014)
and Flickr30k (Plummer et al., 2015), to maintain
model’s ability in detecting common objects.
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Task Tool Data Source Imaging Modality
VOA LLaVA-Med PMC article MRI, CT, X-ray,
(Li et al., 2023) 60K-IM(Li et al., 2023) Histology, Gross
Classificati BiomedCLIP PMC article MRI, CT, X-ray,
assthcalion z7pang et al., 2024a)  60K-IM Histology, Gross
. Grounding DINO " MRI, CT, X-ray,
Grounding ;4 oral 2023y  WORD.ete. Histology
. MedSAM " MRI, CT, X-ray,
Segmentation (Ma et al., 2024a) WORD; etc. Histology, Gross
Grounding DINO s MRI, CT, X-ray,
G-Seg. + MedSAM WORD, etc. Histology
ChatCAD MIMIC-CXR
MRG (Wang et al., 2023b)  (Johnson et al., 2019) Xeray
RAG ChatCAD+ Merck Manual B

(Zhao et al., 2024b)

(Porter and Kaplan, 2011)

Table 1: The tasks, tools, data source, and corresponding medical imaging modalities incorporated in MMedAgent.

9

means that the RAG task only focuses on natural language without handling images. “WORD, etc.*” indicates

various data sources including WORD (Luo et al., 2022), FLARE2021 (Ma et al., 2022), BRATS (Menze et al.,
2015), Montgomery County X-ray Set (MC) (Jaeger et al., 2014; Candemir et al., 2014), VinDr-CXR (Nguyen et al.,

2022), and Cellseg (Ma et al., 2024b).

3.3.2 Other Tasks

B-Seg involves identifying and delineating the re-
gion of interest (ROIs) of an image when a bound-
ing box that covers the ROIs is provided. It is
a type of interactive segmentation, which has be-
come popular since the development of Segment
Anything (SAM) (Kirillov et al., 2023). We se-
lect MedSAM (Ma et al., 2024a), which fine-tunes
SAM to the medical field, as our tool. The prompts
are limited to bounding boxes because they provide
more precise guidance to SAM (Mazurowski et al.,
2023). Specifically, in this scenario, we consider
the users to provide the position of the bounding
box in which MedSAM can be directly applied to
obtain the ROI masks.

G-Seg refers to combining grounding with SAM.
It aims to address a more common scenario when
users specify only a particular object to segment in
an image. We first activate the fine-tuned grounding
tool to localize the referred object and then provide
its location, in box format, to MedSAM. Note that
this task also presents MMedAgent’s capability to
address complex tasks with more than one tools, an
ability not presented in previous works.

Classification aims to identify the most appropri-
ate category for a medical image within a closed
set. Specifically, we define a closed set of labels
L, including organ types, common image modal-
ities, and complex modalities such as ultrasound
imaging, hematoxylin, and eosin histopathology.

The details of the set L are shown in Appendix
A.1. We adopt BiomedCLIP (Zhang et al., 2024a),
which exhibits superior performance in zero-shot
and fine-grained classification. The image is clas-
sified based on the cosine similarity between the
image embedding and each text embedding.
MRG involves creating accurate and authentic
medical reports from provided medical information
or imaging. MMedAgent incorporates ChatCAD
(Wang et al., 2023b), an open-source tool designed
for generating medical reports for chest X-ray im-
ages. The model was trained on the MIMIC-CXR
dataset (Johnson et al., 2019) and can provide re-
ports with detailed radiographic analyses, identify-
ing chest-related conditions such as cardiomegaly,
edema, consolidation, atelectasis, etc.

RAG refers to enhancing the generated outputs
by incorporating the most relevant information ac-
quired from external data sources. We select Chat-
CAD+ (Zhao et al., 2024b) to implement the medi-
cal retrieval process. ChatCAD+ retrieves informa-
tion from a medical dictionary containing detailed
descriptions of 1972 diseases and medical proce-
dures, including their introduction, symptoms, di-
agnosis, treatment, and causes, sourced from the
Merck Manual (Porter and Kaplan, 2011), a profes-
sional medical reference. Given the users’ input,
the model searches for medical entrees that share
the highest cosine similarity with the encoded mes-
sage and retrieves the relevant knowledge from the
medical dictionary.
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Grounding Cls. MRG RAG Overall Abs.
Cell Organ Disease

Flamingo-Med (Moor et al., 2023b) 13.11 15.87 15.33 23.56 16.59 - 14.68 1.16
RadFM (Wu et al., 2023) - - - 25.00 68.13 - 4538 3.59
LLaVA-Med (Li et al., 2023) 51.78 6548 68.58 53.46 70.10 30.44 60.68 4.80
Yi-VL-34B (Al et al., 2024) 63.23 7940 6832 76.02 7295 14.67 64.08 5.07
LLaVA-Med (Tool in Test) 4532 5277 6791 5753 7434 6755 6531 5.17
Qwen-VL-Chat (Bai et al., 2023)  61.34 6590 6238 88.40 7341 7880 7621 6.03
LLaVA-34B (Liu et al., 2023a) 76.75 84.85 80.75 96.04 80.27 91.64 86.52 6.84
MMedAgent (ours) 97.50 102.29 125.89 81.11 121.49 85.55 109.48 8.66

Table 2: Performance comparison between MMedAgent and other baselines. Cls. stands for classification. We
report the relative scores for all tasks and the absolute (abs.) scores for overall performance in the last column. “-”
indicates the tasks that the corresponding model is not applicable to. LLaVA-Med refers to the 60K-IM version with
only the initial query X, and image I, as input, while LLaVA-Med (Tool in Test) takes X, I, and also the internal

output from tools Xiegyie as input.

4 Experimental Settings

MMedAgent is initialized with LLaVA-Med 60K-
IM, instruction-tuned using LoRA (Hu et al., 2021)
for 15 epochs, and conducted over approximately
72 hours on two 80G NVIDIA A100 GPUs. The
rank of LoRA is set to 128, and the training batch
size is set to 48. We employ AdamW (Loshchilov
and Hutter, 2019) as the optimizer alongside a co-
sine learning rate schedule peaking at 2e-4. We
generate 48K instruction-tuning data, consisting
of 15K augmented VQA instruction following the
method from LLaVA-Plus (Liu et al., 2023b) de-
rived from 60K inline mentions (Li et al., 2023),
10K data points for detection, 3K for RAG, 5K
each for segmentation, classification, MRG, and
G-Seg. Data sources are shown in Table 1.

5 Experimentals

We conduct experiments on MMedAgent to answer
three research questions: (1) What is the perfor-
mance of MMedAgent in addressing diverse medi-
cal tasks across various modalities (Section 5.1)?
(2) Does the instruction-tuned MMedAgent exhibit
superior performance in open-ended biomedical
dialogue (Section 5.2)? (3) What is the efficiency
of MMedAgent in invoking tools or incorporating
new tools (Section 5.3)?

5.1 Various Medical Tasks

5.1.1 Evaluation Criterion

To evaluate the performance of MMedAgent on
various complex medical tasks, we create an eval-
uation dataset consisting of 70 diverse questions.

For this dataset, we initially select 10 concepts
randomly from the Merck Manual for RAG and
60 unseen images of different tasks from respec-
tive data sources. These include 10 images each
for organ grounding, disease grounding, and cell
grounding, along with 20 X-ray images for MRG
and 10 images across various modalities for classifi-
cation. Notably, the VQA task evaluation is shown
in Section 5.2. Due to the inability to describe the
segmentation task linguistically, we provide the
qualitative results shown in Section 5.1.3. Then
we utilize the same prompt as outlined in Section
3.2 to generate the instruction-tuning data for eval-
uation. Subsequently, we separately feed the data
into GPT-40, MMedAgent and other benchmarks
to obtain the outputs. GPT-40 is a newly released
multimodal model with strong visual understanding
capabilities. According to the testing from OpenAl,
it surpasses GPT-4 Turbo and has a faster infer-
ence speed. Thus, the output from GPT-40 can be
viewed as a strong benchmark. All the outputs will
be assessed by GPT-4 and rated on a scale from 1
to 10 based on their helpfulness, relevance, accu-
racy, and level of details. We provide GPT-4 with
figure captions and include inline mentions from
60K-IM for the VQA task. The detailed prompts
are illustrated in Figure 7. For the MRG task, the
reports are taken as captions of the input figures.
For detection and other tasks without a caption in
the original data, we generate the captions by com-
bining the images with the labels, e.g., “A CT scan
showing the kidney organ.”. Based on the output
from GPT-40, we propose an absolute score, i.e.,
the score output by GPT-4, and a relative score, de-
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fined as S./Scpr—40(%), which indicates the per-
formance change caused by other MLLMs. Here,
S, refers to the score of outputs generated by *,
with * € {MMedAgent, LLaVA-Med,...}. Specifi-
cally, we compare with two MLLM:s in the medical
field, i.e., Med-Flamingo (Moor et al., 2023b) and
RadFM (Wu et al., 2023), as well as three generic
MLLM, LLaVA-34B (Liu et al., 2023a), Yi-VL-
34B (Al et al., 2024) and Qwen-VL-Chat (Bai et al.,
2023). A higher score indicates a superior output
quality. During the evaluation, MMedAgent dy-
namically selects, activates, and executes tools in
real-time, then aggregates the obtained results from
these tools to answer questions.

5.1.2 Experimental Results

As illustrated in Table 2, MMedAgent significantly
outperforms all other baselines on various tasks.
Note that RadFM cannot handle grounding and
RAG tasks, and Flamingo-Med is not applicable for
RAG because it cannot process text-only input. It is
observed that the overall relative score of MMedA-
gent (109.48) outperforms all other state-of-the-
art MLLMs by a large margin, being 1.8 times
higher than that of LLaVA-Med (60.68), which is
the backbone of MMedAgent. We also propose
LLaVA-Med (Tool in Test), an enhanced version
of LLaVA-Med that incorporates the internal out-
put of tools and MMedAgent maintains its superior
performance in this case.

Furthermore, the scores for organ grounding, dis-
ease grounding, and MRG exceed 100%, indicating
that MMedAgent surpasses GPT-40 in these tasks.
These results underscore the superior efficiency of
MMedAgent in diverse medical tasks across vari-
ous modalities.

5.1.3 Case Study

A detailed visual comparison between LLaVA-Med
and MMedAgent is illustrated in Figure 3. Given
the user queries on tasks involving analyzing the
images, such as classification, grounding, and seg-
mentation tasks, LLaVA-Med only generates sim-
ple conversational responses without solving the
given requests (highlighted in Red) and it is unable
to generate visualized results. In contrast, MMedA-
gent effectively addresses these questions by acti-
vating the appropriate tools, integrating their out-
puts, generating accurate responses (highlighted
in Green), and visualizing the results. This is
guaranteed by the precise selection of tools by
MMedAgent and the superiority of the tools them-

selves. When encountering language generation-
based tasks, i.e., MRG and RAG, LLaVA-Med fails
to provide an in-depth analysis of the images. How-
ever, MMedAgent provides more straightforward
and accurate responses by utilizing the tools de-
signed specifically for these tasks.

5.2 Medical VQA

When implementing VQA tasks, MMedAgent can
rely on its backbone, i.e., LLaVA-Med (Sections
5.2.1) and could be further enhanced by leveraging
other VQA specialists (5.2.2).

5.2.1 Open-ended Medical Dialogue

We follow the setting of open-ended medical di-
alogue in LLaVA-Med (Li et al., 2023) and use
the same test data as LLaVA-Med, consisting of
193 novel questions and 50 unseen images from
PMC-15M (Zhang et al., 2024a). This dataset con-
tains 5 modalities and can be divided into two main
classes: conversation questions and detailed de-
scription questions. We utilize the same relative
score in Section 5.1.1 as the evaluation criterion.
Since this is a pure language task, we select the
output from GPT-4 rather than GPT-4o0 as the refer-
ence score.

As shown in Table 3, performance is evaluated
from the perspective of question types (conversa-
tion and description) and image modalities (X-ray,
MRI, Histology, Gross and CT). After instruction-
tuning on the tool learning dataset, MMedAgent
performs better on both types of questions. More-
over, MMedAgent outperforms LLaVA-Med in all
domains but MRI, demonstrating the efficiency of
MMedAgent in open-ended medical dialogue.

5.2.2 VQA Benchmark

MMedAgent is also evaluated on four VQA bench-
marks, including VQA-RAD (Lau et al., 2018),
SLAKE (Liu et al., 2021), PMC-VQA (Zhang et al.,
2023d) and PATH-VQA (He et al., 2020). We con-
struct the instruction-tuning data for each dataset
and fine-tune the model with these newly added
VQA tools. For each dataset, We randomly se-
lect 4K image-text pairs as the training set and
300 pairs for evaluation. Specifically, VQA-RAD,
PATH-VQA, and SLAKE each contain 150 sam-
ples from the open set and 150 from the closed
set, while PMC-VQA comprises 300 closed multi-
choice questions. Figure 4 indicates that MMedA-
gent significantly outperforms LLaVA-Med across
all VQA benchmarks.
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Task

Classification

Grounding

(Disease)

Grounding
(Cell)

Grounding
(Organ)

Segmentation

Grounding +
Segmentation

Medical
Report
Generation

Retrieval
Augmented
Generation

-
User Input
i P

‘What imaging modality
is shown in this picture?

Is there a tumor in this
brain scan? Detect and
describe it.

[ ]
Count and label all the p e
cells in this histology N ]

[
image. : ¥ .{s ‘

| 4

Can you identify the
kidney, liver, and
stomach in this
abdominal CT image
and decribe them?

Is it possible to use
bounding boxes [0.2,
0.28, 0.6, 0.55] to
segment the Liver in
this medical image?

Could you identify and
segment the bladder in
this 2D abdominal CT

image?

‘Can you create a
medical assessment
from this image?

‘What is Galactosemia, and could you advise
on the necessary procedures to follow now?
‘Would you find expert details in the Merck
Manual?

| The image shows a microscopic histological

\_samples.

| The MRI image shows the presence of a tumor in|

\ train the Al system ...

[ Sure! I can help you with that. However, it's

provide you with the results.

LLaVa-Med Output

@ MMedAgent Qutput

analysis of the defect site treated with different
treatments.

[EBHIOHEE. but it is likely that the image was
taken using a microscope to visualize the tissue

The image is an example of a immunohistochemistry
histopathology image.

the brain. The tumor appears to have a
heterogeneous signal, meaning that it has areas
with different intensities. It is important to note
that

suchasa
radiologist or ...

/" The tumor in the MRI brain image is located

with bounding box coordinates [0.32 0.24 0.76
0.55]. This indicates that the tumor is situated in
the central region of the brain, extending from
the upper middle to the lower middle area, and >
towards the right. This information is crucial for

further medical evaluation and treatment

B .

_ planning.

However, I can help you interpret
the histology image by discussing the different
cell types and structures that you may
encounter. In general, histology images show
tissue samples stained with specific dyes to
highlight ...

Based on the detection results, the image

contains a total of 15 cells. °
The bounding boxes for each cell are provided
below, indicating their locations within the B ’ i i

image:
1. Cell 1: [0.15, 0. , 0.25, 0.14]

15, Cell 15: [0.97,0.53, 1., 0.66]

Sure, in the 2D abdominal CT image, the
kidneys are likely to appear as two large,
‘bean-shaped structures with renal arteries and
veins branching off from the acrta. The aorta

I|| E-

/ Based on the detection results, here's a

summary of the organ locations within the
image:

1. The first kidney is located at the right
‘middle part of the image, with bounding box
coordinates [0.3,0.54,0.4,0.62].

4. The liver is on the middle left in the image,
with bounding box coordinates [0.43, 0.39,

- 0.63,047],itis largar than kidney in this
+_slice.

/Yes, it is possible to use bounding boxes to

segment the Liver in this medical image.
Bounding boxes are rectangular regions that are|
drawn around the desired area of interest, in|
ISIGHSEIGMNINEH By providing the

coordinates of the top-left and bottom-right
corners of the bounding box, it is possible to

The segmentation result is displayed below
to assist with your medical evaluation:

important to note that

‘With that in mind, I can attempt to segment the
bladder in the 2D abdominal CT image and

The bladder is located in the central region
of the image with bounding box
coordinates of [0.39, 0.36, 0.55, 0.51].
Based on the output of grounding dino,
here is the segmentation result:

| AsanAl language model, IETNNOHUGHNGE
medical analysis or provide a diagnosis based|

PRERREEEEIGNg] However, I can help you
understand the visual aspects of the image
and provide general information about the
structures and features you might see. If you
have any questions about the image, feel free
10 ask, and I'll do my best to help you.

/ Ba.wd on the result of ChatCAD-G, there is the detailed report:

FINDINGS: The chest X-ray reveals that the tip of the central venous
catheter terminates in the proximal right atrium. The lung volume appears
reduced. There is moderate to large re-expansion of bilateral pleural
effusions, accompanied by atelectasis in the lower lungs. Mild pulmonary
vascular congestion is noted. No pneumothorax is observed, and there are
no signs of acute bone abnormalities.
IMPRESSION: Moderate to large re-expansion of bilateral pleural

mild p ry vascular ion, and is in the

. lower lungs.

| Galactosemia is a rare inherited metabolic

disorder caused by the absence or malfunction
of the enzyme galactosyl-1-3-galactosidase, ...
In the context of the image, it seems that the
Merck Manual is being used to help diagnose
and manage the condition. It is important to

/ Galactosemia is a genetic disorder that affects the body's ability to

process galactose, a sugar found in dairy products and some sweeteners.
Treatment for Galactosemia involves ...
Long-t iplications of Gal such as growth impairment,
language and neurological issues, and intellectual disabilities, may still
occur despite dietary adjustments. ...
Consulting the Merck Manual can provide expert information on
Galactosemia, including specific dietary restrictions, potential

icati and necessary ation. ...

Figure 3: Qualitative comparison between LLaVA-Med and MMedAgent across different tasks. The undesired and
desired responses are highlighted in Red and Green respectively.
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Question Types Imaging Modalities

Overall

Conversation Description X-ray MRI Histology Gross CT
(Question Count) (143) (50) 37) (38) (44) (34) (40) (193)
LLaVA-Med 53.30 38.90 56.58 40.84 5471 48.47 50.68 50.94
MMedAgent 54.49 39.75 58.37 35.09 56.88 51.88 52.79 51.42

Table 3: Comparison of open-ended medical dialogue between MMedAgent and LLaVA-Med.

RAD-VQA SLAKE PATH-VQA PMC-VQA
Open Close Open Close Open Close Close
(Question Count) (150) (150) (150) (150) (150) (150) (300)
LLaVA-Med 28.23 61.40 39.17 52.16 12.30 54.05 27.48
MMedAgent 58.31 86.72 79.39 86.34 39.16 90.38 39.50

Table 4: Comparison of VQA tasks between MMedAgent and LLaVA-Med across different VQA benchmarks.

100 —

80

60

40

20

Tool Selection Accuracy (%)

—e— Pseudo Tool
Old Tools

0 500 1000 1500

Fine-tuning Step

2000 2500

Figure 4: The scalability of MMedAgent.

5.3 Tool Utilization

The superior performance of MMedAgent on the
various tasks described above depends on accu-
rately understanding users’ inputs and activating
the correct tools. After training MMedAgent for 15
epochs, the tool selection accuracy reached 100%,
demonstrating MMedAgent’s ability to select the
appropriate tools without errors.

One significance of MMedAgent is its ability
to adapt to new tools. Here, we consider two
scenarios. Firstly, when a superior tool for tasks
that MMedAgent is already equipped to handle be-
comes available, the API name of the outdated tool
can be seamlessly replaced with that of the new
tool, eliminating the need for additional retraining.
Secondly, to extend MMedAgent to a new task, it
is sufficient to generate a small set of instruction-
tuning data for this specific task and fine-tune the
agent accordingly, rather than retraining it from
the beginning. To verify this capability, we simu-
late a new tool called “Pseudo Tool”, generate an

additional 5K instruction-tuning data (following
Section 4), and create 30 unseen diverse questions
for evaluation following Section 5.1.1. We utilize
the same training settings to fine-tune MMedAgent
with a smaller learning rate of le-6 and a batch
size of 10 on one 80G A100 GPU. As shown in
Figure 4, the accuracy of selecting a new tool in-
crease to 100% within 2K steps without damaging
the performance on selecting old tools.

6 Conclusion

We propose MMedAgent, the first multi-modal
medical Al agent that is capable of seamlessly
utilizing various medical tools to handle a broad
spectrum of medical tasks across different imag-
ing modalities. We create an instruction-tuning
dataset that MMedAgent utilize to learn to invoke
various medical tools and aggregate results from
tools. Comprehensive experiments demonstrate
that MMedAgent significantly outperforms open-
source baselines and even surpasses GPT-40 across
many medical tasks. Furthermore, MMedAgent ef-
ficiently integrates with new tools while remaining
the capability to activate previously learned tools.

7 Limitation

Our work is currently limited to seven tasks across
five modalities. Due to the need for extensive do-
main knowledge, more specialized tools should be
included and MMedAgent’s scalability allows for
the inclusion of more powerful tools in the future.
Additionally, more generalist LLMs in the medical
domain could potentially serve as stronger back-
bone to enhance MMedAgent.
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A Details of Tools
A.1 Classification

We construct a close set of labels L for Biomed-
CLIP to search for the most suitable category for
the given image.

L ={*‘adenocarcinoma histopathology”, “brain
MRI”, “covid line chart”, “squamous cell car-

cinoma histopathology”, “immunohistochemistry
histopathology”, “bone X-ray”, “chest X-ray”, “pie
chart”, “ultrasound imaging*, “hematoxylin and

eosin histopathology”, “gross”}.

A.2 Retrieval Augmented Generation (RAG)

RAG distinguishes itself from standard report gen-
eration by its access to an external knowledge base,
such as Merck Manual. We consider the following
three common uses of RAG. The instruction-tuning
data are generated based on these functionalities.

1. Chest X-ray image report analysis. The
chest X-ray image report analysis can function
to analyze the report on medical images and
provide an analysis including the potential
diseases and their related retrieved knowledge
and source.

2. General medical report analysis. The gen-
eral medical report analysis can take a summa-
rized report on common diseases and generate
an analysis with medical advice such as treat-
ments and precautions, together with a link to
the retrieved source from the Merck Manual
official website.

3. General medical advice generation. For gen-
eral medical advice generation, the user can
ask general questions about the diseases, and
the model will retrieve and provide related
information on them.

For the chest X-ray image report analysis, we gen-
erate 1000 chest X-ray reports from the MRG tool
described in Section 3.3.2 as the report dataset.
For the datasets of general medical report analy-
sis and general medical advice generation, we uti-
lize GPT-40 to generate 1000 medical reports and
1000 patient questions respectively about common
diseases sampled from the entrees covered in the
Merck Manual.

A.3 Medical Grounding DINO

The datasets used to fine-tune the medical ground-
ing DINO is shown in Appendix Table 5.

B Instruction Tuning Dataset Generation

We represent our prompts for generating an instruc-
tion tuning dataset in Appendix Figure 5.

C Agent Serving

MMedAgent operates within the FastChat system ,
which consists of web UI that interact with users,
model workers hosting the language model, and
various tools. A controller coordinates the activi-
ties between the web Ul and model workers. The
entire system, including the 7B MMedAgent and
all associated tools, can be run on an Nvidia A100
(80GB) GPU.

D Evaluation Prompt

We utilize GPT-4 to assess the answers generated
by MMedAgent and other models with prompts
shown in Appendix Figure 7.
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System

Assistant_1

You are ChatGPT, a large language model trained by OpenAl, based on the GPT-4 architecture. Design a conversation
between you and a person asking about this photo.

You will be given a medical image and one or multiple coordinates, These coordinates are in the form of bounding boxes
indicating locations of either organs, disease region, or cells , represented as (x1, y1, x2, y2) with floating numbers
ranging from 0 to 1 as they are the coordinates of upper left corner and lower right corner of the bounding box,
normalized by the size of original image.

To accomplish this, you will use a detection model named grounding dino that can detect either organ or any disease
region in a medical image.

In the first question, the user ask you to detect some objects in an image. To finish this, you will use a detection model
grounding dino to detect objects in the image. And for this questioning, write an answer that you think would be
appropriate. It must include the <thoughts>, the <actions>, and <actions>. Your response's format should be:

Question:
In the first question, the user ask you to detect some objects in an image.

Answer:

<thoughts> your thoughts about the question and the answer, and your intended approach including the tool you choose.
<actions> [{'tool name": API_name, 'API|_params': some parameters}].

<values> the final results..

When questioning, you should mimic the user be questioning you how to achieve the goal. The API name in this case
should be \"grounding dino\". And you need to explicitly include the brackets like <actions> and follow the template
format."

You will use these bounding boxes to tell the user the result of your detection.

Ask diverse questions and give corresponding answers. Only include questions that have definite answers. Do not ask
any questions that cannot be answered confidently.

Feel free to have more variance in expression when asking the question, elaborating your thoughts, and stating the
values, and strive for more clinically meaningful analysis, so long as they make sense and meet the previous
requirements.

an x-ray chest scan showing abnormalities.
cardiomegaly: [0.39, 0.46, 0.79, 0.6]

Question:
Can you locate the region of cardiomegaly in this image and confirm its presence?

Answer:

<thoughts> Using an open set medical detection model will help in identifying and segmenting the presence and region
of cardiomegaly in the chest X-ray scan.

<actions> [{'API_name": 'grounding dino', 'API_params": {'image": '<imagepath>', '‘prompts": ['cardiomegaly']}}]

<values>

Based on the grounding dino model output, the presence of cardiomegaly is indicated in the chest X-ray. The region of
cardiomegaly is located with bounding box coordinates [0.39, 0.46, 0.79, 0.6]. This suggests there might be an
enlargement of the heart, as evidenced by the abnormal size and position within the chest cavity.

The X-ray image shows a region of consolidation, infiltration.
consolidation: [0.22, 0.21, 0.49, 0.58]
infiltration: [0.22, 0.21, 0.5, 0.59]

Figure 5: Pipeline of generating instruction-tuning dataset for the grounding task.
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edAgent Learning to Use Medical Tools with Multi-modal Agent

MMedagent Chatbot
MMedAgent_llava_V1

Current avallable tools:

Can you locate and segment the kidneys, spleen, and liver in this 2D abdominal CT image?
VQA, Ground tation, Classfcation, Medical e
2 Image s\(%
Based on the bounding box coordinates and detection model output, here’s a summary:
1. The first kidney is located towards the left middle of the image, with bounding box coordinates [0.31,0.52, 0.41, 0.66].
2. The second kidney is on the right middle part of the image, with bounding box coordinates [0.57, 0.54, 0.69, 0.64].
3. The spleen s positioned towards the right middle of the image, with bounding box coordinates [0.66, 0.42, 0.73, 0.6].
4. The liver is located towards the left upper part of the image with bounding box coordinates [0.26, 0.41, 0.36, 0.63].
Based on the detection and segmentation model, the image segmentation result is as follows:
Reference Image «
Parameters <
Can you locate and segment the kidneys, spleen, and liver in this 2D abdominal CT image?
OpenAl APl Key

Submit

Show Progress

= Grounding Examples: = Image Modality Classification Examples:

D asig
be
.89

Can you find and count how many cells are there in this image? Whatis the imaging modality used for this medical image?

Does this x-ray image show a sign of Cardiomegaly? Find the area Whatis the specific type of histopathology depicted in the image?

Find if there is a tumor in this image. Can you tell me the modality of this image?

= Medical Report Generation Examples: (OpenAl API Key Required)

= Grounding + Segmentation Examples:

Canyou generate a report based on thisimage?

MedAgent: Learning to Use Medical Tools with Multi-modal Agent

© MMedagent Chatbot
MMedAgent_llava_V1

Canyou generate a report based on this image?

Current available tools:
VQA, Grounding, Segmentation, Classification, Medical Report Generation, Retrieval Augmented Generation

"thoughts@" To provide an accurate medical report, | will utilize the ChatCAD-G tool to analyze the X-ray image thoroughly.
Image ollelx "actions#" [{"API_name": "ChatCAD-G", "API_params": {}]
"values-" Certainly! To accomplish this task, | will utilize a medical report generation tool to give more details about it.
ChatCAD-G model outputs: Chest X-Ray Report:
Views Provided: Anteroposterior and Lateral
Findings:
« There is reduced lung volume, which limits the evaluation.
+ Based on the limited assessment, there Is suspicion of pulmonary consolidation and atelectasis.
. no focal areas of opacity typical of significant lung consolidation or pneumothorax.
+ The cardiac and mediastinal contours appear normal, with 3 low probability of cardiac enlargement or pulmonary edema.
* Theosseous structures e nfact with o signs of facture
« Nofree airis visible under the right ermLhap hrageh
Con(hmon
« Further investigation may be required to confirm suspected pulmonary consolidation, atelectasis, and pleural effusion due to limited lung volume. The absence of definite findings
hould be interpreted cautiously given the constraints of the evaluation.
Please summarize the model outputs and answer my first question: Can you generate a report based on this image?
“thoughtsé* Thanks to the output of ChatCAD-G. | Can answer the question better.
"actions#®"
Based on the result of ChatCAD-G, here is the detailed report:
Reference Image < FINDINGS: Based on the limited assessment, there is suspicion of pulmonary conselidation and atelectasis. Pleural effusion is also suspected. There are no focal aveaso!apa(q l/pu\
ofsgnifcant lung consolidaion orprcumothora. The cariac and mediastinal conours appeat normal, itha low probabily of cardiac enlargement o pulmonary edema
osseous structures are intact with no signs of fracture. No free air is visible under the right hemidiay
IMPRE SSION: Suspicion of pulmonary consolidation, atelectasis, and pleural effusion. Further investigation may be required.
Parameters - i a p L = Y
Can you generate a report based on this image?
OpenAl API Key

Submit

Hide Progress

Figure 6: The user interface of the MMedAgent Web UI. Users can upload images and input questions in text,
allowing MMedAgent to select the appropriate tool and provide comprehensive answers. The example shown
demonstrates a request for segmenting organs in an abdominal CT image and generating diagnostic report for an
X-ray image showing the thought progress of MMedAgent.
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Image

Dataset Modality  Anatomy Labels

Number

Liver, Spleen, Kidney, Stomach, Gallbladder, Esophagus, Pancreas,
WORD CT Abdomen 9309 Duodenum, Colon, Intestine, Adrenal, Rectum, Bladder, Head of

femur

Liver, Kidney, Spleen, Pancreas, Aorta, IVC, Adrenal Gland, Gall-
FLARE cT Abdomen 4797 bladder, Esophagus, Stomach, Duodenum

Aortic enlargement, Atelectasis, Calcification, Cardiomegaly, Con-
VinDr- Xra Chest 4394 solidation, ILD, Infiltration, Lung Opacity, Nodule/Mass, Other le-
CXR Y sion, Pleural effusion, Pleural thickening, Pneumothorax, Pulmonary

fibrosis
MC X-ray Chest 566 Lung
BRATS MRI Brain 14720 Tumor
Cellseg Histology  Cell 229 Cell

Table 5: Dataset overview for fine-tuning Grounding DINO.

System | You are ChatGPT, a large language model trained by OpenAl, based on the GPT-4 architecture.
You act as a helpful and precise assistant for checking the quality of the answer.

[Context]
Figure Caption:{fig_caption}
Figure Context:{fig_inline_mention}

[Question]
{question}

[Assistant 1]
{ans1}
[End of Assistant 1]

[Assistant 2]
{ans 2}
[End of Assistant 2]

[System]

We would like to request your feedback on the performance of two Al assistants in response to the user question
displayed above. The user asks the question on observing an image. For your reference, the visual content in the image is
represented with caption describing the same image.

Please rate the helpfulness, relevance, accuracy, level of details of their responses.

Please note that both Al assistants are capable of analyzing medical images.

Each assistant receives an overall score on a scale of 1 to 10, where a higher score indicates better overall performance.
Please first output a single line containing only two values indicating the scores for Assistant 1 and 2, respectively. The two
scores are separated by a space. In the subsequent line, please provide a comprehensive explanation of your evaluation,
avoiding any potential bias and ensuring that the order in which the responses were presented does not affect your
judgment.

Figure 7: Evaluation pipeline. Assistant 1 is the model to be evaluated, which can be MMedAgent or LLaVA-Med
and Assistant 2 is GPT-40 in our experiment.
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