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Abstract

Aspect-based sentiment analysis (ABSA) aims
to predict aspect-based elements from the given
text, mainly including four elements, i.e., as-
pect category, sentiment polarity, aspect term,
and opinion term. Extracting pair, triple, or
quad of elements is defined as compound
ABSA. Due to its challenges and practical
applications, such a compound scenario has
become an emerging topic. Recently, large
language models (LLMs), e.g. ChatGPT and
LLaMA, present impressive abilities in tack-
ling various human instructions. In this work,
we are particularly curious whether LLMs still
possess superior performance in handling com-
pound ABSA tasks. To assess the perfor-
mance of LLMs, we design a novel framework,
called ChatABSA. Concretely, we design two
strategies: constrained prompts, to automati-
cally organize the returned predictions; post-
processing, to better evaluate the capability of
LLMs in recognition of implicit information.
The overall evaluation involves 5 compound
ABSA tasks and 8 publicly available datasets.
We compare LLMs with few-shot supervised
baselines and fully supervised baselines, includ-
ing corresponding state-of-the-art (SOTA) mod-
els on each task. Experimental results show
that ChatABSA exhibits excellent aspect-based
sentiment analysis capabilities and overwhelm-
ingly beats few-shot supervised methods under
the same few-shot settings. Surprisingly, it can
even outperform fully supervised methods in
some cases. However, in most cases, it under-
performs fully supervised methods, and there
is still a huge gap between its performance and
the SOTA method. Moreover, we also conduct
more analyses to gain a deeper understanding
of its sentiment analysis capabilities.

1 Introduction

Sentiment analysis (SA) is the umbrella term
for techniques and approaches that analyze peo-
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Inputs-1 Great Indian food

Label-1 ( Indian food, Great, food quality, positive )

Response-1

The aspect sentiment quad of the sentence “Great Indian food” is:
• Aspect category: Food
• Aspect term: Indian food
• Opinion term: Great
• Sentiment polarity: Positive

Inputs-2 The food tasted very good .

Label-2 (food, good, food quality, positive)

Response-2

In the sentence “The food tasted very good .”, the aspect category 
would be “taste” which represents the object or entity that is being 
evaluated. The aspect term would be “food”, which represents the 
specific aspect of the food being evaluated. The opinion term in this 
sentence is “good”, which is the modifier that adds intensity to the 
expression of the sentiment. Finally, the sentiment polarity would be 
positive as the word “good” holds a positive connotation.

Inputs-3 its alright .

Label-3 (NULL, alright, restaurant general, neutral)

Response-3
I'm sorry, but it is not possible to determine the aspect sentiment 
quad for the given sentence as it does not contain any aspect terms, 
opinion terms or sentiment polarity.

Figure 1: Predicted error cases are depicted under the
zero-shot settings. Response denotes the response from
LLMs, and the highlighted parts are the predicted errors.
Label is shown in the order of (at, ot, ac, sp).

ple’s sentiments, emotions, and opinions in user-
generated content (e.g., blogs, social networks,
forums, website reviews, e-commerce websites)
(Medhat et al., 2014; Wankhade et al., 2022). To de-
duce specific sentiment polarities regarding certain
aspects of products or services from social media
texts or reviews, the field of aspect-based sentiment
analysis was born (Do et al., 2019; D’Aniello et al.,
2022). ABSA aims to predict aspect-based ele-
ments: aspect term, aspect category, opinion term,
and sentiment polarity, including single ABSA,
such as aspect term (Chen and Qian, 2020) or
aspect category detection (Hu et al., 2019), etc.,
and compound ABSA, such as aspect sentiment
triplet extraction (ASTE) and aspect sentiment
quad prediction (ASQP) (Zhang et al., 2021a; Cai
et al., 2021; Mao et al., 2022; Bao et al., 2022; Hu
et al., 2022; Peper and Wang, 2022), etc. Com-
pound ABSA involves multiple-element predic-
tions, bringing more challenges. Peng et al. (2020)
define ASTE task by corresponding elements with



In-context samples: The aspect sentiment quad of the sentence "Food is excellent ." is [{'aspect_category': 'food quality', 'aspect_term': 'Food', 
'opinion_term': 'excellent', 'sentiment_polarity': 'positive'}].
Query sample: Not cheap but very yummy .

Constrained Prompt: Constructing

category prompt: The aspect category is only selected from the 
following set: category list.

Response
[{"aspect_category": "food prices", "aspect_term": "prices", "opinion_term": "not cheap", "sentiment_polarity": "negative"},

 {"aspect_category": "food quality", "aspect_term": "food", "opinion_term": "yummy", "sentiment_polarity": "positive"}]

Post-Processing

Constrained Prompt: Combining 
Prompt Convert

response prompt: Return with JSON format.

The aspect sentiment quad consists 
of aspect category, aspect term, 
opinion term, and sentiment polarity.

line1: base prompt

line3: In-context samples

line2: category prompt

line4: response prompt
line4: question What is the aspect sentiment triplet 

of the sentence "Query sample"?

Results Convert

Within the query sample
Predicted aspect term
Predicted opinion term
Boundary

Convert     ,     to NULL Here      is ["prices", "food"].
Here      is [].

[( NULL, food prices, negative, Not cheap ), ( NULL, food quality, positive, yummy )]

Predicted results

category list: [service general, ......, food quality]

Figure 2: An overview of ChatABSA. We present the details via an example in the ASQP task. The “in-context
samples” refer to N labeled instances. Here in this example, N = 1. The category list is a predefined set of aspect
categories. Please refer to Figure 3 for the detailed prompts of each other subtask.

(What, How, Why) questions. Cai et al. (2021) de-
fine ASQP task by considering implicit expressions
of the real world.

Recent advancements in large language mod-
els, such as ChatGPT and LLaMA, have drawn
significant attention from both the scientific com-
munity and the general public. Several studies have
demonstrated its universal ability (Susnjak, 2022;
King, 2023; Zhang et al., 2022a; Guo et al., 2023;
Wei et al., 2023) and well-behaved sentiment anal-
ysis (Wang et al., 2023b) capabilities across sin-
gle ABSA subtasks. However, it remains unclear
whether LLMs can still maintain superior perfor-
mance in more complex compound ABSA tasks.
Therefore, we conduct an evaluation of LLMs’ per-
formance on five more complex subtasks of com-
pound ABSA.

In these compound extraction subtasks, LLMs’
predictions are often unstable, leading to potential
issues such as requiring significant human effort
to interpret and having out-of-distribution (OOD)
in its response. As depicted in Figure 1, we evalu-
ate the ASQP task and observe many failed cases
of LLMs. In the first case, the aspect category is
predicted to be “Food” which is not in the pre-
defined category set. The second case also has an
OOD category. In the third case, the aspect term

is not explicitly mentioned, thereby is null. This
presents that implicit information is prevalent in
these tasks. The above cases all demonstrate that
various complexities exist during evaluation. It is
very time-consuming to manually identify the re-
sults of the LLMs’ prediction. Therefore, we can
infer that a simple direct evaluation of ABSA us-
ing LLMs leads to unstable predictions and cannot
fully harness the capabilities of LLMs, which will
lead to an unfair assessment. (see §A.5).

To better evaluate the performance of LLMs for
compound ABSA tasks, we design ChatABSA, a
unified framework that can universally transform
five intricate subtasks into the prompting format.
Specifically, to limit OOD predictions and format
responses, we design constrained prompts to build
restrictions for subtasks, which can be regarded as
conditions for generation. To address weaknesses
in predicting implicit information, we design post-
processing to make use of LLMs’ powerful reason-
ing capabilities. We conduct extensive experiments
on five compound ABSA tasks. The main findings
are as follows:

• We present an extensive evaluation of LLMs
for compound ABSA tasks. The ChatABSA
framework makes greater use of LLMs’ rea-
soning ability. Several valuable empirical con-



clusions are derived, which may provide valu-
able guidance for future research.

• For all compound ABSA tasks, the evaluation
results show that ChatABSA overwhelmingly
beats the existing few-shot supervised models.

• ChatABSA can outperform fully supervised
methods in some cases. However, in most
cases, it underperforms fully supervised meth-
ods, and there is still a huge gap between itself
and the SOTA method.

• With an in-depth analysis, we found that im-
plicit elements are still challenging and strug-
gling for ChatABSA.

2 ChatABSA

2.1 Formulation and Overview
In a given sentence, there are four types of aspect-
level elements: aspect term (at), aspect category
(ac), opinion term (ot), and sentiment polarity (sp).
In ABSA, the elements at the aspect level to be pre-
dicted vary from different subtasks: Aspect Opin-
ion Pair Extraction (AOPE) aims to extract as-
pect terms and their corresponding opinion terms
as pairs {(at, ot)}; Aspect Category Sentiment
Analysis (ACSA) aims to extract aspect category
and their corresponding sentiment polarity as pairs
{(ac, sp)}; Aspect Sentiment Triplet Extraction
(ASTE) aims to discover more complicated aspect-
level triplets {(at, ot, sp)}; Target Aspect Senti-
ment Detection (TASD) is the task to detect all
{(at, ac, sp)} triplets for a given sentence; Aspect
Sentiment Quad Prediction (ASQP) is to pre-
dict all aspect-level quadruplets {(at, ot, ac, sp)}.
In TASD and ASQP tasks, if aspect term at (or
opinion term ot) is implicit, at (or ot) should be
represented by null.

Following the prompt engineering of LLMs, we
have N (a.k.a. the number of shots) in-context sam-
ples with their corresponding ground-truth labels,
denoted as S . Given a query sample q, ChatABSA
aims to detect the compound aspect sentiment el-
ements with the help of S. An example is shown
in Figure 2. Firstly, an in-context sample (N = 1)
with its corresponding ground-truth label S and
a query sample q to be evaluated are first input
into the ChatABSA framework. To control LLMs’
response format, we design constrained prompts
to convert S and q to templated input. Then, by
post-processing, OOD responses are converted to
null, yielding the predicted output.

2.1.1 Constrained Prompt

To deal with the instability of LLMs’ predictions,
we manually construct the category prompt pc,
the response prompt pr, and the base prompt pb

to let LLMs better understand the nature of the
compound ABSA tasks. Then these prompts are
combined jointly. Specifically, we demonstrate the
prompt templates for each task in Figure 3. This
constrained prompt can facilitate automated evalua-
tion of the results. Without the constrained prompt,
the model’s responses would be inconsistent, af-
fecting the evaluation of the model. §A.5 shows
the effectiveness of our prompt strategy.

2.1.2 Post-Processing

As shown in Figure 2, we can observe that LLMs
have a powerful reasoning capability. In the query
sample “Not cheap but very yummy”, we know that

“cheap” and “yummy” describe “price” and “food”,
respectively. LLMs correctly predicted “price”
(though it made a mistake in the singular-plural
form) and “food”. However, the query sample q
doesn’t explicitly mention these two aspect terms.
In the ASQP task, the aspect term(s) in the final
quadruple results should be directly extracted from
the original sentence (rather than inferred from
facts). This means that if “price” and “food” do not
appear in the original sentence, then they should
not appear in the final quadruple results, despite our
ability to deduce that the aspect terms are “price”
and “food”. If the original sentence lacks aspect
term(s) (though sometimes we can infer the factual
aspect term(s)), then the aspect term(s) in the final
quadruple results should be null. The handling of
opinion term(s) follows a similar logic. Simply put,
when the aspect term (at) and opinion term (ot)
predicted by LLMs do not appear in the sentence,
we set them to null. This might lead to inaccu-
rate results. Therefore, for the aspect term and
the opinion term, we handle their predictions by
post-processing. The formulations are as follows:

Quad =


(at, ot, ac, sp), at, ot ∈ q
(null, ot, ac, sp), at /∈ q
(at, null, ac, sp), ot /∈ q
(null, null, ac, sp), at, ot /∈ q

(1)

where these formulations judge whether the pre-
dicted elements are explicitly consistent with the
span of query q. at, ot, ac, and sp are the
quadruple results in LLMs responses. This post-
processing helps to reveal implicit information.



Task Response / Preds

AOPE
The aspect-opinion pair consists of aspect term and opinion term.
The aspect-opinion pair of the sentence "{Example Sentence}" is {Example Labels}
What is the aspect-opinion pair of the sentence "{Sentence}"? Return with JSON format.

ACSA

The category-sentiment pair consists of aspect category and sentiment polarity.
The aspect category is only selected from the following set: {Aspect Category Lists}
The category-sentiment pair of the sentence "{Example Sentence}" is {Example Labels}
What is the category-sentiment pair of the sentence "{Sentence}"? Return with JSON format.

ASTE
The aspect sentiment triplet consists of aspect term, opinion term, and sentiment polarity.
The aspect sentiment triplet of the sentence "{Example Sentence}" is {Example Labels}
What is the aspect sentiment triplet of the sentence "{Sentence}"? Return with JSON format.

TASD

The aspect sentiment triplet consists of aspect category, aspect term, and sentiment polarity.
The aspect category is only selected from the following set: {Aspect Category Lists}
The aspect sentiment triplet of the sentence "{Example Sentence}" is {Example Labels}
What is the aspect sentiment triplet of the sentence "{Sentence}"? Return with JSON format.

 ASQP

The aspect sentiment quad consists of aspect category, aspect term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: {Aspect Category Lists}
The aspect sentiment quad of the sentence "{Example Sentence}" is {Example Labels}
What is the aspect sentiment quad of the sentence "{Sentence}"? Return with JSON format.

Figure 3: The prompts used for each task. The first line of each task is the base prompt pb. The second line of
ACSA, TASD, and ASQP is the category prompt pc. The sentence “Return with JSON format.” is the response
prompt pr. Please refer to Figure 8 for the case study demonstration.

Methods Rest15 Rest16 Laptop14 Rest14

CMLA+CGCN1 55.76 62.70 53.03 63.17
HAST+TOWE∗ 58.12 63.84 53.41 62.39
JERE-MHS∗ 59.64 67.65 52.34 66.02
SDRN∗ 65.75 73.67 66.18 73.30
SpanMlt∗ 64.68 71.78 68.66 75.60
GTS1 68.29 74.31 64.61 74.65
STER1 69.3 75.89 67.64 74.96
GAS∗ 67.93 75.42 69.55 75.15
ESGCN1 68.34 75.2 68.69 76.22
SynFue+LAGCN1 68.91 76.59 68.88 76.62
QDSL1 71.22 77.28 70.2 78.05
AOPSS1 72.66 78.13 70.84 77.41

IT-MTL(fs-0) 0.00 0.00 0.00 0.00
IT-MTL(fs-1) 5.10 5.89 7.19 8.19
IT-MTL(fs-5) 16.25 15.31 10.08 17.52
IT-MTL(fs-10) 23.19 21.39 14.21 27.69

ChatABSA(fs-0) 42.12 47.63 30.50 42.24
ChatABSA(fs-1) 47.67 44.82 35.74 54.24
ChatABSA(fs-5) 50.34 52.72 39.00 53.70
ChatABSA(fs-10) 52.81 54.80 43.17 55.16

Table 1: Evaluation results on AOPE in terms of F1 (%)
score. The results of baseline methods, marked with
∗ and 1, are obtained from (Zhang et al., 2021b) and
(Wang et al., 2023a), respectively. The best results of
each part are marked in bold.

3 Experimental Results

We conduct experiments using both ChatGPT and
Llama-3. Since the experimental results and con-
clusions of both models are highly consistent, we
primarily focus on analyzing the results of Chat-
GPT, with ChatABSA defaulting to ChatGPT.

3.1 Aspect Opinion Pair Extraction

The evaluation results of the AOPE task are pre-
sented in Table 1. Compared to IT-MTL (Varia

Methods Rest15 Rest16 Laptop15 Laptop16

Cartesian-BERT∗ 58.42 68.94 32.83 39.54
Pipeline-BERT∗ 49.35 56.21 43.02 39.42
AddOneDim-BERT∗ 61.67 69.79 48.94 47.23
Hier-GCN-BERT∗ 64.23 74.55 62.13 54.15
AAGCN-BERT1 71.75 80.77 72.39 69.68

IT-MTL(fs-0) 0.00 0.00 0.00 0.00
IT-MTL(fs-1) 12.32 4.13 4.38 0.34
IT-MTL(fs-5) 22.46 19.53 14.71 7.42
IT-MTL(fs-10) 26.86 20.33 17.24 11.65

ChatABSA(fs-0) 58.56 64.58 38.34 37.05
ChatABSA(fs-1) 63.47 66.58 42.04 38.85
ChatABSA(fs-5) 64.07 67.79 46.25 39.97
ChatABSA(fs-10) 66.52 71.43 48.80 41.44

Table 2: Evaluation results on ACSA in terms of F1 (%)
score. The results of baseline methods, marked with ∗

and 1, are obtained from (Cai et al., 2020) and (Liang
et al., 2021), respectively. The best results of each part
are marked in bold.

et al., 2023), ChatABSA exhibits more powerful
information extraction ability under zero-shot
and few-shot settings. We observe that ChatABSA
outperforms IT-MTL by average F1 score im-
provements of +40.62%, +39.03%, +34.15%, and
+29.87% under zero-shot, one-shot, five-shot, and
ten-shot, respectively. It is worth noting that com-
pared to IT-MTL(fs-10), ChatABSA(fs-0) also
gets absolute F1 score improvements by 18.93%,
26.24%, 16.29%, 14.55% in Rest15, Rest16,
Laptop14, Rest14, respectively.

However, ChatABSA lags far behind the
fully supervised baselines. It cannot outperform
any method within the fully supervised compari-
son baselines. ChatABSA (fs-10) underperforms



compared to the worst fully supervised baseline
CMLA+CGCN. In addition, it has a huge gap com-
pared to the best one AOPSS.

Lastly, we perform the qualitative analysis with
four samples (see §B.1) and the element-level anal-
ysis (see §C.1) for AOPE. We also evaluate other
LLMs (see §D.1 and §3.6) to reveal their capabili-
ties in compound ABSA tasks.

3.2 Aspect Category Sentiment Analysis

The evaluation results of ACSA are shown in Table
2. ChatABSA still overwhelmingly outperforms
IT-MTL under the same few-shot settings. Com-
pared to IT-MTL(fs-10), ChatABSA(fs-0) gets F1
score improvements by 31.70%, 44.25%, 21.10%,
25.40% in Rest15, Rest16, Laptop14, Rest14,
respectively.

Different from other compound ABSA tasks,
ACSA aims to detect aspect category and sen-
timent polarity, which do not explicitly exist
in the sentence. It can be observed that, even
though some BERT-based methods have been fine-
tuned on full training data, ChatABSA demon-
strates a more compelling semantic comprehen-
sion ability than them. Compared to two fully su-
pervised baselines Cartesian-BERT and Pipeline-
BERT, ChatABSA(fs-10) surpasses them by 7.12%
and 10.05% in the average F1 score of four
datasets. However, ChatABSA(fs-10) consistently
underperforms compared to the best method,
AAGCN-BERT.

Finally, we perform the qualitative analysis with
four samples (see §B.2) and the element-level anal-
ysis (see §C.2) for ACSA.

3.3 Aspect Sentiment Triplet Extraction

Table 3 presents the evaluation results on ASTE.
ChatABSA consistently beats IT-MTL in the
few-shot settings. Compared to IT-MTL(fs-10),
ChatABSA(fs-0) also gets absolute F1 score im-
provements by 20.08%, 21.47%, 14.58%, 10.84%
in Rest15, Rest16, Laptop14, Rest14, respec-
tively.

Then, ChatABSA demonstrates notable per-
formance compared to some of the fully su-
pervised methods. Even without in-context
samples, ChatABSA(fs-0) acquires absolute F1
score improvements by 5.46% and 6.02% in
Rest15 and Rest16, respectively, comparing to
CMLA+. ChatABSA(fs-10) also slightly outper-
forms Pipeline in Rest16 and Rest14 datasets.

Methods Rest15 Rest16 Laptop14 Rest14

CMLA+∗ 37.01 41.72 33.16 42.79
Li-unified-R∗ 47.82 44.31 42.34 51.00
Pipeline∗ 52.32 54.21 42.87 51.46
Jet+Bert∗ 57.53 63.83 51.04 58.14
MvP1 65.89 73.48 63.33 74.05

IT-MTL(fs-0) 0.00 0.00 0.00 0.00
IT-MTL(fs-1) 9.50 8.25 6.74 7.98
IT-MTL(fs-5) 14.78 16.78 7.46 17.56
IT-MTL(fs-10) 22.39 26.27 13.05 30.15

ChatABSA(fs-0) 42.47 47.74 27.63 40.99
ChatABSA(fs-1) 46.72 52.28 29.10 51.23
ChatABSA(fs-5) 47.94 52.36 36.19 53.95
ChatABSA(fs-10) 48.11 56.12 42.78 54.06

Table 3: Evaluation results on ASTE in terms of F1 (%)
score. The results of baseline methods, marked with ∗

and 1, are obtained from (Zhang et al., 2021b) and (Gou
et al., 2023), respectively. The best results of each part
are marked in bold.

Even though, it still meets a huge gap with the
SOTA method MvP.

Moreover, we perform the qualitative analysis
with four examples (see §B.3) and the element-
level analysis (see §C.3) for ASTE.

3.4 Target Aspect Sentiment Detection

3.4.1 Results Analysis
The evaluation results of TASD are presented in Ta-
ble 4. ChatABSA can consistently beat the few-
shot supervised method IT-MTL. Concretely,
ChatABSA obtains the average F1 score improve-
ments across the two datasets by 40.25%, 31.57%,
32.00%, and 31.24% in zero-shot, one-shot, five-
shot, and ten-shot, respectively.

Unfortunately, ChatABSA significantly per-
forms worse than the fully supervised methods.
Even ChatABSA(fs-10) lags behind the least one,
i.e. TAS-LPM-CRF. A huge gap exists between
ChatABSA(fs-10) and the SOTA MvP. A possible
reason is that the TASD task introduces implicit
information, indicating that aspect term may not
explicitly exist in the text but is expressed in an
obscure manner (see §3.4.2).

Moreover, we perform the qualitative analysis
with four examples (see §3.4.3) and the element-
level analysis (see §C.4) for TASD.

3.4.2 Implicit Information Prediction
We demonstrate the ability of ChatABSA to predict
implicit information in Figure 4 by separately eval-
uating EA and IA. It can be found that ChatABSA’s
performance under various shots of in-context sam-
ples still has a big gap with GAS in recognizing
both EA and IA. In addition, we can see that the



Methods Rest15 Rest16

TAS-LPM-CRF∗ 54.76 64.66
TAS-SW-CRF∗ 57.51 65.89
TAS-SW-TO∗ 58.09 65.44
GAS∗ 61.47 69.42
MvP1 64.53 72.76

IT-MTL(fs-0) 0.00 0.00
IT-MTL(fs-1) 8.63 6.76
IT-MTL(fs-5) 12.75 11.30
IT-MTL(fs-10) 15.08 15.37

ChatABSA(fs-0) 39.21 41.28
ChatABSA(fs-1) 37.23 41.92
ChatABSA(fs-5) 43.00 45.04
ChatABSA(fs-10) 45.93 47.00

Table 4: Evaluation results on TASD in terms of F1 (%).
The results of baseline methods, marked with ∗ and 1,
are obtained from (Zhang et al., 2021b) and (Gou et al.,
2023), respectively. The best results of each part are
marked in bold.

0 1 5 10
Number of Shot

20
30
40
50
60

F1
(%

)

Rest15

0 1 5 10
Number of Shot
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40
50
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70
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GAS (EA) GAS (IA) ChatABSA (EA) ChatABSA (IA)

Figure 4: Implicit information prediction in the TASD
task. EA and IA denote explicit and implicit aspects,
respectively.

evaluation results on EA significantly outperform
those on IA. This points out that even for large lan-
guage models, detecting the implicit information is
still challenging. As the number of shots increases,
the F1 score on IA is also significantly improved.
Thus, it is expected that ChatABSA’s performance
can be further improved by leveraging more sam-
ples. Yet the number of samples is limited by the
length of the prompts.

3.4.3 Case Study for TASD
Qualitative analysis is conducted through four test
examples with implicit and explicit information, as
shown in Figure 12. In the TASD task, the analysis
of two different types of test examples is shown in
Figure 12. One of the test examples is a sample
with an explicit aspect term. Analyzing its explicit
aspect term (EA) in the first column under the few-
shot setting, it becomes apparent that ChatABSA
can accurately determine the aspect term “service”.

Regarding the two examples in the second column,
when involving implicit information, ChatABSA
fails to predict precisely under zero-shot settings. It
is worth noting that, for IA under the few-shot set-
tings, ChatABSA predicts the implicit expression

“restaurant”. The triplet is accurately predicted by
our post-processing operation. This demonstrates
not only the powerful reasoning capability of LLMs
but also the success of our post-processing strategy.

3.5 Aspect Sentiment Quad Prediction

3.5.1 Results Analysis
The evaluation results of ASQP are demonstrated
in Table 5. Compared to IT-MTL, despite
ChatABSA gains consistent improvements, it
still meets challenges in the complex task ASQP.
Firstly, it can be seen that ChatABSA’s perfor-
mance on Laptop dataset is relatively worse than
other datasets. This shows that it is also struggling
with difficult datasets. Secondly, we can observe
that in Rest15 and Rest16 datasets, the best shot
numbers are five and one, respectively. This shows
that with the number of shots growing, ChatABSA
shows fluctuation rather than gradual improvement.
In complex extraction tasks, the semantics of the
prompt stays challenging to comprehend for LLMs.
We further assume these challenges are imposed by
implicit information, which is discussed in §3.5.2.

Then, even with a few samples as prompt,
ChatABSA obtains competitive results compared
to some of the fully supervised methods, such
as ChatABSA(fs-10) and TAS-BERT on both the
Rest15 and Restaurant datasets. This shows
the superiority of LLMs to some extent. However,
compared to MvP, ChatABSA still meets a huge
gap. Based on the fluctuating results of ChatABSA
using 0 to 10 shots, such a gap is difficult to fill
by introducing more in-context samples. Thus, we
draw an empirical conclusion that in some cases,
small models are still essential even in the recent
trends of LLMs emerging and dominating.

Lastly, we perform the qualitative analysis with
four examples (see §B.4), the element-level anal-
ysis (see §C.5), and the ablation study (see §A.5)
for ASQP. We also evaluate other LLMs (see §D.2
and §3.6) to reveal their capabilities in compound
ABSA tasks.

3.5.2 Implicit Information Prediction
To further explore ChatABSA’s performance in im-
plicit information prediction, we assess its capabili-
ties on four datasets. We focus on both explicit and



Methods Rest15 Rest16 Restaurant Laptop
Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

TAS-BERT∗ 41.86 26.50 32.46 49.37 40.70 44.77 26.29 46.29 33.53 47.15 19.12 27.31
Extract-Classify∗ 35.64 37.25 36.42 38.40 50.93 43.77 38.54 52.96 44.61 45.56 29.48 35.80
GAS∗ 45.31 46.70 45.98 54.54 57.62 56.04 57.09 57.51 57.30 43.45 43.29 43.37
Paraphrase∗ 46.16 47.72 46.93 56.63 59.30 57.93 59.85 59.88 59.87 43.44 42.56 43.00
MvP1 - - 51.04 - - 60.39 - - 61.54 - - 43.92

IT-MTL(fs-0) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
IT-MTL(fs-1) 14.49 10.15 11.93 15.19 10.35 12.31 13.09 8.51 10.31 13.91 9.79 11.49
IT-MTL(fs-5) 15.41 11.20 12.96 15.64 10.89 12.83 12.03 15.73 12.63 12.58 9.10 10.56
IT-MTL(fs-10) 16.10 14.84 15.35 18.73 17.23 17.84 13.38 18.99 15.29 12.31 10.11 11.00

ChatABSA(fs-0) 31.11 24.03 27.11 33.43 27.91 30.42 32.23 24.34 27.74 8.43 6.46 7.31
ChatABSA(fs-1) 26.01 30.69 28.13 32.59 35.21 33.84 30.06 34.75 32.19 8.66 10.31 9.39
ChatABSA(fs-5) 30.96 35.93 33.26 29.20 35.21 31.92 27.37 31.66 29.34 11.66 15.04 13.13
ChatABSA(fs-10) 29.89 34.76 32.14 30.52 36.59 33.26 31.20 36.43 33.60 13.21 17.74 15.54

Table 5: Evaluation results on ASQP in terms of precision (Pre, %), recall (Rec, %), and F1 score (F1, %). The
results of baseline methods, marked with ∗ and 1, are obtained from (Hu et al., 2022) and (Gou et al., 2023),
respectively. The best results of each part are marked in bold.
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Figure 5: Implicit information prediction in the ASQP task. EA, IA, EO, IO denote explicit aspect, implicit aspect,
explicit opinion, implicit opinion, respectively.

implicit information prediction within the ASQP
task. The comparisons are shown in Figure 5. The
testing set is divided into four subsets that contain
various combinations of explicit and implicit as-
pect/opinion terms, for separate evaluation. These
subsets are labeled as EA&EO, IA&EO, EA&IO,
and IA&IO.

We can find that the performance of ChatABSA,
both in explicit and implicit elements, becomes
stronger as the number of shots increases. The F1
scores for implicit information increase more sig-
nificantly than those for explicit information. In
addition, comparing four subsets, it is found that
ChatABSA’s implicit aspect term (while the opin-
ion term is explicit) predictions at 10-shot are all
able to be approximately close to the fully super-
vised method GAS on the Rest15, Rest16, and
Restaurant datasets. Yet, the IA&IO predictions
on the Restaurant and Laptop datasets are the
worst and still have a large gap in comparison with
GAS.

For a few-shot experiment, the in-context exam-
ples are randomly sampled from the whole training
set. They may be insufficient for four types, namely
EA&EO, IA&EO, EA&IO, and IA&IO. In some
cases, the examples may not encompass the spe-
cific type of information for the actual query. This
may lead to inferior performance of ChatABSA
on all four subsets. However, this does not imply
that our evaluation method is inappropriate. Here
we only take into account the naive few-shot sce-
nario, following Varia et al. (2023). Continuously
finding perfectly matched in-context examples for a
query is potentially effective for ChatABSA, which
guides a promising direction for future research. In
addition, ChatABSA naturally has difficulty to
predict implicit elements well. A possible rea-
son relies on the inherent ambiguity of natural lan-
guages. Even though LLMs have learned from a
tremendous corpus in the pre-training stage, im-
plicit information requires special knowledge and
linguistic background to understand. Demonstrat-



Tasks Datasets zero-shot one-shot five-shot ten-shot

ACSA

Rest15 60.76 68.59 70.90 75.89
Rest16 64.59 69.32 71.16 76.63
Laptop15 50.31 53.73 55.45 58.61
Laptop16 44.95 47.97 47.01 53.39

AOPE

Rest14 46.80 53.53 52.79 56.44
Rest15 39.13 37.58 45.01 47.27
Rest16 43.45 47.43 47.99 51.32
Laptop14 30.55 37.60 39.08 38.36

ASTE

Rest14 42.13 49.51 45.90 47.11
Rest15 35.79 39.74 45.69 44.65
Rest16 40.18 42.79 46.95 50.13
Laptop14 25.86 21.40 28.45 29.04

TASD Rest15 26.91 29.66 34.17 36.00
Rest16 27.97 34.25 38.18 40.75

ASQP

Rest15 18.50 22.96 23.28 23.50
Rest16 20.30 15.16 23.98 27.23

Restaurant 20.63 30.10 33.94 37.30
Laptop 11.28 10.44 13.24 12.59

Table 6: Evaluation results of Llama-3 on all tasks in
terms of F1 score (%). The best results of each part are
marked in bold.

ing more in-context samples will better promote its
potential for understanding implicit information.

3.6 Results of Llama-3
In fact, our ChatABSA framework is applicable
to many other LLMs besides ChatGPT. Therefore,
we also apply ChatABSA to Meta-Llama-3-70B-
Instruct (AI@Meta, 2024) and conduct compre-
hensive experiments across all tasks, datasets, and
experimental settings to demonstrate the universal-
ity of ChatABSA. Experimental results are shown
in Table 6. It can be observed that the experimental
results of Llama-3 exhibit similar trends to those
of ChatGPT, and comparable conclusions can also
be drawn from these results.

4 Related Works

4.1 Aspect-Based Sentiment Analysis
Recently, aspect-based sentiment analysis has re-
ceived extensive attention, including single ABSA
tasks, and compound ABSA tasks. Early works
focus on single ABSA tasks (Zhang et al., 2022b;
Hu et al., 2021; Seoh et al., 2021), such as extract-
ing aspect terms (Chen and Qian, 2020), detect-
ing aspect categories (Bu et al., 2021), and pre-
dicting the sentiment polarity for an aspect term
(Huang and Carley, 2018) or category (Hu et al.,
2019). Recent studies in ABSA aim to produce
more comprehensive results by learning compound
ABSA tasks. The compound ABSA tasks aim to

produce more comprehensive results by simulta-
neously predicting multiple aspect-level elements:
Peng et al. (2020) define ASTE task by correspond-
ing elements with (What, How, Why) questions.
Cai et al. (2021) define ASQP task based on ASTE
task by considering implicit expressions of the real
applications.

In this work, we focus on evaluations of the fol-
lowing five compound ABSA subtasks: Aspect
Sentiment Quad Prediction (ASQP) (Zhang et al.,
2021a; Cai et al., 2021), Aspect Sentiment Triplet
Extraction (ASTE) (Peng et al., 2020), Target As-
pect Sentiment Detection (TASD) (Wan et al.,
2020), Aspect Opinion Pair Extraction (AOPE)
(Zhao et al., 2020; Chen et al., 2020), and Aspect
Category Sentiment Analysis (ACSA) (Cai et al.,
2020; Liang et al., 2021). Due to compound ABSA
tasks having more complexity, we examine whether
LLMs can solve them using our designed frame-
work ChatABSA to reliably evaluate its capability
on compound ABSA tasks.

4.2 Large Language Model
Thanks to the Transformer architecture, LLMs ex-
hibit amazing emergent abilities by simple instruc-
tions and begin to come into people’s ordinary life.
They usually have a large number of model param-
eters and are trained on extremely large amounts of
raw data, some of LLMs as follows: GPT-3 (Brown
et al., 2020), LaMDA (Thoppilan et al., 2022), MT-
NLG (Smith et al., 2022), PaLM (Chowdhery et al.,
2022), and GPT-4 (OpenAI, 2023).

One of the best-known examples of LLMs is
OpenAI’s ChatGPT, which has exploded the field
of artificial intelligence (AI) and attracted an un-
precedented wave of enthusiasm. Its influence can
be seen in various fields, including online testing
(Susnjak, 2022) and medicine (King, 2023), both
of which are experiencing significant growth. Ad-
ditionally, LLMs have also been utilized in the web
domain for various applications including but not
limited to automated customer service, and content
generation (Biswas, 2023). Its ability to understand
and process natural language enables it to help man-
age and organize web content, and support web
development tasks (Fajkovic and Rundberg, 2023),
meanwhile, help in enhancing user engagement
(Paul et al., 2023).

Recently, Wei et al. (2023) and Wang et al.
(2023b) find that LLMs have a strong performance
on information extraction and sentiment analysis,
respectively. We are particularly curious whether



it still maintains such powerful performance for
compound ABSA. Inspired by prompt engineering
(Dong et al., 2023; Wei et al., 2022), we try to ex-
plore its ability to compound ABSA and design
ChatABSA to pack a unified framework for more
reliable evaluation.

5 Conclusion

In this work, we explore the boundaries of LLMs’
capabilities in compound ABSA by comparing
fully supervised methods and few-shot supervised
methods. Because LLMs’ predictions are often
unstable, we have designed a more rational frame-
work called ChatABSA. This framework aims to
better evaluate LLMs’ performance on compound
ABSA. ChatABSA exhibits excellent aspect-based
sentiment analysis capabilities and overwhelmingly
beats few-shot supervised methods under the same
few-shot settings. Surprisingly, it can even out-
perform fully supervised methods in some cases.
However, in most cases, it underperforms fully
supervised methods, and there is still a huge gap
between its performance and the SOTA method.
Furthermore, it is still challenging and struggling
for LLMs to predict implicit elements. In summary,
although LLMs possess strong language compre-
hension and can accurately follow instructions for
specific tasks, it does not perform well on com-
pound ABSA tasks. We hope that our research will
inspire future research in LLMs and aspect-based
sentiment analysis.

Limitations

We design a new framework ChatABSA to evalu-
ate the performance of LLMs in compound aspect-
based sentiment analysis. Despite extensive eval-
uation under the zero-shot and few-shot settings,
our work still has limitations that may guide future
work.

Firstly, limitations of model selection. Due to
resource constraints, the evaluation of aspect-level
extraction capability in language models is lim-
ited. As a result, our assessment solely focuses
on the gpt-3.5-turbo variant of ChatGPT and the
Meta-Llama-3-70B-Instruct of the Llama-3 family.
However, the field of language models is rapidly
advancing, and there are numerous other notable
models such as GPT-4. As a result, a comprehen-
sive aspect-based sentiment analysis capability of
more language models will be necessary in the fu-
ture.

Secondly, limitations to automatic evaluation.
Due to limited resources, we use simple prompt
engineering and conduct few-shot prompting under
a low-resource setting, with no more than 10-shot
prompting. However, this approach may not accu-
rately reflect the optimal performance of LLMs on
the corresponding downstream tasks.
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A Experimental Settings

A.1 Datasets

To evaluate the potential of LLMs on compound
ABSA, we select eight publicly available datasets.
They all originate from the challenges of SemEval.
The statistics of datasets are shown in Table 7.
AOPE To evaluate ChatABSA, four datasets in-
cluding Laptop and Restaurant domains are se-
lected from Semeval 2014 Task 4, Semeval 2015
Task 12, and Semeval 2016 Task 5. Rest16 is pro-
vided by (Fan et al., 2019), where the at and ot
pairs are annotated. In addition, other datasets are
provided by (Wang et al., 2016, 2017).
ACSA In the ACSA task, four benchmark datasets
are selected. These datasets from Semeval 2015
(Pontiki et al., 2015) (Rest15 and Laptop15) and
Semeval 2016 (Pontiki et al., 2016) (Rest16 and
Laptop16) consisting of two domains and each do-
main includes two datasets, i.e., two Restaurant do-
main datasets (Rest15 and Rest16) and two Lap-
top domain datasets (Laptop15 and Laptop16).
ASTE In the ASTE task, the four public datasets
are based on (Fan et al., 2019), which have already
annotated opinion terms. Peng et al. (2020) also
label sentiment to form tuple (at, ot, sp).
TASD Experiments are performed on two
restaurant domain datasets, namely Rest15 from
SemEval-2015 Task 12 (Pontiki et al., 2015) and
Rest16 (Pontiki et al., 2016) from SemEval-2016
Task 5.
ASQP In the ASQP task, there are four publicly
available datasets: Rest15, Rest16, Restaurant
and Laptop. Rest15 and Rest16 are annotated by
Zhang et al. (2021a) based on Semval tasks (Pon-
tiki et al., 2015, 2016); Cai et al. (2021) propose
Restaurant and Laptop. Restaurant is based
on SemEval 2016 Restaurant (Pontiki et al., 2016)
and the extension of SemEval 2016 Restaurant (Fan
et al., 2019; Xu et al., 2020). The Laptop dataset
is annotated by Cai et al. (2021) based on Amazon
2017 and 2018.

A.2 Compared Methods

We choose the following two types of comparison
baselines for each task: 1) fully supervised meth-
ods, which are trained using the full set of training
data; 2) few-shot supervised methods, which are
trained with a few training data. The second type
is designed to convert the elements to be predicted
into a target sequence by a pre-defined template.
For few-shot supervised methods and ChatABSA,

Task Datasets Train Test Dev
#S #E #S #E #S #E

AOPE

Rest14 1462 2383 500 864 163 260
Rest15 678 969 325 436 76 107
Rest16 971 1357 328 457 108 155
Laptop14 1035 1485 343 482 116 149

ACSA

Rest15 1102 1451 572 761 0 0
Rest16 1680 2216 580 735 0 0
Laptop15 1397 1970 644 947 0 0
Laptop16 2037 2903 572 797 0 0

ASTE

Rest14 1266 2338 492 994 310 577
Rest15 605 1013 322 485 148 249
Rest16 857 1394 326 514 210 339
Laptop14 906 1460 328 543 219 346

TASD Rest15 1120 1654 582 845 10 13
Rest16 1708 2507 587 859 29 44

ASQP

Rest15 834 1354 537 795 209 347
Rest16 1264 1989 544 799 316 507
Restaurant 2934 4172 816 1161 326 440
Laptop 1530 2484 583 916 171 261

Table 7: Data statistics. #S and #E denote the number
of sentences and tuples, respectively.

we set the number of shots to few-shot (fs) 0, 1, 5,
and 10.
AOPE For fully supervised baselines, we choose
the current state-of-the-art, including AOPSS
(Wang et al., 2023a) and some other strong base-
lines CMLA+CGCN (Wang et al., 2017; Zhou
et al., 2020), HAST+TOWE (Li et al., 2018; Fan
et al., 2019), JERE-MHS (Bekoulis et al., 2018),
SDRN (Chen et al., 2020), SpanMlt (Zhao et al.,
2020), GTS (Wu et al., 2020), STER (Zhang et al.,
2022c), GAS (Zhang et al., 2021b), ESGCN (Wu
et al., 2021b), SynFue+LAGCN (Wu et al., 2021a),
QDSL (Gao et al., 2021). For few-shot supervised
baselines, we select IT-MTL (Varia et al., 2023),
which is the first to address and formulate the few-
shot ABSA problem. Varia et al. (2023) fine-tune
a T5 model (Raffel et al., 2020) incorporated with
instructional prompts in a multi-task learning fash-
ion covering all the subtasks, including the entire
quadruple prediction task.
ACSA For fully supervised baselines, we select
the current SOTA method AAGCN-BERT (Liang
et al., 2021) and some other BERT-based meth-
ods, including Cartesian-BERT (Cai et al., 2020),
Pipeline-BERT (Cai et al., 2020), ADDOneDim-
BERT (Cai et al., 2020), Hier-GCN-BERT (Cai
et al., 2020). The few-shot supervised baseline
method is IT-MTL (Varia et al., 2023).
ASTE For fully supervised baselines, we choose
CMLA+ (Wang et al., 2017), Li-unified-R (Li et al.,



2019), Pipeline (Peng et al., 2020), Jet+BERT (Xu
et al., 2020) and the current SOTA model MvP
(Gou et al., 2023). For few-shot supervised base-
lines, we choose IT-MTL (Varia et al., 2023).
TASD For fully supervised baselines, we select
the current SOTA model MvP (Gou et al., 2023)
and some other methods TAS-LPM-CRF, TAS-SW-
CRF, TAS-SW-CRF (Wan et al., 2020), and GAS
(Zhang et al., 2021b). The few-shot supervised
baseline is IT-MTL (Varia et al., 2023).
ASQP For fully supervised baselines, we adopt
the current SOTA model MvP (Gou et al., 2023)
and some other baselines, TAS-BERT (Wan et al.,
2020), Extract-Classify (Cai et al., 2021), Para-
phrase (Zhang et al., 2021a), and GAS (Zhang
et al., 2021b). The few-shot supervised baseline is
IT-MTL (Varia et al., 2023).

A.3 Evaluation Metrics
We adopt accuracy, recall, and F1 scores for the
ASQP task. For AOPE, ACSA, ASTE, and TASD
tasks, we employ the F1 score. For above all tasks,
an aspect-sentiment tuple is regarded as correct if
and only if exactly the same as the corresponding
ground-truth label. For few-shot experiments, to
eliminate the impact of sampling examples on the
results, all the experimental results are the average
of 3 runs, following Milios et al. (2023).

A.4 Usage of ChatGPT
The ChatGPT used for evaluation is a variant of
GPT3.5, specifically using the gpt-3.5-turbo ver-
sion and setting the temperature to 0. For Chat-
GPT response generation, whether it’s zero-shot
or few-shot, we do not need to manually observe
and record the results, instead, obtain its predicted
results through automated code searching.

A.5 Ablation Study
The above subsections have provided an extensive
evaluation of ChatABSA on 4 datasets. However,
the effects of its individual components remain
unclear. Thus, a systematic ablation study based
on one-shot is performed in the ASQP task. We
specifically design the following variations:

• -PP means removal of post-processing.

• -ACP means the removal of the aspect cate-
gory prompt from the constrained prompt.

• -RP+Table means that the response prompt
has been changed from a JSON response to

Datasets Model Pre Rec F1

Rest15

Our 26.01 30.69 28.13
-ACP 10.47 11.65 11.02
-PP 24.71 29.26 26.77
-RP+Table 22.46 24.81 23.53
-PP+NP 24.79 18.64 22.47

Rest16

Our 32.59 35.21 33.84
-ACP 10.42 10.76 10.59
-PP 29.85 32.58 31.14
-RP+Table 28.29 34.67 31.16
-PP+NP 24.26 24.78 24.52

Restaurant

Our 30.06 34.75 32.19
-ACP 11.92 13.46 12.64
-PP 27.81 32.17 29.80
-RP+Table 27.93 31.00 29.38
-PP+NP 23.93 29.43 26.40

Laptop

Our 8.66 10.31 9.39
-ACP 0.94 1.12 1.02
-PP 7.76 9.24 8.42
-RP+Table 8.43 6.46 7.31
-PP+NP 6.22 7.58 6.83

Table 8: Evluation results of ablation study. The minus
“-” denotes removing components.

a Table response (“Respond in the form of a
table with four columns and a header of (as-
pect category, aspect term, sentiment polarity,
opinion term)”).

• -PP+NP is to use a constrained prompt (“If
no aspect term (or opinion term) is presented
in the given sentence, aspect term (or opin-
ion term) will be null.”) instead of post-
processing.

The experimental results are presented in Table
8. It is found that, by removing various parts of
ChatABSA, the results descend in all four datasets.
It is additional evidence that our designed con-
strained prompts and post-processing are effective.

First, -ACP makes the prediction significantly
less effective, which shows that the category
prompt successfully influences the prediction re-
sult. Similarly, -PP also suggests that our post-
processing method is particularly good at handling
implicit information. Finally, as for the response
format, the response in JSON format (Our) is al-
ways better than in Table format (-RP+Table) in
all four datasets. Therefore, it can be inferred that
the JSON form makes it easier to find the correct
tuples than the Table form. We believe that the
main reason the JSON format is better than the ta-
ble format is its relative simplicity; the table format
tends to be more complex in comparison.

The ablation study indicates that the ChatABSA



framework assists in guiding LLMs to produce de-
sired outcomes and facilitates proper processing
and rational evaluation of LLMs’ outputs. This
ensures a more objective assessment of LLMs, pre-
venting underestimation of their capabilities due
to poor prompts or inappropriate handling of their
outputs.

B Case Study

B.1 Case Study for AOPE

A quantitative analysis is performed with two test
examples. The specific results are shown in Figure
9, where we show examples originating from dif-
ferent datasets, Rest15 and Laptop14, and their
results under zero-shot and few-shot settings, re-
spectively.

The first sentence describes an aspect term,
“mens bathroom” rather than “bathroom”. However,
under zero-shot settings, ChatABSA incorrectly
predicts it as “bathroom”. Similarly, in another test
example “I also wanted Windows 7, which this one
has.”, the opinion term extracted by ChatABSA is
“this one has”, which is not the opinion term corre-
sponding to the aspect term “Windows 7”. Fortu-
nately, they are all predicted accurately in the few-
shot setting. This also shows that both aspect term
and opinion term cannot be predicted accurately in
the zero-shot scenario, and some demonstration ex-
amples are needed to accurately predict individual
elements.

B.2 Case Study for ACSA

In the ACSA task, two instances are selected from
different datasets for qualitative analysis. As shown
in Figure 10, without any example of the ACSA
task, ChatABSA is more prone to errors: in the first
case, incorrectly predicting category as “food gen-
eral”; in the second case, incorrectly predicting cat-
egory as “restaurant miscellaneous”. ChatABSA
is able to achieve substantial performance improve-
ments with only one demonstration example, and
both test instances have their errors corrected under
the one-shot settings.

B.3 Case Study for ASTE

Similarly, two test examples are selected for quali-
tative analysis and the results are shown in Figure
11. In the first example, ChatABSA fails to identify
the triplet in the zero-shot. It suggests that there
is no aspect sentiment triplet in this sentence. In
the other example, the sentiment polarity in the

Element Shot Rest15 Rest16 Laptop14 Rest14

Aspect
Term

0-shot 66.88 68.97 58.15 72.89
1-shot 71.61 70.54 59.75 76.29
5-shot 72.99 74.00 64.48 77.93
10-shot 73.23 75.36 65.92 77.99

Opinion
Term

0-shot 53.05 56.98 40.40 51.77
1-shot 57.60 52.44 47.10 62.68
5-shot 60.77 61.35 47.49 61.08
10-shot 62.69 62.87 47.29 62.23

Table 9: Analysis at element-level for AOPE in terms
of F1 (%) score.

sentence cannot be accurately identified. However,
with a demonstration example, it can accurately
identify the aspect sentiment triplet. We believe
that this happens due to LLMs’ deficiency in under-
standing the nature of the ASTE task under zero-
shot. It is possible to better understand the nature of
the ASTE task through the demonstration example.

B.4 Case Study for ASQP

Similar to the TASD task, four prediction examples
are selected from the perspective of implicit or
explicit information. EA&EO is an explicit aspect
term and an explicit opinion term; IA&EO is an
implicit aspect term and an explicit opinion term;
EA&IO is an explicit aspect term and an implicit
opinion term; IA&IO is an implicit aspect term and
an implicit opinion term.

Results for EA&EO, IA&EO, EA&IO, and
IA&IO, as well as test examples, are shown in
Figures 13 and 14. For the EA&EO prediction
example, we find that ChatABSA incorrectly pre-
dicts the sentiment polarity as “positive”. It seems
that there is an error in the understanding of “fair”.
However, under few-shot settings, this understand-
ing error is resolved. In the IA&EO scenario, it
misunderstands the nature of the ASQP task and
incorrectly predicts the aspect term as the opin-
ion term and the opinion term as the aspect term.
In the EA&IO scenario, the test example implic-
itly expresses an opinion, where “not the place”
potentially means “can’t eat in the first place”,
and ChatABSA incorrectly predicts it as “not”, so
its inference of implicit opinion is wrong. How-
ever, with the showing example, it is able to predict
the implicit information accurately. Finally, in the
IA&IO scenario, ChatABSA also fails to infer the
implicit information in the sentence. However, un-
der the few-shot scenario, it is able to predict the
implicit information accurately. This also shows
that the accurate prediction of implicit opinion re-
quires in-context samples.



Element Shot Rest15 Rest16 Laptop15 Laptop16

Aspect
Category

0-shot 65.04 69.49 45.09 41.07
1-shot 69.45 71.08 47.09 41.35
5-shot 69.58 72.56 51.46 41.96
10-shot 72.09 75.94 54.27 45.59

Sentiment
Polarity

0-shot 82.88 84.08 77.76 73.51
1-shot 86.75 88.90 86.65 86.55
5-shot 88.30 91.39 89.36 87.83
10-shot 89.83 91.85 89.81 88.85

Table 10: Analysis at element-level for ACSA in terms
of F1 (%) score.

Element Shot Rest15 Rest16 Laptop14 Rest14

Aspect
Term

0-shot 70.81 74.71 58.85 73.58
1-shot 70.88 71.58 61.24 74.50
5-shot 72.27 73.31 65.42 76.63
10-shot 73.38 74.97 66.98 77.94

Opinion
Term

0-shot 53.66 57.88 40.93 50.94
1-shot 61.72 66.16 42.10 62.36
5-shot 63.91 64.81 51.51 66.19
10-shot 62.52 67.93 56.05 65.48

Sentiment
Polarity

0-shot 85.80 87.22 79.01 87.66
1-shot 85.22 85.17 80.82 86.22
5-shot 85.54 88.21 82.31 89.01
10-shot 86.90 88.09 82.57 88.60

Table 11: Analysis at element-level for ASTE in terms
of F1 (%) score.

C Additional Experimental Results

C.1 Analysis at Element-Level for AOPE

To further explore the effect of each different ele-
ment for ChatABSA, the analysis at element-level
for AOPE is performed, and the results of which are
presented in Table 9. We can find that the average
increase in F1 score from 0-shot to 10-shot is no-
table, by 6.41% for the aspect term and 8.22% for
the opinion term. It can be found that ChatABSA
has a large number of incorrect judgments with-
out any displayed examples, but such errors are
gradually eliminated as the number of displayed
examples grows.

C.2 Analysis at Element-Level for ACSA

ChatABSA has shown impressive performance in
the ACSA task, and to further understand its ability
to predict each component element, an element-
level analysis is performed. As shown in Table 10,
It can be found that ChatABSA’s performance in
predicting the aspect category depends on the num-
ber of categories. Concretely, as the number of cat-
egories increases, the performance of ChatABSA
sharply decline . As for the datasets in the restau-
rant and laptop domains, the number of categories
is 30 for the Rest and 198 for the Laptop, respec-
tively. We can observe that it has better results

Element Shot Rest15 Rest16

Aspect
Term

0-shot 65.86 64.52
1-shot 63.18 65.66
5-shot 68.53 68.63
10-shot 70.98 70.56

Aspect
Category

0-shot 70.41 71.48
1-shot 71.50 70.58
5-shot 70.78 72.34
10-shot 73.22 73.33

Sentiment
Polarity

0-shot 84.84 88.80
1-shot 86.01 89.64
5-shot 87.40 90.56
10-shot 88.63 89.23

Table 12: Analysis at element-level for TASD in terms
of F1 (%) score.

Element Shot Rest15 Rest16 Restaurant Laptop

Aspect
Term

0-shot 60.99 64.52 59.47 52.41
1-shot 59.17 61.07 61.06 50.36
5-shot 65.25 66.35 62.56 57.16
10-shot 67.74 69.17 67.75 59.45

Opinion
Term

0-shot 48.48 54.16 51.49 41.70
1-shot 51.96 53.10 58.20 46.44
5-shot 53.71 53.64 52.88 50.64
10-shot 49.41 54.65 54.88 48.86

Aspect
Category

0-shot 67.34 69.15 68.79 33.32
1-shot 66.95 69.55 67.76 35.94
5-shot 71.34 67.35 70.56 39.43
10-shot 71.87 70.19 72.76 45.30

Sentiment
Polarity

0-shot 85.89 86.32 84.89 84.41
1-shot 85.49 86.35 84.00 84.89
5-shot 87.85 88.71 86.47 86.40
10-shot 88.59 89.98 87.01 87.09

Table 13: Analysis at element-level for ASQP in terms
of F1 (%) score.

in the Rest domain than in the Laptop domain.
In addition, ChatABSA’s prediction in sentiment
polarity is better than that in aspect category.

C.3 Analysis at Element-Level for ASTE

A similar exploration is also performed in the
ASTE task, the results of which are shown in Table
11. To our surprise, ChatABSA’s prediction results
for the aspect term seem to fluctuate slightly in
the domain of restaurant, with an average growth
of 2.40% on the Rest14, Rest15 and Rest16

datasets. It can be conjectured that ChatABSA
is naturally able to identify commonly occurring
aspect terms, but for some less common ones, it
needs some display examples to make accurate
predictions. The performance of ChatABSA in
predicting the opinion term still fluctuates consid-
erably. On the contrary, its performance fluctu-
ation in predicting sentiment is not very notable.
In the Rest14 dataset, we can find that the pre-
diction of sentiment polarity decreases in different



degrees from 0-shot to 1-shot and from 5-shot to 10-
shot, respectively. From this, it can be inferred that
ChatABSA is naturally able to determine the senti-
ment polarity in sentences, but some demonstration
examples are still needed to accurately extract cues
for the sentiment polarity and the opinion terms.

C.4 Analysis at Element-Level for TASD

In the TASD task, the results of the element-level
analysis are shown in Table 12. As for the aspect
term prediction, the increase from 0-shot to 10-shot
is still notable. This indicates that, in the TASD
task, ChatABSA’s natural perception of the aspect
term is not very strong, and its ability to predict the
aspect term is gradually enhanced as the number of
shots increases. Moreover, the results of the senti-
ment analysis have shown that the prediction ability
remains stable. For the aspect category prediction,
ChatABSA demonstrates a strong capability, even
surpassing its ability to predict aspect terms. More-
over, as the shot number increases, the prediction
accuracy for the aspect category also improves.

C.5 Analysis at Element-Level for ASQP

The element-level results of the ASQP task are
shown in Table 13. First, ChatABSA’s ability to
predict aspect terms from 0-shot to 10-shot is im-
proved in all four datasets. Second, as for the abil-
ity to predict opinion terms, it can be found that it
does not improve much in the Restaurant domain
from 0-shot to 10-shot, but it improves significantly
in the Laptop domain, with an increase of 7.16%
in F1. Its ability to predict the aspect category from
0-shot to 10-shot is also improved to various ex-
tents. It is worth noting that, in the Laptop dataset,
the improvement is very significant, with an in-
crease of 11.98% in the F1 score. We conclude that
one of the main reasons for this is that the number
of predefined categories in the Laptop dataset is
so large that ChatABSA cannot accurately deter-
mine which one is the correct one without sufficient
display examples. Finally, ChatABSA’s ability to
predict the sentiment polarity is also consistently
improved in four datasets.

D Results of Other LLMs

D.1 Results of Other LLMs in AOPE

In the AOPE task, we chose two other LLMs
(ERNIE-Bot and Llama-2) for evaluation.

Methods Rest15 Rest16 Laptop14 Rest14

ERNIE-Bot(fs-0) 9.82 8.84 7.21 11.49
ERNIE-Bot(fs-1) 27.39 34.15 24.36 33.29
ERNIE-Bot(fs-5) 25.47 37.13 25.82 31.65
ERNIE-Bot(fs-10) 30.68 36.95 23.44 33.96

ChatABSA(fs-0) 42.12 47.63 30.50 42.24
ChatABSA(fs-1) 47.67 44.82 35.74 54.24
ChatABSA(fs-5) 50.34 52.72 39.00 53.70
ChatABSA(fs-10) 52.81 54.80 43.17 55.16

Table 14: Evaluation results of ChatABSA and ERNIE-
Bot on AOPE in terms of F1 (%) score. The best results
of each part are marked in bold.

D.1.1 Results of ERNIE-Bot in AOPE
ERNIE-Bot (Sun et al., 2021), developed by Baidu,
is an advanced conversational AI model that ex-
cels in understanding and generating human-like
responses. Specifically, we selected the ERNIE-
Bot-turbo version for evaluation, with the experi-
mental results shown in Table 14.

Compared to ChatABSA, ERNIE-Bot exhibits
less powerful information extraction ability under
zero-shot and few-shot settings. We observe that
ERNIE-Bot underperforms ChatABSA by aver-
age F1 score deteriorations of -31.28%, -15.82%,
-18.92%, and -20.23% under zero-shot, one-shot,
five-shot, and ten-shot, respectively. It is worth
noting that compared to ChatABSA(fs-0), ERNIE-
Bot(fs-10) also gets absolute F1 score deterio-
rations by -11.44%, -10.68%, -7.06%, -8.28%
in Rest15, Rest16, Laptop14, Rest14, respec-
tively.

Observing ERNIE-Bot’s experimental results,
there is a significant leap in the F1 scores from zero-
shot to one-shot. ERNIE-Bot exhibits very poor
performance in the zero-shot setting. From this,
we infer that ERNIE-Bot struggles to understand
the nature of AOPE without examples (it cannot
comprehend the nature of AOPE from just descrip-
tive text about the AOPE task). This suggests that
ERNIE-Bot’s natural language understanding ca-
pabilities may be far inferior to ChatGPT, which is
enlightening for future research.

D.1.2 Results of Llama-2 in AOPE
Llama-2 (Touvron et al., 2023) is a large language
model developed by Meta AI. It’s designed for
processing and generating text, offering advanced
capabilities in understanding and responding to
a wide array of language tasks. Specifically, we
selected the Llama-2-70B-Chat version for evalua-
tion, with the experimental results shown in Table
15. Compared to ChatABSA, Llama-2 exhibits



Methods Rest15 Rest16 Laptop14 Rest14

Llama-2(fs-0) 8.06 12.66 10.76 16.02
Llama-2(fs-1) 27.68 36.94 20.02 40.02
Llama-2(fs-5) 36.82 39.77 32.18 45.86
Llama-2(fs-10) 37.94 41.00 32.01 48.11

ChatABSA(fs-0) 42.12 47.63 30.50 42.24
ChatABSA(fs-1) 47.67 44.82 35.74 54.24
ChatABSA(fs-5) 50.34 52.72 39.00 53.70
ChatABSA(fs-10) 52.81 54.80 43.17 55.16

Table 15: Evaluation results of ChatABSA and Llama-2
on AOPE in terms of F1 (%) score. The best results of
each part are marked in bold.

less powerful information extraction ability under
zero-shot and few-shot settings. Additionally, in
terms of zero-shot performance, Llama-2 exhibits a
similar trend to ERNIE-Bot and yields comparable
experimental results, leading to the same conclu-
sions.

Compared to ChatABSA, Llama-2 exhibits less
powerful information extraction ability under zero-
shot and few-shot settings. We observe that Llama-
2 underperforms ChatABSA by average F1 score
deteriorations of -28.75%, -14.45%, -10.28%, and
-11.72% under zero-shot, one-shot, five-shot, and
ten-shot, respectively. It is worth noting that com-
pared to ChatABSA(fs-0), Llama-2(fs-10) also gets
absolute F1 score deteriorations by -4.18%, -6.63%,
+1.51%, +5.87% in Rest15, Rest16, Laptop14,
Rest14, respectively.

Observing Llama-2’s experimental results, there
is a significant leap in the F1 scores from zero-shot
to one-shot. Llama-2 exhibits very poor perfor-
mance in the zero-shot setting. From this, we infer
that Llama-2 struggles to understand the nature of
AOPE without examples (it cannot comprehend the
nature of AOPE from just descriptive text about the
AOPE task). This suggests that Llama-2’s natural
language understanding capabilities may be far in-
ferior to ChatGPT, which is enlightening for future
research.

D.2 Results of Other LLMs in ASQP

In the ASQP task, we chose two other LLMs
(ERNIE-Bot-turbo and Llama-2-70B-Chat) for
evaluation. The experimental results can be seen in
Table 16 and 17. The two LLMs demonstrate the
same experimental conclusions on the ASQP task
as they do on the AOPE task.

D.2.1 Results of ERNIE-Bot in ASQP
Specifically, we selected the ERNIE-Bot-turbo ver-
sion for evaluation, with the experimental results

Methods Rest15 Rest16 Restaurant Laptop

ERNIE-Bot(fs-0) 6.06 8.87 8.77 2.90
ERNIE-Bot(fs-1) 9.72 5.12 14.10 1.23
ERNIE-Bot(fs-5) 12.50 11.13 20.72 1.87
ERNIE-Bot(fs-10) 11.07 10.88 17.65 1.76

ChatABSA(fs-0) 27.11 30.42 27.74 7.31
ChatABSA(fs-1) 28.13 33.84 32.19 9.39
ChatABSA(fs-5) 33.26 31.92 29.34 13.13
ChatABSA(fs-10) 32.14 33.26 33.60 15.54

Table 16: Evaluation results of ChatABSA and ERNIE-
Bot on ASQP in terms of F1 (%) score. The best results
of each part are marked in bold.

Methods Rest15 Rest16 Restaurant Laptop

Llama-2(fs-0) 8.90 12.58 14.19 3.83
Llama-2(fs-1) 19.59 13.00 31.57 4.73
Llama-2(fs-5) 18.05 21.70 28.52 6.78
Llama-2(fs-10) 18.14 22.08 28.93 6.99

ChatABSA(fs-0) 27.11 30.42 27.74 7.31
ChatABSA(fs-1) 28.13 33.84 32.19 9.39
ChatABSA(fs-5) 33.26 31.92 29.34 13.13
ChatABSA(fs-10) 32.14 33.26 33.60 15.54

Table 17: Evaluation results of ChatABSA and Llama-2
on ASQP in terms of F1 (%) score. The best results of
each part are marked in bold.

shown in Table 16.
Compared to ChatABSA, ERNIE-Bot exhibits

less powerful information extraction ability under
zero-shot and few-shot settings. We observe that
ERNIE-Bot underperforms ChatABSA by aver-
age F1 score deteriorations of -16.50%, -18.35%,
-15.36%, and -18.30% under zero-shot, one-shot,
five-shot, and ten-shot, respectively. It is worth
noting that compared to ChatABSA(fs-0), ERNIE-
Bot(fs-10) also gets absolute F1 score deteriora-
tions by -16.04%, -19.54%, -10.09%, -5.55% in
Rest15, Rest16, Restaurant, Laptop, respec-
tively.

Observing ERNIE-Bot’s experimental results,
there is a significant leap in the F1 scores from zero-
shot to one-shot. ERNIE-Bot exhibits very poor
performance in the zero-shot setting. From this,
we infer that ERNIE-Bot struggles to understand
the nature of ASQP without examples (it cannot
comprehend the nature of ASQP from just descrip-
tive text about the ASQP task). This suggests that
ERNIE-Bot’s natural language understanding ca-
pabilities may be far inferior to ChatGPT, which is
enlightening for future research.

D.2.2 Results of Llama-2 in ASQP

Specifically, we selected the Llama-2-70B-Chat
version for evaluation, with the experimental re-
sults shown in Table 17.
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Figure 6: Performance trends of supervised, IT-MTL,
and ChatABSA methods across increasing task com-
plexities. “SOTA” refers to the best-performing method
among the fully supervised approaches.

Compared to ChatABSA, Llama-2 exhibits less
powerful information extraction ability under zero-
shot and few-shot settings. We observe that Llama-
2 underperforms ChatABSA by average F1 score
deteriorations of -13.27%, -8.67%, -8.15%, and
-9.60% under zero-shot, one-shot, five-shot, and
ten-shot, respectively. It is worth noting that com-
pared to ChatABSA(fs-0), Llama-2(fs-10) also gets
absolute F1 score deteriorations by -8.97%, -8.34%,
+1.19%, -0.32% in Rest15, Rest16, Restaurant,
Laptop, respectively.

Observing Llama-2’s experimental results, there
is a significant leap in the F1 scores from zero-shot
to one-shot. Llama-2 exhibits very poor perfor-
mance in the zero-shot setting. From this, we infer
that Llama-2 struggles to understand the nature of
ASQP without examples (it cannot comprehend the
nature of ASQP from just descriptive text about the
ASQP task). This suggests that Llama-2’s natural
language understanding capabilities may be far in-
ferior to ChatGPT, which is enlightening for future
research.

E Comparing Methods across Tasks

The five tasks vary in difficulty and are ranked in
order of increasing complexity as follows: ACSA,
AOPE, ASTE, TASD, ASQP. We observed that the
performance of all methods decreases to varying
degrees as task difficulty increases, when using
fully supervised methods, IT-MTL, and ChatABSA.
However, the extent of the performance decline
significantly differs among these three approaches.

Figure 6 details the performance variations of
these three methods on the Rest15 and Rest16
datasets as task difficulty increases. By compar-
ing the curves in the figure, we observe that al-
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Figure 7: Performance trends of supervised, IT-MTL,
ERNIE-Bot, and Llama-2 methods across increasing
task complexities. “SOTA” refers to the best-performing
method among the fully supervised approaches.

though the performance of all models declines with
increasing task complexity, the fully supervised
small models and IT-MTL exhibit a smaller de-
crease in performance when facing complex tasks
compared to ChatABSA. This observation suggests
that fully supervised small models and few-shot
methods have a relative advantage in handling com-
plex tasks.

Additionally, while LLMs exhibits high versatil-
ity, our results indicate that fully supervised meth-
ods still excel in certain specific complex tasks, and
this advantage becomes more pronounced as task
complexity increases.

We observed similar conclusions on other large
language models as well, as shown in Figure 7.
Specifically, in the ASQP task, the performance of
ERNIE-Bot was even inferior to that of IT-MTL.



Task Response / Preds

AOPE

The aspect-opinion pair consists of aspect term and opinion term.
The aspect-opinion pair of the sentence "Gross food – Wow -" is [{''aspect_term'': ''food'', 
''opinion_term'': ''gross''}]
What is the aspect-opinion pair of the sentence "Great Indian food"? Return with JSON 
format.

ACSA

The category-sentiment pair consists of aspect category and sentiment polarity.
The aspect category is only selected from the following set: ['service general', 'ambience 
general', 'restaurant miscellaneous', 'food quality', 'restaurant prices', 'drinks quality', 
'restaurant general', 'food prices', 'drinks prices', 'drinks style_options', 'food style_options', 
'location general', 'food general']
The category-sentiment pair of the sentence "Gross food – Wow -" is [{''aspect_category'': 
''food quality'', ''sentiment_polarity'': ''negative''}]
What is the category-sentiment pair of the sentence "Great Indian food"? Return with JSON 
format.

ASTE

The aspect sentiment triplet consists of aspect term, opinion term, and sentiment polarity.
The aspect sentiment triplet of the sentence "Gross food – Wow -" is [''aspect_term'': ''food'', 
''opinion_term'': ''gross'', ''sentiment_polarity'': ''negative''}]
What is the aspect sentiment triplet of the sentence "Great Indian food"? Return with JSON 
format.

TASD

The aspect sentiment triplet consists of aspect category, aspect term, and sentiment polarity.
The aspect category is only selected from the following set: ['service general', 'ambience 
general', 'restaurant miscellaneous', 'food quality', 'restaurant prices', 'drinks quality', 
'restaurant general', 'food prices', 'drinks prices', 'drinks style_options', 'food style_options', 
'location general', 'food general']
The aspect sentiment triplet of the sentence "Gross food – Wow -" is [{''aspect_category'': 
''food quality'', ''aspect_term'': ''food'', ''sentiment_polarity'': ''negative''}]
What is the aspect sentiment triplet of the sentence "Great Indian food"? Return with JSON 
format.

 ASQP

The aspect sentiment quad consists of aspect category, aspect term, opinion term, and 
sentiment polarity.
The aspect category is only selected from the following set: ['service general', 'ambience 
general', 'restaurant miscellaneous', 'food quality', 'restaurant prices', 'drinks quality', 
'restaurant general', 'food prices', 'drinks prices', 'drinks style_options', 'food style_options', 
'location general', 'food general']
The aspect sentiment quad of the sentence "Gross food – Wow -" is [{''aspect_category'': 
''food quality'', ''aspect_term'': ''food'', ''opinion_term'': ''gross'', ''sentiment_polarity'': 
''negative''}]
What is the aspect sentiment quad of the sentence "Great Indian food"? Return with JSON 
format.

Example Sentence Gross food – Wow -

Example Labels (at, ac, sp, ot) [{''aspect_category'': ''food quality'', ''aspect_term'': ''food'', ''opinion_term'': ''gross'', 
''sentiment_polarity'': ''negative''}]

Sentence Great Indian food

Figure 8: The detailed prompt cases for five tasks.



AOPE(Zero-shot) in Rest15

The aspect-opinion pair consists of aspect term and opinion term.
What is the aspect-opinion pair of the sentence "oh speaking of 
bathroom , the mens bathroom was disgusting ."? Return with 
JSON format.

{"aspect": "bathroom", "opinion": "disgusting"}

Preds: ( bathroom, disgusting )

Ground Truth: ( mens bathroom, disgusting )

AOPE(Few-shot) in Rest15

The aspect-opinion pair consists of aspect term and opinion term.
The aspect-opinion pair of the sentence "My steak au poivre was 
one of the worst I 've had ." is [{'aspect_term': 'steak au poivre', 
'opinion_term': 'worst'}]
What is the aspect-opinion pair of the sentence "oh speaking of 
bathroom , the mens bathroom was disgusting ."? Return with 
JSON format.

{"aspect_term": "mens bathroom", "opinion_term": "disgusting"}

Preds: ( mens bathroom, disgusting )

Ground Truth: ( mens bathroom, disgusting )

AOPE(Zero-shot) in Laptop14

The aspect-opinion pair consists of aspect term and opinion term.
What is the aspect-opinion pair of the sentence "I also wanted 
Windows 7 , which this one has ."? Return with JSON format.

Preds: ( Windows 7, this one has )

Ground Truth: ( Windows 7, wanted )

AOPE(Few-shot) in Laptop14

The aspect-opinion pair consists of aspect term and opinion term.
The aspect-opinion pair of the sentence "The programs are 
great" is [{'aspect_term': 'programs', 'opinion_term': 'great'}]
What is the aspect-opinion pair of the sentence "I also wanted 
Windows 7 , which this one has ."? Return with JSON format.

{"aspect_term": "windows 7", "opinion_term": "wanted"}

Preds: ( Windows 7, wanted )

Ground Truth: ( Windows 7, wanted )

{"aspect": "Windows 7", "opinion": "this one has"}

Figure 9: Case study for AOPE.



ACSA(Zero-shot) in Rest15

The category-sentiment pair consists of aspect category and 
sentiment polarity.
The aspect category is only selected from the following set: 
[restaurant general, service general, food style options, food 
quality, drinks style options, drinks prices, restaurant prices, 
ambience general, restaurant miscellaneous, food prices, location 
general, drinks quality, food general].
What is the category-sentiment pair of the sentence "So good"? 
Return with JSON format.

{"aspect_category": "food general", "sentiment_polarity": 
"positive"}

Preds: ( food general, positive )

Ground Truth: ( restaurant general, positive )

ACSA(Few-shot) in Rest15

The category-sentiment pair consists of aspect category and 
sentiment polarity.
The aspect category is only selected from the following set: 
[restaurant general, service general, food style options, food 
quality, drinks style options, drinks prices, restaurant prices, 
ambience general, restaurant miscellaneous, food prices, location 
general, drinks quality, food general].
The category-sentiment pair of the sentence "we love the food ." 
is [{'aspect_category': 'food quality', 'sentiment_polarity': 
'positive'}]
What is the category-sentiment pair of the sentence "So good"? 
Return with JSON format.

{"aspect_category": "restaurant general", "sentiment_polarity": 
"positive"}

Preds: ( restaurant general, positive )

Ground Truth: ( restaurant general, positive )

ACSA(Zero-shot) in Rest16

The category-sentiment pair consists of aspect category and 
sentiment polarity.
The aspect category is only selected from the following set: 
[restaurant general, service general, food style options, food 
quality, drinks prices, drinks style options, restaurant prices, 
restaurant miscellaneous, ambience general, food prices, location 
general, drinks quality].
What is the category-sentiment pair of the sentence "i will never 
return again ."? Return with JSON format.

Preds: ( restaurant miscellaneous, negative )

Ground Truth: ( restaurant general, negative )

ACSA(Few-shot) in Rest16

The category-sentiment pair consists of aspect category and 
sentiment polarity.
The aspect category is only selected from the following set: 
[restaurant general, service general, food style options, food 
quality, drinks prices, drinks style options, restaurant prices, 
restaurant miscellaneous, ambience general, food prices, location 
general, drinks quality].
The category-sentiment pair of the sentence "the staff is rude 
and not attentive ." is [{'aspect_category': 'service general', 
'sentiment_polarity': 'negative'}]
What is the category-sentiment pair of the sentence "i will never 
return again ."? Return with JSON format.

{"aspect_category": "restaurant general", "sentiment_polarity": 
"negative"}

Preds: ( restaurant general, negative )

Ground Truth: ( restaurant general, negative )

{"aspect_category": "restaurant miscellaneous", 
"sentiment_polarity": "negative"}

Figure 10: Case study for ACSA.



ASTE(Zero-shot) in Rest15

The aspect sentiment triplet consists of aspect term, opinion 
term, and sentiment polarity.
What is the aspect sentiment triplet of the sentence "I paid just 
about $ 60 for a good meal , though : )"? Return with JSON 
format.

There is no aspect sentiment triplet in the given sentence.

Preds: ( )

Ground Truth: ( meal, good, positive )

ASTE(Few-shot) in Rest15

The aspect sentiment triplet consists of aspect term, opinion 
term, and sentiment polarity.
The aspect sentiment triplet of the sentence "There is a downside 
if you 're ordering in -- the delivery guys have MAJOR attitude ." 
is [{'aspect_term': 'delivery guys', 'opinion_term': 'downside', 
'sentiment_polarity': 'negative'}]
What is the aspect sentiment triplet of the sentence "I paid just 
about $ 60 for a good meal , though : )"? Return with JSON 
format.

{"aspect_term": "meal", "opinion_term": "good", 
"sentiment_polarity": "positive"}

Preds: ( meal, good, positive )

Ground Truth: ( meal, good, positive )

ASTE(Zero-shot) in Laptop14

The aspect sentiment triplet consists of aspect term, opinion 
term, and sentiment polarity.
What is the aspect sentiment triplet of the sentence "Not sure on 
Windows 8 ."? Return with JSON format.

Preds: ( Windows 8, Not sure, negative )

Ground Truth: ( Windows 8, Not sure, neutral )

ASTE(Few-shot) in Laptop14

The aspect sentiment triplet consists of aspect term, opinion 
term, and sentiment polarity.
The aspect sentiment triplet of the sentence "This is a nicely 
sized laptop with lots of processing power and long battery 
life ." is [{'aspect_term': 'processing power', 'opinion_term': 'lots 
of', 'sentiment_polarity': 'positive'}, {'aspect_term': 'battery life', 
'opinion_term': 'long', 'sentiment_polarity': 'positive'}, 
{'aspect_term': 'sized', 'opinion_term': 'nicely', 
'sentiment_polarity': 'positive'}]
What is the aspect sentiment triplet of the sentence "Not sure on 
Windows 8 ."? Return with JSON format.

{"aspect_term": "Windows 8", "opinion_term": "Not sure", 
"sentiment_polarity": "neutral"}

Preds: ( Windows 8, Not sure, neutral )

Ground Truth: ( Windows 8, Not sure, neutral )

{"aspect_term": "Windows 8", "opinion_term": "Not sure", 
"sentiment_polarity": "negative"}

Figure 11: Case study for ASTE.



TASD(Zero-shot) in Rest15 (EA)

The aspect sentiment triplet consists of aspect category, aspect 
term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
What is the aspect sentiment triplet of the sentence "Have never 
had a problem with service save a missing rice once ."? Return 
with JSON format.

{"aspect_category": "service general", "aspect_term": "problem", 
"sentiment_polarity": "negative"}

Preds: ( problem, service general, negative )

Ground Truth: ( service, service general, negative )

TASD(Few-shot) in Rest15 (EA)

The aspect sentiment triplet consists of aspect category, aspect 
term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
The aspect sentiment triplet of the sentence "the waitstaffs are 
nice though ." is [{'aspect_category': 'service general', 
'aspect_term': 'waitstaffs', 'sentiment_polarity': 'positive'}]
What is the aspect sentiment triplet of the sentence "Have never 
had a problem with service save a missing rice once ."? Return 
with JSON format.

{"aspect_category": "service general", "aspect_term": "service", 
"sentiment_polarity": "negative"}

Preds: ( service, service general, negative )

Ground Truth: ( service, service general, negative )

TASD(Zero-shot) in Rest15 (IA)

The aspect sentiment triplet consists of aspect category, aspect 
term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
What is the aspect sentiment triplet of the sentence "Love it ."? 
Return with JSON format.

Preds: ( it, restaurant general, positive )

Ground Truth: ( NULL, restaurant general, positive )

TASD(Few-shot) in Rest15  (IA)

The aspect sentiment triplet consists of aspect category, aspect 
term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
The aspect sentiment triplet of the sentence "the waitstaffs are 
nice though ." is [{'aspect_category': 'service general', 
'aspect_term': 'waitstaffs', 'sentiment_polarity': 'positive'}]
What is the aspect sentiment triplet of the sentence "Love it ."? 
Return with JSON format.

{"aspect_category": "restaurant general", "aspect_term": 
"restaurant", "sentiment_polarity": "positive"}

Preds: ( NULL, restaurant general, positive )

Ground Truth: ( NULL, restaurant general, positive )

{"aspect_category": "restaurant general", "aspect_term": "it", 
"sentiment_polarity": "positive"}

Figure 12: Case study for TASD.



ASQP(Zero-shot) in Restaurant (EA&EO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
What is the aspect sentiment quad of the sentence "fair menu 
selection ."? Return with JSON format.

{"aspect_category": "food style_options", "aspect_term": "menu 
selection", "opinion_term": "modern", "sentiment_polarity": 
"positive"}

Preds: ( menu selection, food style_options, positive, modern )

Ground Truth: ( menu selection, food style_options,
                             neutral, modern )

ASQP(Few-shot) in Restaurant (EA&EO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
The aspect sentiment quad of the sentence "Not only is the 
cuisine the best around , the service has always been attentive 
and charming ." is [{'aspect_category': 'food quality', 
'aspect_term': 'cuisine', 'opinion_term': 'best', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'attentive', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'charming', 
'sentiment_polarity': 'positive'}]
What is the aspect sentiment quad of the sentence "fair menu 
selection ."? Return with JSON format.

{"aspect_category": "food style_options", "aspect_term": "menu 
selection", "opinion_term": "modern", "sentiment_polarity": 
"neutral"}
Preds: ( menu selection, food style_options, neutral, modern )

Ground Truth: ( menu selection, food style_options,
                             neutral, modern )

ASQP(Zero-shot) in Restaurant (IA&EO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
What is the aspect sentiment quad of the sentence "yum !"? 
Return with JSON format.

Preds: ( yum, food quality, positive, NULL )

Ground Truth: ( NULL, food quality, positive, yum )

ASQP(Few-shot) in Restaurant (IA&EO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
The aspect sentiment quad of the sentence "Not only is the 
cuisine the best around , the service has always been attentive 
and charming ." is [{'aspect_category': 'food quality', 
'aspect_term': 'cuisine', 'opinion_term': 'best', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'attentive', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'charming', 
'sentiment_polarity': 'positive'}]
What is the aspect sentiment quad of the sentence "yum !"? 
Return with JSON format.

{"aspect_category": "food quality", "aspect_term": "NULL", 
"opinion_term": "yum", "sentiment_polarity": "positive"}

Preds: ( NULL, food quality, positive, yum )

Ground Truth: ( NULL, food quality, positive, yum )

{"aspect_category": "food quality", "aspect_term": "yum", 
"opinion_term": "NULL", "sentiment_polarity": "positive"}

Figure 13: Case study for ASQP.



ASQP(Zero-shot) in Restaurant (EA&IO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
What is the aspect sentiment quad of the sentence "not the place 
it once was"? Return with JSON format.

{"aspect_category": "restaurant general", "aspect_term": 
"place", "opinion_term": "not", "sentiment_polarity": "negative"}

Preds: ( place, restaurant general, negative, not )

Ground Truth: ( place, restaurant general,
                             negative, NULL )

ASQP(Few-shot) in Restaurant (EA&IO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
The aspect sentiment quad of the sentence "Not only is the 
cuisine the best around , the service has always been attentive 
and charming ." is [{'aspect_category': 'food quality', 
'aspect_term': 'cuisine', 'opinion_term': 'best', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'attentive', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'charming', 
'sentiment_polarity': 'positive'}]
What is the aspect sentiment quad of the sentence "not the place 
it once was"? Return with JSON format.

{"aspect_category": "restaurant general", "aspect_term": 
"place", "opinion_term": "NULL", "sentiment_polarity": 
"negative"}
Preds: ( place, restaurant general, negative, NULL )

Ground Truth: ( place, restaurant general,
                             negative, NULL )

ASQP(Zero-shot) in Restaurant (IA&IO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
What is the aspect sentiment quad of the sentence "i can not 
wait to go back again this coming weekend !"? Return with 
JSON format.

Preds: ( go back, restaurant general, 
              positive, not wait to go back )
Ground Truth: ( NULL, restaurant general,
                             positive, NULL )

ASQP(Few-shot) in Restaurant (IA&IO)

The aspect sentiment quad consists of aspect category, aspect 
term, opinion term, and sentiment polarity.
The aspect category is only selected from the following set: 
[service general, ambience general, restaurant miscellaneous, 
food quality, restaurant prices, drinks quality, restaurant general, 
food prices, drinks prices, drinks style_options, food 
style_options, location general, food general].
The aspect sentiment quad of the sentence "Not only is the 
cuisine the best around , the service has always been attentive 
and charming ." is [{'aspect_category': 'food quality', 
'aspect_term': 'cuisine', 'opinion_term': 'best', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'attentive', 
'sentiment_polarity': 'positive'}, {'aspect_category': 'service 
general', 'aspect_term': 'service', 'opinion_term': 'charming', 
'sentiment_polarity': 'positive'}]
What is the aspect sentiment quad of the sentence "i can not 
wait to go back again this coming weekend !"? Return with 
JSON format.

{"aspect_category": "restaurant general", "aspect_term": "NULL", 
"opinion_term": "NULL", "sentiment_polarity": "positive"}

Preds: ( NULL, restaurant general, positive, NULL )

Ground Truth: ( NULL, restaurant general,
                             positive, NULL )

{"aspect_category": "restaurant general", "aspect_term": "go 
back", "opinion_term": "not wait to go back", 
"sentiment_polarity": "positive"}

Figure 14: Case study for ASQP.
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